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\textbf{ABSTRACT}

In this paper, an adaptive finite element method is developed for stationary conduction convection problems. Using a mixed finite element formulation, residual type a posteriori error estimates are derived by means of the general framework of R. Verfürth. The effectiveness of the adaptive method is further demonstrated through two numerical examples. The first example is problem with known solution and the second example is a physical model of square cavity stationary flow.

\section{1. Introduction}

Let $\Omega \subset \mathbb{R}^2$ be a bounded and connected polygonal domain, with a Lipschitz continuous boundary $\Gamma$. We consider the stationary conduction–convection problems whose coupled equations governing viscous incompressible flow and heat transfer for the incompressible fluid are Boussinesq approximations to the stationary Navier–Stokes equations.

Find $u = (u_1, u_2)$, $p$ and $T$ such that

\begin{equation}
\begin{cases}
-\nu \Delta u + (u \cdot \nabla)u + \nabla p = \lambda jT, & x \in \Omega, \\
\text{div } u = 0, & x \in \Omega, \\
-\Delta T + \lambda u \cdot \nabla T = 0, & x \in \Omega, \\
u = 0, & T = T_0, & x \in \Gamma,
\end{cases}
\end{equation}

where $u = (u_1, u_2)$ represents the velocity vector, $p$ the pressure, $T$ the temperature, $\lambda > 0$ the Grashof number, $j = (0, 1)$ the unit vector and $\nu > 0$ the viscosity.

Finding the numerical solution of conduction convection problems \textsuperscript{(1)} is a difficult task. The reason is that the problem \textsuperscript{(1)} not only contains the velocity vector field and the pressure field but also contains the temperature field. There are some works devoted to the development of efficient numerical schemes for these equations \textsuperscript{[1–5]}. The non-stationary problem is considered, too \textsuperscript{[6–9]}. Within the framework of finite element methods, generating optimal or near optimal meshes is a useful technique for increasing accuracy at a lower computational cost. A posteriori error estimates have been used with much success as a guid-
ing tool in adaptively generating optimal or near optimal meshes and in adaptively computing solutions to problems with boundary layers (regions of rapid transition of the solution; see [10–13]). There are numerous works devoted to the development of the a posteriori analysis [14–19], for instance. R.Verfürth [14,17] has developed a general framework for a posteriori error estimates for nonlinear equations. In [18], Using the general framework, V.J. Ervin et al. derive the a posteriori error estimates for finite element approximations of viscoelastic fluid flows governed by differential constitutive laws of Giesekus and Oldroyd-B type. We also can find that the general framework has been used to derive a posteriori error analysis in [13,18,19]. In this paper, we will use the general framework of R.Verfürth [14,17] and derive a posteriori error estimates for finite element approximations of stationary conduction convection problems.

The present paper is organized as follows. In Section 2, we introduce some function spaces and recall some preliminary results. The general framework of R.Verfürth [14,17] is presented in Section 3. In Section 4, we cast the stationary conduction convection problems into the framework, that is, residual type a posteriori error estimates are derived for this problem. In Section 5, the effectiveness of the adaptive method is further demonstrated through two numerical examples. The first example is a known solution problem and the second example is a physical model of square cavity stationary flow. Conclusion is given in Section 6.

2. Functional setting and finite element approximation tools

In this section, we aim to describe some notations and results which will be frequently used in this paper. The Sobolev spaces and norms used in this context are standard [20]. We introduce the following Hilbert spaces.

Velocity Space : \( M = H^1(\Omega)^2 = \{ u \in H^1(\Omega)^2 : u = 0 \text{ on } \partial \Omega \} \),

Pressure Space : \( Q = L^2(\Omega)^m = \{ p \in L^2(\Omega) : (p, 1)_\Omega = 0 \} \),

Temperature Space : \( W = H^1(\Omega) \), \( W_0 = H^1_0(\Omega) \).

For ease of notation, we drop the domain from the norm and seminorm notations when the domain is obvious. We use the same notation for the corresponding norms of vector valued functions.

For problem (1), the following assumptions are recalled (see [6,20–22]).

\((\Lambda_1)\) There exists a constant \( C_0 \) which only depends on \( \Omega \), such that

(i) \( ||u||_0 \leq C_0 ||\nabla u||_0 \), \( ||u||_{0,q} \leq C_0 ||\nabla u||_0 \), \( \forall u \in H^1_0(\Omega) \) (or \( H^1_0(\Omega) \))

(ii) \( ||u||_{0,4} \leq C_0 ||u||_H \), \( \forall u \in H^1(\Omega)^2 \)

(iii) \( ||u||_{0,4} \leq C_0 \| \nabla u \|_{0,4} \), \( \forall u \in H^1_0(\Omega) \) (or \( H^1_0(\Omega) \))

\((\Lambda_2)\) Assuming \( \partial \Omega \in C^{2\eta}(k \geq 0, \eta > 0) \), then, for \( T_0 \in C^{k+2}(\partial \Omega) \), there exists an extension \( T_0 \in C_k^{k+2}(\mathbb{R}^2) \), such that

\( ||T_0||_{k,q} \leq \varepsilon \), \( k > 0 \), \( 1 \leq q < \infty \)

where \( \varepsilon \) is an arbitrary small positive constant number.

\((\Lambda_3)\) \( b(\cdot, \cdot, \cdot) \) and \( b(\cdot, \cdot) \) have the following properties:

(i) For all \( u, v, w \in M \) (or \( T, \varphi \in H^1_0(\Omega) \)), there holds

\( b(u, v, w) = 0 \)

\( b(u, v, w) = -b(u, w, v) \)

\( b(u, T, T) = 0 \)

\( b(u, T, \varphi) = -b(u, T, \varphi) \)

where

\( b(u, v, w) = \frac{1}{2} \int_\Omega \sum_{i=1}^2 \sum_{k=1}^2 u_i \frac{\partial v_k}{\partial x_k} w_k \, dx - \sum_{i=1}^2 u_i \frac{\partial v}{\partial x_i} \, w \) \quad \forall u, v, w \in M.

\( b(u, T, \varphi) = \frac{1}{2} \int_\Omega \sum_{i=1}^2 \sum_{k=1}^2 u_i \frac{\partial T}{\partial x_i} \varphi \, dx - \sum_{i=1}^2 u_i \frac{\partial \varphi}{\partial x_i} \, T \) \quad \forall u \in M \), \( T, \varphi \in W_0 \).

(ii) For all \( u, v, w \in M \) (or \( T, \varphi \in W_0 \)), \( \forall w \in M \) (or \( \varphi \in W_0 \)), there holds

\( |b(u, v, w)| \leq N ||\nabla u||_0 ||\nabla v||_0 ||\nabla w||_0 \)

\( |b(u, T, \varphi)| \leq N ||\nabla u||_0 ||\nabla T||_0 ||\nabla \varphi||_0 \)

where

\( N = \sup_{u, v, w \neq 0} \frac{|b(u, v, w)|}{||\nabla u||_0 ||\nabla v||_0 ||\nabla w||_0} \)

\( N = \sup_{u, T, \varphi \neq 0} \frac{|b(u, T, \varphi)|}{||\nabla u||_0 ||\nabla T||_0 ||\nabla \varphi||_0} \)
(A1) Letting $A = 2v^{-1}(3C_{0} + 1)||T_{0}||_{1}$, $B = 2||\nabla T_{0}||_{0} + (2C_{0}^{2})^{-1}aA$, then there exist two positive constant $\delta_{1}, \delta_{2}$, such that
\[ v^{-1}N_{A} \leq 1 - \delta_{1}, \quad 0 < \delta_{1} \leq 1, \quad \delta_{1}^{-1}v^{-1}C_{0}^{2}B\mathbb{N} \leq 1 - \delta_{2}, \quad 0 < \delta_{2} \leq 1. \]

Theorem 2.1 [6]. Under the assumption of (A1) - (A4), then problem (1) has a unique solution $(u, p, T) \in X \times M \times \mathcal{W}$, and
\[ ||\nabla u||_{0} \leq A, \quad ||\nabla T||_{0} \leq B. \]

Let $\Omega_{h} \subset \Omega$ be the polygon region, such that $\text{mes}(\Omega - \Omega_{h}) = 0$. Let $\Omega_{h}(\Omega), j \geq 1$, be a uniformly regular family of triangulations of $\Omega_{h}$, indexed by a parameter $h = \max_{K \in \mathcal{K}_{h}}(h_{K}; h_{K} = \text{diam}(K))$, which satisfies the following conditions:

1. Any two triangles in $\Omega_{h}(\Omega)$ are either disjoint or share a complete smooth submanifold of their boundaries.
2. The ratio $h_{K}/Q_{K} < q$ is bounded from above independently of $K \in \Omega_{h}(\Omega)$ and $h > 0$.

Here, $\gamma_{K}$ and $h_{K}$ denote the diameter of the largest ball inscribed into $K$ and the diameter of an edge $E$ of $K$, respectively. We note that condition (2) allows the use of locally refined meshes and it implies the ratio $h_{K}/Q_{K}$, for all $K \in \Omega_{h}(\Omega)$ and all edges $E$ of $K$, is bounded from above and from below by constants which are independent of $h$, $K$ and $E$.

For any $K \in \Omega_{h}(\Omega)$, we denote by $E(K)$ the set of its edges and by $E_{h} = \bigcup_{K \in \Omega_{h}(\Omega)}E(K)$ the set of all edges of the triangulation. The set $E_{h}$ may be decomposed as $E_{h} = E_{h}(E) \cup E_{h}(V) \cup E_{h}(V) \cap E_{h}(V) = E_{h}$, where $E_{h}(V)_{h}$ denotes the set of all edges lying on $E$. For any $E \in E_{h}$ and any piecewise continuous function $\varphi$, we denote by $[\varphi]_{E}$ the jump of $\varphi$ across $E$ in a fixed direction. Here, $\varphi$ is continued by 0 outside $\Omega$ and the direction is given by the exterior normal of $E$ if $E \in E_{h}(V)$. Similarly, we define $\mathcal{S}_{h}$ and $\mathcal{Y}_{h}$ as the collection of all the triangles and vertices, respectively, in the partition $\Omega_{h}(\Omega)$.

For each triangle $K \in \Omega_{h}(\Omega)$ and for each edge $E \in E_{h}$, we define:
\[ \omega_{E} = \bigcup_{K \in \mathcal{K}_{h}}K', \quad \omega_{E} = \bigcup_{K \in \mathcal{K}_{h}}K'. \]

Let $W^{q}(\mathcal{S}_{h})$ and $W^{q}(\mathcal{Y}_{h})$ be suitable Sobolev spaces defined on the extended neighborhoods of $K$ and $E$, respectively. For $k \in \mathbb{N}$, we define
\[ \mathcal{S}_{h}^{k} = \{ \varphi : \Omega \rightarrow \mathbb{R} : \varphi|_{K} \in \mathcal{P}_{k}, ~ \forall K \in \Omega_{h}(\Omega) \}, \quad \mathcal{S}_{h}^{k} = \mathcal{S}_{h}^{k+1} \cap C_{0}(\Omega), \]
where $\mathcal{P}_{k}$ is the space of polynomials of degree $\leq k$.

Let $S_{h} : L^{1}(\Omega) \rightarrow \mathcal{S}_{h}^{k}$ denote the interpolation operator of Clément [23]. Then, the following lemma holds.

Lemma 2.2 ([14,17]). There exist two constants $c_{1}$ and $c_{2}$, depending only on the ratio $h_{K}/Q_{K}$, such that for $K \in \Omega_{h}(\Omega), E \in \mathcal{E}_{h}$, and $l \leq q < \infty$, the following error estimates valid:
\[ ||\varphi - S_{h}\varphi||_{q, K} \leq c_{1}h_{K}^{l}\varphi||\varphi||_{q, \mathcal{E}_{h}}, \quad 0 \leq k \leq 2, \quad \varphi \in W^{q}(\mathcal{S}_{h}), \]
\[ ||\varphi - S_{h}\varphi||_{q, E} \leq c_{2}h_{E}^{l+q}\varphi||\varphi||_{q, \mathcal{E}_{h}}, \quad 1 \leq l \leq 2, \quad \varphi \in W^{q}(\mathcal{E}_{h}). \]

Let $V_{h} \subset L^{\infty}(K)$ and $V_{h} \subset L^{\infty}(E)$ denote fixed polynomial spaces defined on $K$ and $E$ respectively. For a simplex $K$ with face $E$, let $P : L^{\infty}(E) \rightarrow L^{\infty}(K)$ be the continuation operator defined in [17], and let $p$ and $q$ be two real numbers such that $(1/p) + (1/q) = 1$, then the following lemma holds.

Lemma 2.3 ([14,17]). There are constants $c_{1}, \ldots, c_{n}$, which only depend on the spaces $V_{h}$ and $V_{h}$, the functions $\psi_{h}$ and $\psi_{h}$, the number $p$, and the ratio $h_{K}/Q_{K}$, such that the following inequalities hold for all $K \in \Omega_{h}(\Omega), E \in \mathcal{E}_{h}, u \in V_{h}$, and $T \in V_{h}$:
\[ c_{1}\|u\|_{0, K} \leq \sup_{v \in V_{h}}\frac{\int_{K}u_{h}v_{h}}{\|v\|_{0, K}} \leq \|u\|_{0, p, K}, \]
\[ c_{2}\|T\|_{p, E} \leq \sup_{v \in V_{h}}\frac{\int_{E}u_{h}v_{h}}{\|v\|_{0, E}} \leq \|T\|_{p, E}, \]
\[ c_{3}h_{K}^{l}\|\psi_{h}u\|_{0, K} \leq \|\nabla(\psi_{h}u)\|_{0, K} \leq c_{4}h_{K}^{l+1}\|\psi_{h}u\|_{0, p, K}, \]
\[ c_{5}h_{K}^{l}\|\psi_{h}T\|_{0, K} \leq \|\nabla(\psi_{h}T)\|_{0, K} \leq c_{6}h_{K}^{l+1}\|\psi_{h}T\|_{0, p, K}, \]
\[ ||\psi_{h}T||_{0, p, K} \leq c_{7}h_{K}^{l+1}\|T\|_{p, E}. \]
In next section, we will present the abstract framework of R. Verfürth [14, 17] for constructing a posteriori error estimates for non-linear differential equations. We follow the notations used in R. Verfürth [14, 17].

3. Abstract a posteriori error estimates

Let $X$ and $Y$ be two Banach spaces with the norms $\| \cdot \|_X$ and $\| \cdot \|_Y$, respectively. For any element $u \in X$ and any real number $R > 0$, define

$$B(u, R) = \{ v \in X, \| u - v \|_X < R \}.$$ 

Let $Q(X, Y)$ denote the Banach space of continuous linear maps from $X$ to $Y$ equipped with the operator norm $\| \cdot \|_{Q(X,Y)}$. Denote by $\text{Isom}(X, Y) \subset Q(X, Y)$ the open subset of linear homeomorphisms of $X$ onto $Y$. The dual space of $Y$, $Y^* = Q(Y, \mathbb{R})$ and $(\cdot, \cdot)$ represents the duality pairing between $Y$ and $Y^*$. Let $F \in C^1(Y, \mathbb{R})$ be a continuously differentiable function. We denote the linearization of $F$ about $u$, by $DF(u)$. $Z = \| DF(u) \|_{Q(X,Y)}$ and $\bar{Z} = \| DF(u) \|_{Q(Y,Y_0)}$.

**Theorem 3.1** ([14, 17]). Let $u^* \in X$ satisfy $F(u^*) = 0$ and assume there exists (non-trivial) subspaces $X_0 \subset X$, $Y_0 \subset Y^*$ such that $DF(u^*) \in \text{Isom}(X_0, Y_0)$. In addition, assume that $DF$ is Lipschitz continuous at $u^*$, i.e., there is an $R^* > 0$ such that

$$\gamma = \sup_{u, \|u\|_X \leq R^*} \frac{\| DF(u) - DF(u^*) \|_{Q(X,Y^*)}}{\| u - u^* \|_X} < \infty,$$

and let $R$ be given by

$$R = \min \left\{ R^*, \gamma^{-1} \bar{Z}^{-1}, 2\gamma^{-1}Z \right\}.$$ 

Then for any $u \in B(u^*, R) \cap X_0$, we have the estimates

$$\frac{1}{2\bar{Z}} \| F(u) - F(u^*) \|_Y \leq \| u - u^* \|_X,$$

and

$$\| u - u^* \|_X \leq 2\bar{Z} \| F(u) - F(u^*) \|_Y.$$ 

**Remark 3.2.** From Remark 2.2 of [17], estimate (2) can be modified to obtain local estimates. Specifically, let $S = \text{span}\{\psi_i\} \subset Y$, where support $(\psi_i) \subset \Lambda \subset \Omega$. Then,

$$\| F(u) - F(u^*) \|_S \leq 2\bar{Z} \| u - u^* \|_S.$$ 

Let $F_{\bar{s}} \in C(X_0, Y_{\bar{s}})$ be an approximation of the function $F$. Denote the identity operator from $Y$ to $Y$ as $Id_Y$. Then, we have the following result.

**Theorem 3.3** ([14, 17]). Let $u_h \in X_h$ be an approximate solution of the equation $F_h(u_h) = 0$, with $\| F_h(u_h) \|_{\bar{Q}}$ “small”. Assume that there is a restriction operator $R_h \in Q(Y, \bar{Y}_h)$, a finite dimensional subspace $\bar{Y}_h = \text{span}\{\psi_i\} \subset Y$, where support $(\psi_i) \subset \Lambda \subset \Omega$, and an approximation $F_{\bar{h}}: X_h \rightarrow \bar{Y}_h$ of $F$ at $u_h$. Then,

$$\| F(u_h) \|_{\bar{Y}_h} \leq \| (Id_Y - R_h) F(u_h) \|_{\bar{Y}_h} + \| (Id_Y - R_h) \left[ F(u_h) - F_{\bar{h}}(u_h) \right] \|_{\bar{Y}_h} + \| R_h \|_{Q(Y,Y_h)} \| F(u_h) - F_h(u_h) \|_{\bar{Y}_h}$$

$$+ \| R_h \|_{Q(Y,Y_h)} \| F_{\bar{h}}(u_h) \|_{\bar{Y}_h},$$

and

$$\| F_{\bar{h}}(u_h) \|_{\bar{Y}_h} \leq \| F(u_h) \|_{\bar{Y}_h} + \| F(u_h) - F_{\bar{h}}(u_h) \|_{\bar{Y}_h}.$$ 

**Remark 3.4.** From Theorems 3.1 and 3.3, we get the basis for obtaining a residual based a posteriori error estimate.

**Remark 3.5.** In Theorem 3.3, operator $R_h$ may be chosen as Clément [23] type interpolation operator. The space $\bar{Y}_h$ is the space spanned by a set of bubble functions constructed such that (6) holds. $F_{\bar{h}}(u_h)$ is a projection of $F_h(u_h)$ elementwise onto a suitable finite dimensional space.

**Remark 3.6.** Same as in [13, 18, 19], to apply the above framework to our problem, one relevant issue is how the various constants $\gamma$, $Z$, $\bar{Z}$, and $R$ depend on $\nu$ and $\lambda$. We note that obtaining a very precise dependence in general is very difficult. Some crude estimates can be obtained, for example, we can bound $Z = \| DF(u) \|_{Q(X,Y)}$ by $\nu + 4N\nu^{-1}\lambda(3C_0 + 1)\| T_0 \|_1 + 2\sqrt{2} + \ldots$
A Posteriori error estimation for conduction–convection problems

In order to cast problem (1) into the framework of §3, we set
\[ X = \mathcal{M} \times Q \times W, \quad Y = \mathcal{M} \times Q \times W_0, \]
\[ \| \cdot \|_X = \| \cdot \|_Y = \left\{ \| \cdot \|_{L_2}^2 + \| \cdot \|_{L_\infty}^2 + \| \cdot \|_{L_1}^2 \right\}^{1/2}. \]

We also define
\[ \langle F([u, p, T]), [v, q, g] \rangle = \int_\Omega (\nabla u \cdot \nabla v + (u \cdot \nabla) u v - p \nabla \cdot v + q \nabla \cdot u - i j T \cdot v) + \int_\partial_\Omega (\nabla T \cdot \nabla g + i u \cdot \nabla T g), \quad \forall [v, q, g] \in [\mathcal{M}, Q, W_0]. \quad (7) \]

We introduce finite element subspace \( M_h \subset M, Q_h \subset Q, W_h \subset W \) as follows
\[ M_h = \left\{ v_h \in M \cap C^0(\Omega)^2; v_h|_K \in P_k(K)^2, \forall K \in \mathcal{T}_h(\Omega) \right\}, \]
\[ Q_h = \left\{ q_h \in Q \cap C^0(\Omega); q_h|_K \in P_k(K), \forall K \in \mathcal{T}_h(\Omega) \right\}, \]
\[ W_h = \left\{ g_h \in W \cap C^0(\Omega); g_h|_K \in P_s(K), \forall K \in \mathcal{T}_h(\Omega) \right\}. \]

where \( P_k(K) \) is the space of piecewise polynomials of degree \( k \) on \( K, k \geq 1, s \geq 1 \) are three integers. We set \( W_{bh} = W_h \cap H^2(\Omega) \) and assume \((M_h, Q_h)\) satisfies the inf-sup (or LBB) condition. We set
\[ X_h = M_h \times Q_h \times W_h, \quad Y_h = M_h \times Q_h \times W_0, \]
and define
\[ \langle F_h([u_h, p_h, T_h]), [v_h, q_h, g_h] \rangle = \langle F([u, p, T]), [v, q, g] \rangle. \quad (8) \]

In order to cast this discretization into the framework of §3, we define \( \tilde{F}_h \) in the same way as \( F \). We define the restriction operator \( \mathcal{R}_h : Y \rightarrow Y_h \) as
\[ \mathcal{R}_h[u, p, T] = [S_h u_1, \ldots, S_h u_n, 0, S_h T]. \]

Let the polynomial degrees of the approximating spaces for \( u, p \) and \( T \) be \( k, \ell, \) and \( s, \) respectively, then, the space \( \tilde{Y}_h \) is defined as
\[ \tilde{Y}_h = \text{span} \{ \psi_k^{\ell, s} : \psi_k^{\ell, s} \in P_{m_1}(K)^2, \psi_k^{\ell, s} \in P_{m_2}(K), \psi_k^{\ell, s} \in P_{m_3}(K), w \in [P_{m_4}(E)]^2 \}, \]
where \( P \) is the continuation operator defined in [14,17], \( \mathcal{O} \) is the zero vector and
\[ m_1 = \max \{ k, \ell - 1, s \}, \quad m_2 = \max \{ k, \ell - 1, s \}, \quad m_3 = \max \{ k - 1, \ell, s - 1 \}, \quad m_4 = \max \{ k - 1, \ell, s - 1 \}. \]

For all \( K \in \mathcal{T}_h(\Omega) \), we define a posteriori error indicator by
\[ \eta_k^2 = h_k^2 \| - \Delta u_h + (u_h \cdot \nabla) u_h + \nabla p_h - \frac{1}{2} T_h \|_{L_2}^2 + \| \nabla u_h \|_{L_\infty}^2 + \| \nabla \cdot u_h \|_{L_2}^2 + \| \nabla \cdot u_h \|_{L_\infty}^2 + \| \nabla \cdot u_h \|_{L_1}^2. \]

Theorem 4.1. Let \([u, p, T, \ ]\) be a weak solution of problem (1) which is regular in the sense of Theorem 3.1, and let \([u_h, p_h, T_h] \in [M_h, Q_h, W_h] \) be a solution of
\[ \langle F_h([u_h, p_h, T_h]), [v_h, q_h, g_h] \rangle = 0, \quad \forall [v_h, q_h, g_h] \in [M_h, Q_h, W_h], \quad (10) \]
where \( F_h \) is given in Eq. (8), which is sufficiently close to \([u, p, T, ]\) in the sense of Theorem 3.1 and satisfies the assumptions of the Theorem 3.3. Then, for some constants \( c_1, c_2 \), the following a posteriori error estimates hold:
\[ \left\{ \| u - u_h \|_{L_2}^2 + \| p - p_h \|_{L_2}^2 + \| T - T_h \|_{L_1}^2 \right\}^{1/2} \leq c_1 \| F([u, p, T])^{-1} \|_{Q(Y_h, X_0)} \left( \sum_{k \in \mathcal{T}_h(\Omega)} \eta_k^2 \right)^{1/2}. \quad (11) \]
and
\[ n_k \leq c_9\|DF(u, p, T_\varepsilon)\|_{Q(X,Y)} \left\{ \|u_\varepsilon - u_0\|_{L^2(\Omega)}^2 + \|p_\varepsilon - p_0\|_{L^2(\Omega)}^2 + \|T_\varepsilon - T_0\|_{L^2(\Omega)}^2 \right\}^{1/2}, \]  
(12)

where \( n_k \) is defined by (9) and the constants \( c_9, c_0 \) only depend on the polynomial degrees of the spaces \( M_0, Q_0, W_0 \), domain \( \Omega \) and on the ratio \( h_k/q_K \).

**Proof.** First, we establish the existence of the derivative of \( F \) and show that it is Lipschitz continuous in a neighborhood of \([u_0, p_0, T_0, T_1]\).

Let \( F_\varepsilon \in Q(X,Y) \) be defined by
\[ \langle DF([u, p, T]), [v, q, g] \rangle = \int_{\Omega} (\nabla u \cdot v + (u \cdot \nabla)v + (u \cdot \nabla)u) + \int_{\Omega} (\nabla T \cdot g + \lambda u \cdot \nabla g), \quad \forall [v, q, g] \in Y. \]

Now, using the continuous imbedding of \( H^1 \) in \( L^4 \), we have
\[ \langle F([u, p, T]) - F([u_\varepsilon, p_0, T_0]), [v, q, g] \rangle = \int_{\Omega} ((u - u_\varepsilon) \cdot \nabla) (u - u_\varepsilon) + \int_{\Omega} \lambda ((u - u_\varepsilon) \cdot \nabla) (T - T_0)\rangle \]
\[ \leq N\|\nabla (u - u_\varepsilon)\|_0 \|\nabla T\|_0 + \lambda N\|\nabla (u - u_\varepsilon)\|_0 \|\nabla (T - T_0)\|_0 \leq c \|[u, p, T] - [u_\varepsilon, p_0, T_0]\|_X \|[v, q, g]\|_Y. \]

We denote
\[ G(F, DF) = F([u, p, T]) - F([u_\varepsilon, p_0, T_0]), \]

therefore
\[ \lim_{[u, p, T] \to [u_\varepsilon, p_0, T_0]} \frac{\|G(F, DF)\|_{Q(X,Y)}}{\|[u, p, T] - [u_\varepsilon, p_0, T_0]\|_X} = 0. \]

It is said that \( F \) is differentiable about \([u_\varepsilon, p_\varepsilon, T_\varepsilon, T_1]\).

Next, we check that the derivative \( DF \) is Lipschitz continuity. We let \( DF_\varepsilon(\cdot) \) denote the derivative at \([u_\varepsilon, p_\varepsilon, T_\varepsilon] \). Then, for \([v, q, g] \in Y, [u, p, T] \in B([u_\varepsilon, p_\varepsilon, T_\varepsilon], \frac{1}{2}R) \), we get
\[ \langle DF_\varepsilon([u, p, T]) - DF_\varepsilon([u, p, T]), [v, q, g] \rangle = \int_{\Omega} ((u - u_\varepsilon) \cdot \nabla) (u - u_\varepsilon) + \int_{\Omega} \lambda ((u - u_\varepsilon) \cdot \nabla) (T - T_0)\rangle \]
\[ \leq 2\|\nabla (u - u_\varepsilon)\|_0 \|\nabla T\|_0 + \lambda \tilde{N}\|\nabla (u - u_\varepsilon)\|_0 \|\nabla (T - T_0)\|_0 \leq \max \left\{ N, \lambda \tilde{N} \right\} \|u, p, T_1\|_X \|u, p, T_0\|_X \|v, q, g\|_Y. \]

that is
\[ \frac{\|DF_\varepsilon([u, p, T]) - DF_\varepsilon([u, p, T])\|_{Q(X,Y)}}{\|[u_\varepsilon, p_\varepsilon, T_\varepsilon] - [u_\varepsilon, p_\varepsilon, T_\varepsilon]\|_X} \leq \max \left\{ N, \lambda \tilde{N} \right\} \|u, p, T_1\|_X \|u, p, T_0\|_X \|v, q, g\|_Y. \]  
(13)

We now construct the necessary bounds to the terms in (5) and (6). According to the definition of \( \tilde{F}_h \) and \( F \), we can get
\[ \|\tilde{F}_h([u_h, p_h, T_h]) - F([u_h, p_h, T_h])\|_{V_h} = 0 \]  
(14)

and
\[ \left\| (I - R_h)(\tilde{F}_h([u_h, p_h, T_h]) - F([u_h, p_h, T_h])) \right\|_{V_h} = 0. \]  
(15)

Based on the definition of \( \tilde{F}_h \), for all \([v, q, g] \in Y \), we have
\[ \langle \tilde{F}_h([u_h, p_h, T_h]), [v, q, g] \rangle = \sum_{K \in \mathcal{T}_h} \left\{ \int_K (-v \Delta u_h + (u_h \cdot \nabla) u_h + \nabla p_h - \lambda T_h) \cdot v + \int_K q \nabla \cdot u_h \right\} + \sum_{K \in \mathcal{T}_h} \left\{ \int_K (-\Delta T_h + \lambda u_h \cdot \nabla T_h) g + \int_{E \in \mathcal{E}_h} \left[ \nabla u_h - p_h \right] \cdot g \right\} + \sum_{E \in \mathcal{E}_h} \int_E \partial_n T_h g. \]  
(16)
For simple, we denote
\[
R_1 = -\nabla \cdot u_h + (u_h \cdot \nabla) u_h + \nabla p_h - \lambda_f T_h,
\]
\[
R_2 = -\Delta T_h + \lambda_h u_h \cdot \nabla T_h,
\]
\[
R_3 = \nabla \cdot u_h,
\]
\[
R_4 = \{\nabla \cdot \phi \}_{h}
\]
\[
R_5 = \{\partial_h T_h\}_{h}.
\]

From Lemmas 2.2 and 2.3, we have
\[
\left\langle (dV - R_h) \tilde{F}_h(u_h, p_h, T_h) \right\rangle_{V_h} = \sup_{\|\psi_k\|_{V_h} \leq 1} \left| \sum_{K \in \mathcal{T}_h} \int_K \left( R_1 (\psi - S_h \psi) + R_2 (g - S_h g) + q R_3 \right) \right| + \sum_{K \in \mathcal{T}_h} \int_K \left( R_4 (\psi - S_h \psi) + R_5 (g - S_h g) \right) \leq c \left( \sum_{K \in \mathcal{T}_h} \eta^2 \right)^{1/2}.
\]

By definition, we observe that
\[
\left\langle (dV - R_h) F(u_h, p_h, T_h) - \tilde{F}_h(u_h, p_h, T_h) \right\rangle_{V_h} = 0,
\]
\[
\left\langle F(u_h, p_h, T_h) - \tilde{F}_h(u_h, p_h, T_h) \right\rangle_{V_h} = 0.
\]

Combining (17)–(19) with (5) and (3), we can derive (11).

In order to prove inequality (6), we consider an arbitrary simplex \( K \in \mathcal{T}_h(\Omega) \) and an arbitrary face \( E \in \mathcal{E}_h \) of \( K \) and define \( \hat{Y}_h \), \( \omega \in \{ K, \partial \omega, \partial \omega \} \), as in §2. The definition of space \( \hat{Y}_h \) and Lemma 2.3 then yield the estimates
\[
c_1 c_4^{-1} h_k \| R_1 \|_{0,2,K} \leq \sup_{\psi_k \in \mathcal{P}_{m_k}(K)} \left\| \nabla (\psi_k) \right\|_{0,2,K} = \sup_{\psi_k \in \mathcal{P}_{m_k}(K)} \left\| \nabla (\psi_k) \right\|_{0,2,K}
\]
\[
c_1 c_4^{-1} h_k \| R_2 \|_{0,2,K} \leq \sup_{\psi_k \in \mathcal{P}_{m_k}(K)} \left\| \nabla (\psi_k) \right\|_{0,2,K} = \sup_{\psi_k \in \mathcal{P}_{m_k}(K)} \left\| \nabla (\psi_k) \right\|_{0,2,K}
\]
\[
c_1 c_4^{-1} h_k \| R_3 \|_{0,2,K} \leq \sup_{\psi_k \in \mathcal{P}_{m_k}(K)} \left\| \nabla (\psi_k) \right\|_{0,2,K} = \sup_{\psi_k \in \mathcal{P}_{m_k}(K)} \left\| \nabla (\psi_k) \right\|_{0,2,K}
\]
\[
c_1 c_4^{-1} h_k \| R_4 \|_{0,2,E} \leq \sup_{\psi_k \in \mathcal{P}_{m_k}(K)} \left\| \nabla (\psi_k) \right\|_{0,2,E} = \sup_{\psi_k \in \mathcal{P}_{m_k}(K)} \left\| \nabla (\psi_k) \right\|_{0,2,E}
\]
\[
c_1 c_4^{-1} h_k \| R_5 \|_{0,2,E} \leq \sup_{\psi_k \in \mathcal{P}_{m_k}(K)} \left\| \nabla (\psi_k) \right\|_{0,2,E} = \sup_{\psi_k \in \mathcal{P}_{m_k}(K)} \left\| \nabla (\psi_k) \right\|_{0,2,E}
\]
\[ c_2 c_5^4 c_7^3 h_2^{1/2} \| R_5 \|_{0,2,E} \leq \sup_{\mu \in [\mu_a, \mu_b]} c_2 c_5^4 c_7^3 h_2^{1/2} \int_{E} R_5 \psi E P \mu \| \mu \|_{0,2,E} \]
\[ = \sup_{\mu \in [\mu_a, \mu_b]} c_2 c_5^4 c_7^3 h_2^{1/2} \left\{ \left( \frac{\int_{E} (R_5(u_n, p_n, T_n))}{0,0, \psi E P \mu} - \int_{E} R_2 \psi E P \mu \right) \right\} \]
\[ \sup_{h} \left\{ \int_{E} R_5(u_n, p_n, T_n)) - \int_{E} R_2 \psi E P \mu \right\} \]
\[ \leq c \sup_{h} \left\{ \int_{E} R_5(u_n, p_n, T_n)) - \int_{E} R_2 \psi E P \mu \right\} \].

Combining all above inequalities with \( (9) \), we obtain
\[ \eta_k \leq c \sup_{h} \left\{ \int_{E} R_5(u_n, p_n, T_n)) - \int_{E} R_2 \psi E P \mu \right\} \]  
(20)

From the definition of \( \bar{F}_h \), we get
\[ \| F([u_h, p_h, T_h]) - \bar{F}_h([u_h, p_h, T_h]) \|_{\bar{F}_h} = 0. \]  
(21)

Combining (20) and (21) with (4) and (6), we yield (12).

**Remark 4.2.** The above theoretical analysis is used to guide us in the design of effective adaptive algorithms based on the a posteriori error estimator.\( (9) \). A few comments are in order: as mentioned earlier, notice that the constants \( c_9 \|DF(u, p, T)\|_{\Gamma(T, \Gamma_D)} \) and \( c_9 \|DF(u, p, T)\|_{\Gamma(D, \Gamma_D)} \) depend on \( v \) and \( \lambda \), since the constants \( X = \|DF(u, p, T)\|_{\Gamma(D, \Gamma_D)} \) and \( \bar{X} = \|DF(u, p, T)\|_{\Gamma(D, \Gamma_D)} \) have such a dependence. Some of these constants rely on a priori information and may not be easily computable; we thus cannot completely assure the reliability and efficiency of the a posteriori error bounds theoretically. Nevertheless, our numerical experiments demonstrate that a very effective adaptive algorithm can be implemented for conduction convection problems based on the a posteriori error estimator \( \{ \sum_k (\eta_k)^2 \}^{1/2} \) as defined by \( (9) \). As mentioned earlier, we now present the crude estimate of \( \|DF(u, p, T)\|_{\Gamma(D, \Gamma_D)} \). In fact, by the definition of \( DF(u, p, T) \), we can get
\[ \|DF(u, p, T)\|_{\Gamma(D, \Gamma_D)} = \sup_{[u, p, T]} \|DF([u, p, T])\|_{\Gamma(D, \Gamma_D)} \]
\[ \leq v + 2N \| \nabla u \| + 2\sqrt{2} + \lambda C_0^2 + \lambda N \| \nabla u \| + \lambda N \| \nabla T \| \]
\[ \leq v + 2N A + 2\sqrt{2} + \lambda C_0^2 + \lambda N A + \lambda N B \leq v + 4N \| \nabla^{-1} (3C_0 + 1) \| T_0 \| + 2\sqrt{2} + \lambda C_0^2 \]
\[ + 2\lambda N \| \nabla^{-1} (3C_0 + 1) \| T_0 \| + 2\lambda N \| \nabla T \| + \lambda N \| \nabla^{-1} (3C_0 + 1) \| T_0 \| . \]

5. Numerical experiments

Our objectives here are mainly to illustrate the effectiveness of the adaptive methods. We present two numerical examples. The first example is a known solution problem and the second example deals with a benchmark problem \( [7] \). The experiments are all implemented in the two-dimensional framework using public domain finite element software FreeFem++ \( [24] \). To approximate the velocity and pressure, we use the Taylor–Hood approximation pair. The lagrange quadratic elements is used to approximate the temperature.

The adaptive strategy is carried out as follows.

First, set a tolerance \( \eta^* \); then we start from an initial triangulation \( T_{h_0}(\Omega) \) and compute \( \eta \).

- **Step 1:** If \( \eta \leq \eta^* \), stop. We obtain the final finite element solution. Otherwise, go to Step 2.
- **Step 2:** Compute \( h \) and \( \eta \), generate a new mesh size \( h \) by the strategy presented in \( [24] \), and recompute \( \eta \) based on this new triangulation. Then go back to Step 1. For convenience of presentation, we introduce the following notation:
  - \( N \) := number of elements for triangulation \( T_{h_0}(\Omega) \);
  - \( l_{eff} := \frac{1}{N} \) the effective index, i.e., the ratio between the related estimator and the true error. Here, \( \eta^2 = \sum_k (\eta_k)^2 \).
  - \( E_1 = (E_1(u)^2 + E_2(p)^2 + E_3(T)^2) \), \( E_1 = \|u - u_n\|_{1,2} \), \( E_2 = \|p - p_n\|_{0,2} \), \( E_3 = \|T - T_n\|_{1,2} \).

**Example 5.1.** Known solution As in \([18] \), \( \Omega = [0,1] \times [0,1] \), and chosen functions are added to the right-hand side of \( (1) \) such that the exact solution of the problem is given by
\[ T(x, y) = u_1(x, y) + u_2(x, y), u(x, y) = (u_1(x, y), u_2(x, y)), \]
\[ u_1(x, y) = \left(1 - \cos\left(\frac{2\pi(e^{ix} - 1)}{e^{ix} - 1}\right)\right) \sin\left(\frac{2\pi(e^{ix} - 1)}{e^{ix} - 1}\right) \frac{r_2}{2\pi (e^{ix} - 1)} e^{i\alpha}, \]
\[ u_2(x, y) = -\sin\left(\frac{2\pi(e^{ix} - 1)}{e^{ix} - 1}\right) \left(1 - \cos\left(\frac{2\pi(e^{ix} - 1)}{e^{ix} - 1}\right)\right) \frac{r_1}{2\pi (e^{ix} - 1)} e^{i\alpha}, \]
\[ p(x, y) = r_1 r_2 \sin\left(\frac{2\pi(e^{ix} - 1)}{e^{ix} - 1}\right) \sin\left(\frac{2\pi(e^{ix} - 1)}{e^{ix} - 1}\right) \frac{e^{i\alpha} e^{i\beta}}{(e^{ix} - 1)(e^{iy} - 1)}, \]

where \( r_1 \) and \( r_2 \) are two strictly positive real parameters. The velocity field of this solution is similar to a counter clockwise vortex in a unit-box (see Fig. 1). Playing with the parameters \( r_1 \) and \( r_2 \), we can move the center of this vortex that has coordinates \( x_0 = \frac{1}{e^{ix}} \log\left(\frac{e^{ix} - 1}{e^{iy} - 1}\right) \) and \( y_0 = \frac{1}{e^{iy}} \log\left(\frac{e^{ix} - 1}{e^{iy} - 1}\right) \). Increasing \( r_1 \), the center goes rapidly towards the right-hand vertical side, whereas increasing \( r_2 \) it approaches the top edge. For the description of the above \((u_1(x, y), u_2(x, y), p(x, y))\), the readers also can see [16].

The numerical results for Example 5.1 are presented in Tables 1–4. Tables 1 and 2 present each grid used the total triangles \( N \), approximate errors, the error indicator \( \eta \) and the effective index \( I_{\text{eff}} \) for Example 5.1 by using uniform procedures and by adaptive procedures, respectively. We notice from Table 1 that the effective index \( I_{\text{eff}} \) remain always in a neighborhood of 10.5, which confirms the reliability and efficiency of posteriori error indicator \( \eta \). Comparing Tables 1 and 2, we observe that the errors of the adaptive procedures decrease much faster than those obtained by the quasi-uniform ones. For example, when the error around 0.0130001, we need 15842 Triangles by uniform procedures, while we only need 4423 Triangles by adaptive ones. This means we can save lots of work by the adaptive procedures than that by uniform procedures.

For physical coefficients \( \nu \) and \( \lambda \), we also report some numerical results in Tables 3 and 4. We find that the effective index \( I_{\text{eff}} \) decreases as \( \nu \) or \( \lambda \) decreases, however, the effective index \( I_{\text{eff}} \) is less sensitive for \( \lambda \) than for \( \nu \). This question is currently under investigation.

![Fig. 1. Exact solution for \( r_1 = 3.5, r_2 = 0.1 \). (left): velocity field. (right): pressure.](image)

<table>
<thead>
<tr>
<th>Mesh</th>
<th>( N )</th>
<th>( E_1(u) )</th>
<th>( E_0(p) )</th>
<th>( E_1(T) )</th>
<th>( E_1 )</th>
<th>( \eta )</th>
<th>( I_{\text{eff}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 \times 12</td>
<td>288</td>
<td>0.41732</td>
<td>0.173035</td>
<td>0.376594</td>
<td>0.588149</td>
<td>4.99652</td>
<td>8.49533</td>
</tr>
<tr>
<td>16 \times 16</td>
<td>512</td>
<td>0.240325</td>
<td>0.076342</td>
<td>0.214324</td>
<td>0.330937</td>
<td>3.32426</td>
<td>10.045</td>
</tr>
<tr>
<td>24 \times 24</td>
<td>1152</td>
<td>0.117942</td>
<td>0.0280296</td>
<td>0.106766</td>
<td>0.161539</td>
<td>1.71656</td>
<td>10.623</td>
</tr>
<tr>
<td>32 \times 32</td>
<td>2048</td>
<td>0.0659467</td>
<td>0.0149413</td>
<td>0.0633388</td>
<td>0.0951798</td>
<td>1.01273</td>
<td>10.6402</td>
</tr>
<tr>
<td>48 \times 48</td>
<td>4608</td>
<td>0.031943</td>
<td>0.00642167</td>
<td>0.0292762</td>
<td>0.0438029</td>
<td>0.463137</td>
<td>10.5732</td>
</tr>
<tr>
<td>64 \times 64</td>
<td>8192</td>
<td>0.0181863</td>
<td>0.00357096</td>
<td>0.016698</td>
<td>0.0249463</td>
<td>0.262625</td>
<td>10.5276</td>
</tr>
<tr>
<td>72 \times 72</td>
<td>10368</td>
<td>0.0141645</td>
<td>0.0028126</td>
<td>0.0132432</td>
<td>0.019777</td>
<td>0.207903</td>
<td>10.5124</td>
</tr>
<tr>
<td>80 \times 80</td>
<td>12800</td>
<td>0.0117048</td>
<td>0.00227299</td>
<td>0.0107559</td>
<td>0.016058</td>
<td>0.168618</td>
<td>10.5006</td>
</tr>
<tr>
<td>88 \times 88</td>
<td>15488</td>
<td>0.0096902</td>
<td>0.00187528</td>
<td>0.00890696</td>
<td>0.0132948</td>
<td>0.139478</td>
<td>10.4912</td>
</tr>
<tr>
<td>89 \times 89</td>
<td>15842</td>
<td>0.00947642</td>
<td>0.00183304</td>
<td>0.00870978</td>
<td>0.0130001</td>
<td>0.136374</td>
<td>10.4902</td>
</tr>
<tr>
<td>90 \times 90</td>
<td>16200</td>
<td>0.00926768</td>
<td>0.00179221</td>
<td>0.00851905</td>
<td>0.0127152</td>
<td>0.133372</td>
<td>10.4892</td>
</tr>
</tbody>
</table>
Example 5.2. Square cavity stationary flow

The second example is a physical model of square cavity stationary flow [7]. The side length of the square cavity and the boundary conditions are given in Fig. 2. From Fig. 1, we can see that $T = 0$ on left and lower boundaries, $\frac{dT}{dt} = 0$ on upper boundary, and $T = 4y(1 - y)$ on right boundary of the cavity. In this example, we set $\lambda = 1$ and $\nu = 0.1$.

![Fig. 2. Physics model of the cavity flows.](image)
Fig. 3. Initialization mesh (left). The first adaptation mesh using the error indicator (right).

Fig. 4. The third adaptation mesh using the error indicator (left). The streamlines of velocity numerical solutions after three levels of adaptation mesh refinement (right).

Fig. 5. Numerical isotherm of temperature solution after three levels of adaptation mesh refinement (left). Numerical isobar of pressure solution after three levels of adaptation mesh refinement (right).
We first give initialization mesh (the left of Fig. 3). Then we generate adaptive meshes based on the a posteriori error estimate (9). The right of Fig. 3 and the left of Fig. 4 are one and three levels of adaptive meshes, respectively. From these adaptively generated meshes, we see that our method is able to recognize the singularities and the regions with high gradients of the solutions. After three levels of adaptive meshes refinement, we present the numerical solution of \((u_h, T_h, p_h)\). The right of Fig. 4 is the streamlines of velocity numerical solutions. The left and right of Fig. 5 are numerical isotherm and numerical isobar, respectively.

6. Conclusion

In this paper, based on mixed finite element formulation and the general framework of R. Verfürth [14, 17], residual type a posteriori error estimates are derived for the stationary conduction convection problems. The effectiveness of the adaptive method is further demonstrated through two numerical examples. The first example is problem with known solution and the second example is a physical model of square cavity stationary flow. Precise information on the dependence of the constants in the a posteriori error estimates on the coefficients \(v\) and \(\lambda\) is currently under investigation.
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