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'!:,% . 1. Introduction

What is diffusion distance?

Diffusion Distance: pairwise distance of graph nodes considering global structure.

Graph: G = (V,E); V = (vy,",vp)

Similarity matrix:

wij = exp(—pllf; — £5][3), for j € Sy (i),
Transition matrix:

P = D7'W, where D = diag(W1).

Diffusion distance;

Di(i,j) = Y _(p(k,tli) — p(k, t]5)) @ (k),

N-1
_ ém(@m(i) — @, ()7, A graph G = (V,E)

N, P N1 are eigenvalues and eigenvectors of P.



S 1. Introduction

Properties and challenges for diffusion distance

Properties of Diffusion Distance:

A Small if there are a large number of short Applications:
paths connecting two points A Spectral clustering
A Decrease whentincreases E> A Dimension reduction
A Varying tinduces multi scale distance A
Challenges:

* How to design feature of each node?
* How to set an optimal t?
* Effectiveness in real applications?

Coifman, R.R.; S. Lafon. Diffusion map4pplied and Computational Harmonic Analysis21: 5 30, 2016
Zeev Farbman, Raanan Fattal, and Dani Lischinski. Diffusion maps for edaware image editing. ACM Transactions on Graphics (TQ@9(6):145, 2010.
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'j;,% _2. Neural Diffusion Distance

Definition of Neural Diffusion Distance

Neural Diffusion Distance (NDD): deep architecture simultaneously learns node
features, optimal hyper - parameters for diffusion distance computation.

Feature extraction
module

F P
Approximate
-2 — spectral
decomposition

Diffusion disthce module

Approximate spectral decomposition ( differentiable ).
Zn—Q—l - PUnn {Un—l—la Rn—l—l} — QR(ZTL—I—I)a n = 07 e 7T7

=== Taken as network block



gf"'é _2. Neural Diffusion Distance

Learning Neural Diffusion Distance

Proposition 1. Assume eigenvalues of P satisty \g > Ay > --- > Ay__1 > An,, and all leading
principal sub-matrices of ['7 Uy (I" is a matrix with columns @1, - - -, ®y ) are non-singular, then
columns of U,, converge to top N, eigenvectors in linear rate of (maxyep v, {|Ak|/|Ae—1]})*", and
diagonal values of R,, converge to corresponding top N, eigenvalues A3!, - - -, )\%\'}6_1 in same rate.

How to train the network of  Neural Diffusion Distance (NDD)?

s o7

Subject 2

Original Image

Subject 1 Subject 3

Liw(Kp, Kgt) = Y = (Kp/IIKDll Ky /1K D )
o ; < PRI et > <= Training set: BSD 500
Li(Kp, Kgt) = = (Kp/||Kp||F, Kgt /|| Kgt||F) -







P 3. Applications and Experiments

Applicationl: Hierarchical image segmentation

Hlerarchlcal image segmentation (kernel k - means with diffusion distance as kernel)

» j - : .
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(a) Input (b) NCut-DF  (c) DeepNCut (d) Ours-LR (e) Ours-HR (f) Human

Methods | NCut [26] NCut-DF  DeepNCut [13] | Ours-LR  Ours-HR

MAX 0.53 0.56 0.70 0.78 0.80
AVR 0.44 0.48 0.60 0.68 0.69




PG 3. Applications and Experiments

Application 2: Weakly supervised semantic segmentation

Pipeline for weakly supervised semantic segmentation

Basic idea.

A Joint segmentation and classification, and segmentation probability maps are taken as
attention for feature aggregation for classification. Only classification label is provided.

A Diffusion distance is utilized for regional feature aggregation (RFP) in segmentation branch.



