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## 1. Appendix A : Additional Details

### 1.1. Center of Samples on Sphere

This section computes the center of spherical samples shown in Sect. 3.2 and Sect. 4.1 of paper.

Let $f_{1}, f_{2}, \cdots, f_{m}$ be samples on sphere $\mathbb{S}_{r}^{n-1}=\{f \in$ $\left.\mathbb{R}^{n}:\|f\|=r\right\}$, the center $\mathcal{C}$ of the samples on sphere is the point closest to all samples, i.e., the solution of the following optimizing problem,

$$
\begin{equation*}
\min _{f \in \mathbb{S}_{r}^{n-1}} \frac{1}{m} \sum_{i=1}^{m} \operatorname{dist}\left(f, f_{i}\right) \tag{1}
\end{equation*}
$$

where $\operatorname{dist}(u, v)=1-\frac{u^{T} v}{\|u\|\| \| v \|}$ is the cosine distance. Since $\|f\|=r, \forall f \in \mathbb{S}_{r}^{n-1}$, problem in Eq. (1) can be written as

$$
\begin{align*}
& \max _{f} f^{T}\left(\sum_{i=1}^{m} f_{i}\right)  \tag{2}\\
& \text { s.t. } \quad\|f\|=r
\end{align*}
$$

With the method of Lagrange multipliers, the center can be obtained as

$$
\begin{equation*}
\mathcal{C}=\frac{r}{\|\tilde{f}\|} \tilde{f} \tag{3}
\end{equation*}
$$

where $\tilde{f}=\sum_{i=1}^{m} f_{i}$.

### 1.2. Spherical Linear Transform

This section describes details of spherical linear transform shown in Sect. 5 of paper.
Spherical exponential and logarithmic maps. The exponential and logarithmic maps connect the tangent space and the sphere [6]. Let $N=(0,0, \cdots, r) \in \mathbb{R}^{n}$ be the north pole of sphere $\mathbb{S}_{r}^{n-1}=\left\{x \in \mathbb{R}^{n}:\|x\|=r\right\}$, then the tangent space $T_{N} \mathbb{S}_{r}^{n-1}$ at $N$ becomes the hyperplane $e_{n}^{T} z-r=$ $0, \forall z \in \mathbb{R}^{n}$, where $e_{n}=(0, \cdots, 0,1) \in \mathbb{R}^{n}$. Thus, any vector $\tilde{v}$ in $T_{N} \mathbb{S}_{r}^{n-1}$ can be expressed as $\tilde{v}=(v, r)$, where $v \in \mathbb{R}^{n-1}$. The exponential map $\exp _{N}: T_{N} \mathbb{S}_{r}^{n-1} \rightarrow \mathbb{S}_{r}^{n-1}$ is given by

$$
\begin{equation*}
\exp _{N}(\tilde{v})=N \cos \theta+\tilde{v} \frac{\sin \theta}{\theta} \tag{4}
\end{equation*}
$$

$\forall \tilde{v}=(v, r) \in T_{N} \mathbb{S}_{r}^{n-1}$, where $\theta=\frac{\|\tilde{v}\|}{r}$. The logarithmic map $\log _{N}: \mathbb{S}_{r}^{n-1} \rightarrow T_{N} \mathbb{S}_{r}^{n-1}$ is given by

$$
\begin{equation*}
\log _{N}(x)=\frac{\varphi}{\sin \varphi}(x-N \cos \varphi) \tag{5}
\end{equation*}
$$

$$
\forall x \in \mathbb{S}_{r}^{n-1}, \text { where } \varphi=\arccos \left(N^{T} x / r^{2}\right)
$$



Figure 1. Spherical linear transform.

Definition of spherical linear transform. As illustrated in Fig. 1, to define the spherical linear transform, we project spherical features on $\mathbb{S}_{r}^{n_{1}-1}$ to the tangent space $T_{N_{1}} \mathbb{S}_{r}^{n_{1}-1}$ by logarithmic map $\log _{N_{1}}$, then transfer the projected features into $T_{N_{2}} \mathbb{S}_{r}^{n_{2}-1}$ by linear transform $g$, finally project the transferred features to the sphere $\mathbb{S}_{r}^{n_{2}-1}$ by exponential map $\exp _{N_{2}}$, where $N_{i}=(0, \cdots, 0, r) \in \mathbb{R}^{n_{i}}$ is the north pole of $\mathbb{S}_{r}^{n_{i}-1}$, for $i=1,2$. Since any vector $\tilde{v}$ in $T_{N_{i}} \mathbb{S}_{r}^{n_{i}-1}$ can be expressed as $\tilde{v}=(v, r), v \in \mathbb{R}^{n_{i}-1}$, the linear transform $g: T_{N_{1}} \mathbb{S}_{r}^{n_{1}-1} \rightarrow T_{N_{2}} \mathbb{S}_{r}^{n_{2}-1}$ can be expressed as

$$
\begin{equation*}
g(\tilde{v})=g((v, r))=(W v+b, r) \tag{6}
\end{equation*}
$$

$\forall \tilde{v}=(v, r) \in T_{N_{1}} \mathbb{S}_{r}^{n_{1}-1}$, where $W \in \mathbb{R}^{\left(n_{2}-1\right) *\left(n_{1}-1\right)}$ and $b \in \mathbb{R}^{n_{2}-1}$ are parameters. Therefore, the spherical linear transform from $\mathbb{S}_{r}^{n_{1}-1}$ to $\mathbb{S}_{r}^{n_{2}-1}$ can be defined by

$$
\begin{equation*}
g_{s}(x)=\exp _{N_{2}}\left(g\left(\log _{N_{1}}(x)\right)\right), \quad \forall x \in \mathbb{S}_{r}^{n_{1}-1} \tag{7}
\end{equation*}
$$

## 2. Appendix B : Proofs

### 2.1. Bound of Spherical Radius

This section proves the bound of spherical radius shown in Sect. 5 of paper. Suppose the learned class center of spherical features of the last perceptron layer on $\mathbb{S}_{r}^{n-1}$ is in direction of the corresponding weight vector of spherical logistic regression, i.e., the class center $\bar{x}_{i}=r w_{i}$, where $\left\|w_{i}\right\|=1, i=1, \cdots, K$. Suppose the number of classes $K>1$. Let $P_{w}$ denote expected minimum classification probability of class center. Then the lower bound of $r$ is formulated as

$$
\begin{equation*}
r \geq \frac{K-1}{K} \ln \frac{(K-1) P_{w}}{1-P_{w}} . \tag{8}
\end{equation*}
$$

Proof:
This proof is inspired by [5]. $\forall i$, we have

$$
\begin{gather*}
P\left(y=i \mid \bar{x}_{i}\right)=\frac{e^{w_{i}^{T} \bar{x}_{i}+b_{i}}}{e^{w_{i}^{T} \bar{x}_{i}+b_{i}}+\sum_{j, j \neq i} e^{w_{j}^{T} \bar{x}_{i}+b_{j}}} \geq P_{w},  \tag{9}\\
\frac{e^{r+b_{i}}}{e^{r+b_{i}}+\sum_{j, j \neq i} e^{r w_{j}^{T} w_{i}+b_{j}}} \geq P_{w},  \tag{10}\\
1+e^{-r} \sum_{j, j \neq i} e^{r w_{j}^{T} w_{i}+b_{j}-b_{i}} \leq \frac{1}{P_{w}},  \tag{11}\\
\sum_{i=1}^{K}\left(1+e^{-r} \sum_{j, j \neq i} e^{r w_{j}^{T} w_{i}+b_{j}-b_{i}}\right) \leq \frac{K}{P_{w}},  \tag{12}\\
1+\frac{e^{-r}}{K} \sum_{i, j, j \neq i} e^{r\left(w_{j}^{T} w_{i}+\left(b_{j}-b_{i}\right) / r\right)} \leq \frac{1}{P_{w}} . \tag{13}
\end{gather*}
$$

Since $f(x)=e^{r x}$ is a convex function, according to Jensen's inequality, we have

$$
\begin{equation*}
\frac{1}{K(K-1)} \sum_{i, j, j \neq i} e^{r\left(w_{j}^{T} w_{i}+\frac{b_{j}-b_{i}}{r}\right)} \geq e^{\left.\frac{r \sum_{i, j, j \neq i}\left(w_{j}^{T} w_{i}+\frac{b_{j}-b_{i}}{K(K-1)}\right.}{r}\right)} . \tag{14}
\end{equation*}
$$

Since

$$
\begin{align*}
& \sum_{i, j, j \neq i} w_{j}^{T} w_{i}=\left(\sum_{i} w_{i}\right)^{T}\left(\sum_{i} w_{i}\right)-\sum_{i}\left(w_{i}^{T} w_{i}\right) \\
& \geq-K  \tag{15}\\
& \sum_{i, j, j \neq i}\left(b_{j}-b_{i}\right)=\sum_{i, j}\left(b_{j}-b_{i}\right)-\sum_{i}\left(b_{i}-b_{i}\right) \\
&=\sum_{i} b_{i}-\sum_{j} b_{j}=0 \tag{16}
\end{align*}
$$

we have

$$
\begin{equation*}
\sum_{i, j, j \neq i} e^{r\left(w_{j}^{T} w_{i}+\frac{b_{j}-b_{i}}{r}\right)} \geq K(K-1) e^{-\frac{r}{K-1}} . \tag{17}
\end{equation*}
$$

Combining Eqs. (13) and (17), we have

$$
\begin{equation*}
1+(K-1) e^{-\frac{r K}{K-1}} \leq \frac{1}{P_{w}} . \tag{18}
\end{equation*}
$$

Thus, we can obtain the bound

$$
\begin{equation*}
r \geq \frac{K-1}{K} \ln \frac{(K-1) P_{w}}{1-P_{w}} . \tag{19}
\end{equation*}
$$

### 2.2. Deduction of EM for Estimating $\phi$

This section deduces EM algorithm for estimating $\phi$ shown in Sect. 6 of paper. We need to estimate parameters $\phi=\left\{\pi_{k}, \sigma_{k}, \delta_{k}\right\}_{k=1}^{K}$ of the following mixed model

$$
\begin{equation*}
p\left(d_{j}^{t} \mid \tilde{y}_{j}^{t}\right)=\pi_{\tilde{y}_{j}^{t}} \mathcal{N}^{+}\left(d_{j}^{t} \mid 0, \sigma_{\tilde{y}_{j}^{t}}\right)+\left(1-\pi_{\tilde{y}_{j}^{t}}\right) \mathcal{U}\left(0, \delta_{\tilde{y}_{j}^{t}}\right), \tag{20}
\end{equation*}
$$

where

$$
\mathcal{N}^{+}(x \mid 0, \sigma)= \begin{cases}2 \mathcal{N}(x \mid 0, \sigma), & \text { if } x \geq 0  \tag{21}\\ 0, & \text { if } x<0\end{cases}
$$

Let $\tilde{d}_{j}^{t}=(-1)^{m_{j}} d_{j}^{t}$, where $m_{j}$ is sampled from Bernoulli distribution $B(1,0.5)$, then $\tilde{d}_{j}^{t}$ follows the following mixed model

$$
\begin{equation*}
p\left(\tilde{d}_{j}^{t} \mid \tilde{y}_{j}^{t}\right)=\pi_{\tilde{y}_{j}^{t}} \mathcal{N}\left(\tilde{d}_{j}^{t} \mid 0, \sigma_{\tilde{y}_{j}^{t}}\right)+\left(1-\pi_{\tilde{y}_{j}^{t}}\right) \mathcal{U}\left(\delta_{\tilde{y}_{j}^{t}}, \delta_{\tilde{y}_{j}^{t}}\right) . \tag{22}
\end{equation*}
$$

The proof is given later. Eq. (22) is exactly the model in [3, 4], of which the corresponding maximum likelihood model becomes

$$
\begin{equation*}
\max _{\sigma_{k}, \delta_{k}, \pi_{k}} \prod_{j=1}^{N_{t}} p\left(\tilde{d}_{j}^{t} \mid \tilde{y}_{j}^{t}\right) \tag{23}
\end{equation*}
$$

Solving problem Eq. (23) with EM algorithm, as in [3], we have the following updating equations

$$
\begin{align*}
\gamma_{j}^{(l+1)} & =\frac{\pi_{\tilde{y}_{j}^{t}}^{(l)} \mathcal{N}\left(\tilde{d}_{j}^{t} \mid 0, \sigma_{\tilde{y}_{j}^{t}}^{(l)}\right)}{\pi_{\tilde{y}_{j}^{t}}^{(l)} \mathcal{N}\left(\tilde{d}_{j}^{t} \mid 0, \sigma_{\tilde{y}_{j}^{t}}^{(l)}\right)+\left(1-\pi_{\tilde{y}_{j}^{t}}^{(l)}\right) \mathcal{U}\left(-\delta_{\tilde{y}_{j}^{t}}^{(l)} \delta_{\tilde{y}_{j}^{t}}^{(l)}\right.}, \\
\pi_{k}^{(l+1)} & =\frac{1}{\sum_{j=1}^{N_{t}^{t}} I_{\left\{\tilde{y}_{j}^{t}=k\right\}}} \sum_{j=1}^{N_{t}} I_{\left\{\tilde{y}_{j}^{t}=k\right\}} \gamma_{j}^{(l+1)} \\
\sigma_{k}^{(l+1)} & =\frac{\sum_{j=1}^{N_{t}} I_{\left\{\tilde{y}_{j}^{t}=k\right\}} \gamma_{j}^{(l+1)}\left(\tilde{d}_{j}^{t}\right)^{2}}{\sum_{j=1}^{N_{t}} I_{\left\{\tilde{y}_{j}^{t}=k\right\}} \gamma_{j}^{(l+1)}}, \\
\delta_{k}^{(l+1)} & =\sqrt{3\left(q_{2}-q_{1}^{2}\right),} \tag{24}
\end{align*}
$$

where

$$
\begin{aligned}
& q_{1}=\frac{1}{\sum_{j=1}^{N_{t}} I_{\left\{\tilde{y}_{j}^{t}=k\right\}} \gamma_{j}^{(l+1)}} \sum_{j=1}^{N_{t}} \frac{1-\gamma_{j}^{(l+1)}}{1-\pi_{k}^{(l+1)}} I_{\left\{\tilde{z}_{j}^{t}=k\right\}} \tilde{d}_{j}^{t}, \\
& q_{2}=\frac{1}{\sum_{j=1}^{N_{t}} I_{\left\{\tilde{y}_{j}^{t}=k\right\}} \gamma_{j}^{(l+1)}} \sum_{j=1}^{N_{t}} \frac{1-\gamma_{j}^{(l+1)}}{1-\pi_{k}^{(l+1)}} I_{\left\{\tilde{y}_{j}^{t}=k\right\}}\left(\tilde{d}_{j}^{t}\right)^{2} .
\end{aligned}
$$

Proof of Eq. (22) : To prove Eq. (22), we prove the following proposition.

Suppose random variable $x$ follows

$$
\begin{equation*}
p(x)=\pi \mathcal{N}^{+}(x \mid 0, \sigma)+(1-\pi) \mathcal{U}(0, \delta) \tag{25}
\end{equation*}
$$

where

$$
\mathcal{N}^{+}(x \mid 0, \sigma)= \begin{cases}2 \mathcal{N}(x \mid 0, \sigma), & \text { if } x \geq 0  \tag{26}\\ 0, & \text { if } x<0\end{cases}
$$

Let $\tilde{x}=(-1)^{m} x, m \sim B(1,0.5)$, then $\tilde{x}$ follows

$$
\begin{equation*}
\tilde{p}(\tilde{x})=\pi \mathcal{N}(\tilde{x} \mid 0, \sigma)+(1-\pi) \mathcal{U}(-\delta, \delta) \tag{27}
\end{equation*}
$$

Proof:
The probability

$$
\begin{aligned}
& P(\tilde{x}<s) \\
= & P\left((-1)^{m} x<s\right) \\
= & P\left((-1)^{m} x<s \mid m=0\right) P(m=0) \\
& +P\left((-1)^{m} x<s \mid m=1\right) P(m=1) \\
= & 0.5 P(x<s)+0.5 P(x>-s) .
\end{aligned}
$$

If $s \geq 0$, then

$$
\begin{aligned}
& P(\tilde{x}<s)=0.5 P(x<s)+0.5 \\
= & 0.5 \int_{-\infty}^{s} p(x) d x+0.5 \\
= & 0.5 \int_{0}^{s}\left(\pi \mathcal{N}^{+}(x \mid 0, \sigma)+(1-\pi) \mathcal{U}(0, \delta)\right) d x+0.5 \\
= & \pi\left(0.5+\int_{0}^{s} \mathcal{N}(x \mid 0, \sigma) d x\right) \\
& +(1-\pi)\left(0.5+0.5 \int_{0}^{s} \frac{1}{\delta} d x\right) \\
= & \pi \int_{-\infty}^{s} \mathcal{N}(x \mid 0, \sigma) d x+(1-\pi) \int_{-\infty}^{s} \mathcal{U}(-\delta, \delta) d x \\
= & \int_{-\infty}^{s}(\pi \mathcal{N}(\tilde{x} \mid 0, \sigma)+(1-\pi) \mathcal{U}(-\delta, \delta)) d \tilde{x} .
\end{aligned}
$$

If $s<0$, similarly, we have the same equation. Thus, the density of $\tilde{x}$ is

$$
\begin{equation*}
\tilde{p}(\tilde{x})=\pi \mathcal{N}(\tilde{x} \mid 0, \sigma)+(1-\pi) \mathcal{U}(-\delta, \delta) \tag{28}
\end{equation*}
$$

The proof is completed.

### 2.3. Proof of Lemma 1

This section proves Lemma 1 shown in Sect. 7 of paper.

Lemma 1. Let $h \in \mathcal{H}$ be a hypothesis, $f_{S}$ and $f_{T}$ be the true labeling function for source and target respectively, $f_{T}^{\prime}$ be the pseudo-labeling function for target domain, then

$$
\begin{align*}
\varepsilon_{T}(h) \leq & \frac{1}{2}\left(\varepsilon_{S}(h)+\varepsilon_{T}\left(h, f_{T}^{\prime}\right)+\frac{1}{2} d_{\mathcal{H} \Delta \mathcal{H}}\left(P_{S}, P_{T}\right)\right) \\
& +\varepsilon_{T}\left(f_{T}^{\prime}, f_{T}\right)+\frac{1}{2} \beta \tag{29}
\end{align*}
$$

where $\varepsilon_{T}\left(h, h^{\prime}\right)=\mathbb{E}_{x \sim P_{T}}\left[h(x) \neq h^{\prime}(x)\right], \quad \beta=$ $\min _{h^{\prime} \in \mathcal{H}}\left\{\varepsilon_{S}\left(h^{\prime}\right)+\varepsilon_{T}\left(h^{\prime}, f_{T}^{\prime}\right)\right\}$ is a constant to $h$.

Proof:
Recall the triangle inequality for classification error [2], which implies that for any hypothesis $f_{1}, f_{2}$ and $f_{3}$, we have $\varepsilon\left(f_{1}, f_{2}\right) \leq \varepsilon\left(f_{1}, f_{3}\right)+\varepsilon\left(f_{2}, f_{3}\right)$. Then

$$
\begin{equation*}
\varepsilon_{T}(h)=\varepsilon_{T}\left(h, f_{T}\right) \leq \varepsilon_{T}\left(h, f_{T}^{\prime}\right)+\varepsilon_{T}\left(f_{T}^{\prime}, f_{T}\right) \tag{30}
\end{equation*}
$$

According to Theorem 2 in [1], we have

$$
\begin{equation*}
\varepsilon_{T}(h) \leq \varepsilon_{S}(h)+\frac{1}{2} d_{\mathcal{H} \Delta \mathcal{H}}\left(P_{S}, P_{T}\right)+\lambda^{*} \tag{31}
\end{equation*}
$$

where $\lambda^{*}=\min _{h^{\prime} \in \mathcal{H}}\left\{\varepsilon_{S}\left(h^{\prime}\right)+\varepsilon_{T}\left(h^{\prime}\right)\right\}$. Recall Eq. (30), we have

$$
\begin{align*}
\varepsilon_{T}(h) \leq & \varepsilon_{S}(h)+\frac{1}{2} d_{\mathcal{H} \Delta \mathcal{H}}\left(P_{S}, P_{T}\right) \\
& +\min _{h^{\prime} \in \mathcal{H}}\left\{\varepsilon_{S}\left(h^{\prime}\right)+\varepsilon_{T}\left(h^{\prime}, f_{T}^{\prime}\right)\right\}+\varepsilon_{T}\left(f_{T}^{\prime}, f_{T}\right) \tag{32}
\end{align*}
$$

Combining Eq. (30) and Eq. (32), we have

$$
\begin{align*}
\varepsilon_{T}(h) \leq & \frac{1}{2}\left(\varepsilon_{S}(h)+\varepsilon_{T}\left(h, f_{T}^{\prime}\right)+\frac{1}{2} d_{\mathcal{H} \Delta \mathcal{H}}\left(P_{S}, P_{T}\right)\right)  \tag{33}\\
& +\varepsilon_{T}\left(f_{T}^{\prime}, f_{T}\right)+\frac{1}{2} \beta
\end{align*}
$$

where $\beta=\min _{h^{\prime} \in \mathcal{H}}\left\{\varepsilon_{S}\left(h^{\prime}\right)+\varepsilon_{T}\left(h^{\prime}, f_{T}^{\prime}\right)\right\}$.

## 3. Appendix C : Experiments

### 3.1. Full Results of Ablation Experiments

This section reports full results of ablation study shown in Sect. 8.2 of paper. The full results of ablation experiments on Office- 31 and ImageCLEF-DA are given in Table 1 of this document. The full results of ablation experiments on Office-Home are given in Table 2 of this document.

### 3.2. Stability of Losses

This section testifies the stability of our losses. Considering the objective function Eq.(1) in paper that we want to minimize, we design an iterative optimization algorithm by alternately optimizing networks and estimating parameters of Gaussian-uniform mixture model using EM algorithm.

Table 1. Accuracy (\%) of ablation experiments on Office-31 and ImageCLEF-DA.

| Method | Office-31 |  |  |  |  |  |  | ImageCLEF-DA |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{A} \rightarrow \mathrm{W}$ | $\mathrm{W} \rightarrow \mathrm{A}$ | $\mathrm{A} \rightarrow \mathrm{D}$ | $\mathrm{D} \rightarrow \mathrm{A}$ | D $\rightarrow$ W | $\mathrm{W} \rightarrow \mathrm{D}$ | Avg | $\mathrm{I} \rightarrow \mathrm{P}$ | $\mathrm{P} \rightarrow \mathrm{I}$ | $\mathrm{I} \rightarrow \mathrm{C}$ | $\mathrm{C} \rightarrow \mathrm{I}$ | $\mathrm{C} \rightarrow \mathrm{P}$ | $\mathrm{P} \rightarrow \mathrm{C}$ | Avg |
| DANN | 82.0 | 67.4 | 79.7 | 68.2 | 96.9 | 99.1 | 82.2 | 75.0 | 86.0 | 96.2 | 87.0 | 74.3 | 91.5 | 85.0 |
| DANN+S | 93.2 | 71.0 | 87.5 | 70.3 | 98.0 | 100.0 | 86.7 | 78.3 | 91.0 | 96.8 | 91.8 | 77.7 | 95.2 | 88.5 |
| DANN+R | 93.7 | 74.0 | 91.8 | 74.1 | 98.6 | 100.0 | 88.7 | 78.7 | 92.6 | 96.7 | 93.3 | 78.4 | 95.0 | 89.1 |
| DANN+S+R | 94.2 | 75.4 | 92.5 | 73.7 | 99.1 | 100.0 | 89.2 | 78.5 | 91.8 | 97.8 | 93.5 | 78.7 | 96.3 | 89.4 |
| DANN+S+E | 91.7 | 68.7 | 92.2 | 73.0 | 98.5 | 100.0 | 87.4 | 78.5 | 93.7 | 96.5 | 91.7 | 76.8 | 94.8 | 88.7 |
| DANN+R+E | 95.5 | 74.8 | 95.2 | 74.5 | 98.6 | 100.0 | 89.8 | 78.8 | 93.0 | 97.2 | 93.7 | 78.5 | 96.3 | 89.4 |
| DANN+S+R+E (RSDA) | 95.3 | 76.0 | 95.2 | 75.5 | 99.3 | 100.0 | 90.2 | 79.2 | 93.0 | 98.3 | 93.6 | 78.5 | 98.2 | 90.1 |

Table 2. Accuracy (\%) of ablation experiments on Office-Home.

| Method | $\mathrm{Ar} \rightarrow \mathrm{Cl}$ | $\mathrm{Ar} \rightarrow \mathrm{Pr}$ | $\mathrm{Ar} \rightarrow \mathrm{Rw}$ | $\mathrm{Cl} \rightarrow \mathrm{Ar}$ | $\mathrm{Cl} \rightarrow \mathrm{Pr}$ | $\mathrm{Cl} \rightarrow \mathrm{Rw}$ | $\mathrm{Pr} \rightarrow \mathrm{Ar}$ | $\mathrm{Pr} \rightarrow \mathrm{Cl}$ | $\mathrm{Pr} \rightarrow \mathrm{Rw}$ | $\mathrm{Rw} \rightarrow \mathrm{Ar}$ | $\mathrm{Rw} \rightarrow \mathrm{Cl}$ | $\mathrm{Rw} \rightarrow \mathrm{Pr}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Avg |  |  |  |  |  |  |  |  |  |  |  |  |
| DANN | 45.6 | 59.3 | 70.1 | 47.0 | 58.5 | 60.9 | 46.1 | 43.7 | 68.5 | 63.2 | 51.8 | 76.8 |
| DANN+S | 45.5 | 61.9 | 72.2 | 54.6 | 59.2 | 62.8 | 52.0 | 43.9 | 71.8 | 66.3 | 51.5 | 76.5 |
| DANN+R | 50.5 | 75.1 | 79.2 | 62.2 | 72.1 | 73.8 | 61.6 | 47.3 | 79.8 | 70.2 | 54.6 | 81.1 |
| DAN | 67.3 |  |  |  |  |  |  |  |  |  |  |  |
| DANN+S+R | 49.5 | 74.0 | 79.2 | 64.3 | 72.3 | 75.2 | 63.5 | $\mathbf{5 1 . 5}$ | 80.2 | 72.5 | 55.2 | 83.1 |
| DANN+S+E | 48.5 | 73.3 | 78.4 | 65.2 | 72.4 | 71.5 | $\mathbf{6 6 . 5}$ | 49.8 | 79.8 | $\mathbf{7 5 . 2}$ | 53.5 | 82.5 |
| DANN+R+E | 51.1 | 75.1 | 79.7 | 65.4 | $\mathbf{7 4 . 2}$ | 75.7 | 63.1 | 50.3 | 80.5 | 71.7 | 55.7 | 83.1 |
| DANN+S+R+E (RSDA) | $\mathbf{5 1 . 5}$ | $\mathbf{7 6 . 8}$ | $\mathbf{8 1 . 1}$ | $\mathbf{6 7 . 1}$ | 72.1 | $\mathbf{7 7 . 0}$ | 64.2 | 51.1 | $\mathbf{8 1 . 8}$ | 74.9 | $\mathbf{5 5 . 9}$ | $\mathbf{8 4 . 5}$ |
| D. | $\mathbf{6 9 . 8}$ |  |  |  |  |  |  |  |  |  |  |  |

As an iterative optimization algorithm, our training method can stably decreases the loss and converges in all our training experiments. As an example, we show target test errors of the first five iterations and loss functions of the first iteration (since curves of losses in each iteration are similar) on task $\mathbf{A} \rightarrow \mathbf{D}$ in Fig. 2. Figure 2(a) shows that the pseudo-label loss can gradually calibrate model. All training losses decrease stably in network optimization, as shown in Fig. 2(b).

### 3.3. Effectiveness of Gaussian-uniform Model

This section evaluates effectiveness of Gaussian-uniform model on real data, which is complementary to Sect. 4 and Sect. 8.2 of paper. To further verify effectiveness of our Gaussian-uniform model on real data, we show in Fig. 3 the estimated Gaussian density of target feature distances of several classes in task $\mathbf{W} \rightarrow \mathbf{A}$ on Office-31 dataset. Figure 3 illustrates that distances of wrong labeled samples (red circles) have low Gaussian density, thus can be detected.
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