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High domain boundary densities in ferroic nano materials are generated in computer simulation
studies by (1) fast quench from a para-elastic into a ferroelastic phase and (2) by shear of small
samples at low temperatures inside the stability field of the ferroelastic phase. Quenched samples
evolve from tweed to junctions to stripe pattern. In driven systems, no tweed exists and the
mesoscopic structure ‘nucleates’ rapidly when a yield stress is surpassed. The nucleated domain
patterns are long-lived and change towards the single domain state only when the external strain is
further increased.VC 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4724192]

High twin boundary densities are required for applica-
tions where the functional elements of a device are the
domain boundary and not the bulk. Interfaces and domain
boundaries can contain structural elements, which are not a
simple juxtaposition of adjacent bulk materials, which are
the key for this functionality, including superconductivity,
high ionic mobility, two-dimensional electron gas near com-
positional interfaces, usual vortices, and multiferroicity.1–13

Such properties can be exclusively contained in the twin
boundaries and do not exist in the bulk. In this situation, the
twin walls qualify as objects in the emerging field of
“domain boundary engineering”14 where domain boundaries
are optimized to specific functionalities, which remain local-
ized in the domain boundaries. Typical nano materials with
functional domain boundaries are perovskite structures
(WO3 and CaTiO3)

1,15–17 and simple phase change materials
(e.g., Cr:SnTe).17 In magnetic devices, the analogous materi-
als are nano wires in the IBM racetrack memory where mov-
ing magnetic domain walls act as active memory elements.18

The wider industrial consequence of such local structures as
memory devices, conductors, holographic templates, or as
membranes for batteries has already motivated a large
research effort over recent years. This paper aims to show
how high twin densities can be achieved.

Two alternative routes are taken to produce high twin
wall densities. First, domain structures nucleate in order-
disorder systems when a sample is quenched rapidly from a
high temperature, para-elastic phase into a ferroelastic phase.
The reason for the formation of microstructures originates
from the time evolution of the initial state, which contains
thermal fluctuations of the local order parameter, and the
subsequent nucleation of coarser microstructures. The sec-
ond approach is to distort a single domain crystal by shear
strain in the low temperature ferroelastic phase. In this way,
a large number of long-lived metastable states are generated
kinetically. This situation is encountered when thin films of
one ferroelastic material are deposited onto another ferroe-
lastic material at high temperatures. When the device is
cooled to room temperature, the template will shear and

impose this shear to the thin film. When this shear strain sur-
passes the yield strain, the thin film will spontaneously twin
with a high twin boundary density. This pattern is then
essentially stable under further shear. Driven systems19 were
used experimentally to generate high twin densities.20,21

When disorder is generated by structural rather than
micro structural phenomena, one requires a source of disor-
der, which is commonly provided by local atomic disorder.
In our case, we do not consider random fields, but start from
uniform ground states. In this case, quench will freeze in
some disorder in the para phase, which represents the initial
state in the ferroelastic phase from where the microstructure
evolves. Following Ref. 22, one can derive the structure fac-
tor of the displacement—displacement correlation in the
simple case for T>Tc and Ornstein-Zernike fluctuations

Sk ! ½1=r2c þ a2cos2Hþ b2sin4Hsin22uþ gk2$%1

This function is a four-armed starfish in 3-dimension and
represents the diffuse diffraction pattern in Fig. 1(a). The
equivalent microstructure is tweed22 that evolves into stripe
patterns that have as structure factor dog’s bones shown in
Fig. 1(b).23 The kinetic evolution is then for the quench
experiment, the gradual change from the star to the dog’s
bone. Simple energy minimization of the relaxation in the
stripe pattern for a finite sample and the interfacial energy of
the twin walls (!g) lead to the Kittel law24

w ! L1=2

where w is the distance between the twin walls and L is the
sample size. Typical examples are elastically soft Pb3(PO4)2,
which forms stripes under quench while the harder
Pb3(AsO4)2 forms a denser microstructure with intersection
domain boundaries.29

The alternative route to highly twinned materials is by
hard driving (where the strain is prescribed) of a sample in
the ferroelastic state. Increasing strain leads to a collapse of
the mono domain state above the yield stress into a highly
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structured, mesoscopic twin pattern without the previous
nucleation of a tweed structure. The model to describe this
displacive collapse of the shear structure was proposed by
Salje et al.27 We use their model to simulate the shear insta-
bility in a 2-dimensional monoatomic lattice. The second
nearest neighbor interaction were adjusted to yield as ground
state a sheared lattice with shear angles 64&. The external
driver is a shear strain at the upper and lower edge of the
sample, which stabilizes one domain orientation (þ4&) and
destabilizes the other (%4&). Increasing strain is initially
compensated by an elastic deformation until a threshold is
reached where the unstable domain decomposes into a multi-
tude of twinned micro domains (Fig. 2). The stress-strain
curves and the domain patterns depend sensitively on the
size of the system and on the elastic moduli of the sample.
We tested a hard material (nearest neighbor spring constant
k1¼ 20) and a soft material (k2¼ 10). The hard material dis-
plays a small number of vertical domains and few horizontal
domain walls (Fig. 2 right panel). The soft material has a
much more complex domain pattern with a large number of
vertical walls and some horizontal walls (Fig. 2 left panel).

The mechanical response of the thin layer shows the typ-
ical criticality for shear strains of ca. 3.3( 10%4 and a col-

lapse of the stress from the upper yield stress to the lower
yield stress by some 75% for large systems. The geometrical
analysis of this decay contains a network of intersecting twin
boundaries, which are destroyed when the stable domain
invades the unstable region that is not tweed-like, but con-
tains locally well-defined twin boundaries and their intersec-
tions. These form complex pattern, their structure factor is
shown in Fig. 3. The noise pattern during shear in the hard
material follows a power law statistics with the probability
of a noise jerk of energy E to be P(E) ! E%e with energy
exponents e) 2, the waiting time statistics follows a power
law correlated for hard material, which indicates correlations
between the jerks.28

The strain-induced twinning leads to very stable config-
urations where the domain boundaries inside the unstable
region get hardly changed under further strain, all dynamics
is dominated by the progressing front of the large stable
domains on the top and the bottom of the sample. A conven-
ient parameter to characterize “complexity” is the number
density of intersections between different twin walls. We
call these intersections, in accordance with previous experi-
mental observations, “junctions,” so that the junction density
becomes the key parameter to describe the complexity of our

FIG. 1. The kinetic effect of annealing tweed pat-
tern with a four-armed starfish-type structure factor
T>Tc (a) to a stripe pattern with a dog’s bone
structure (b). These experimental examples were
taken from cuprate superconductors25 and highly
twinned LaAlO3.

26

FIG. 2. Domain pattern formed after the collapse at
the yield stress for a large system with 106 atoms
(a) and (b) and small system (10 200 atoms) (c) and
(d). The images (a) and (c) represent soft systems
while (b) and (d) show hard systems (the colors
refer to the local shear angles jHvertical% 4&j
þHhorizontal, see Ref. 27).
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twin patterns. Different tendencies were found for hard and
soft materials. The hard materials have fewer junctions and
the junction density (10%4 for 106 atoms) disappears for
small systems when the sample cannot support complex pat-
terns. In contrast to hard materials, we find that soft materials
contain generally more complex twin pattern with higher
junction densities (5( 10%3 for 106 atoms). The junction
density increases with smaller system sizes where the strong
relaxation of the systems allows the formation of junctions
even for very small samples before they collapse for systems
with fewer than 100 atoms. This shows that the desired mate-
rials properties for domain boundary engineering with high
boundary and junction densities are best achieved for soft
materials. Furthermore, small system sizes do not impede the
formation of twin walls but, on the contrary, enable them.
Small particles will show twinning in soft materials, but not
in hard ferroelastics. In conclusion, we find that high wall
and junction densities can be achieved when the thin film
samples are driven by rapid quench or by shear deformation.
The internal structures are different, however, quenched
samples are less complex and show tweed or stripe patterns
while sheared samples show complex twinning with high
junction densities.
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FIG. 3. (a) and (b) Diffuse scattering of strain
induced microstructures for a sample with 106

atoms and soft nearest neighbor interactions. The
range is from %0.04 to 0.04 reciprocal units. The
soft system is shown in (a) and the hard system in
(b). Note the slimmer arms of the starfish, as com-
pared with the quenched sample in Fig. 1(a). The
stronger concentration of the diffuse scattering orig-
inates from the stricter confinement of the twin
domains along the elastically soft directions and the
smaller number of junctions compared with tweed
pattern. The same conditions for a sample with
“hard” elastic interactions (b) shows the predomi-
nance of one domain orientation and fewer twin
walls.
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