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Abstract

By nanostrain-domain engineering of shape memory alloys (SMAs) via impurity doping, we show a new mechanism that leads to
superelasticity with slim hysteresis across a wide temperature range. Three-dimensional computer simulations using the Landau theory
of phase transformations and Khachaturyan’s microelasticity theory predict the formation of randomly distributed nanosized, single-
variant martensitic domains in Fe-doped NiTi SMAs. These nanoscale martensitic domains are frustrated and cannot evolve into
long-range-ordered, internally twinned structures (i.e. long-range strain ordering). Such a structural state is found to evolve gradually
upon loading and unloading or heating and cooling across a wide temperature range with narrow hysteresis. The simulation predictions
have been confirmed by experiments carried out by doping a conventional SMA, Ti50Ni48Fe2, with extra Fe into a new composition of
Ti50Ni44Fe6.
� 2013 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

The unique properties of shape memory alloys (SMAs),
such as shape memory effect (SME) and superelasticity
(SE), originate from structural phase transformations with
symmetry breaking that produce self-accommodating
poly-twin domain structures [1–5]. Sensing and actuation
can be realized through domain switching under external
fields. Even though these microdomain structures and
related applications in various materials systems have been
studied for over a century [3–10], the properties of their
nanodomain counterpart have not yet been explored until
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recently [11–17]. We show in this study that randomly dis-
tributed nanodomains of individual martensitic variants
does offer a remarkable superelasticity not seen in common
SMAs – superelasticity of slim hysteresis over a wide tem-
perature range. Large hysteresis and narrow temperature
range of superelasticity associated with the conventional
microdomain structures have been limiting the usefulness
of SMAs in devices that require high sensitivity, high
precision, high durability and high energy efficiency in
complex environments. For example, large hysteresis may
result in inaccurate position feedback of robotic actuators
[5] and produce undesirable fatigue damage and low dura-
bility of cardiovascular stents [18,19]. Thus the present
work could shed light on the development of new SMAs
of much improved performance for advanced applications
through nanostrain-domain engineering.
rights reserved.
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It has been shown that reducing the grain size of austen-
ite down to below 50 nm can decrease significantly the
width of the hysteresis loop [20,21]. However, preparing
SMAs with grain sizes below 50 nm is still a difficult
challenge, even with the applications of modern material
processing techniques. Most recently, a simulation study
[22,23] reported that with the vanishing of structural
anisotropy of a low-symmetry precipitate phase, stress hys-
teresis decreases rapidly and giant non-hysteretic strain
response could be achieved by stress-induced direct switch-
ing of nanoprecipitates from one orientation variant to
another. However, any shape changes of the nanoprecipi-
tates are confined by the surrounding matrix phase where
they are embedded. Since the matrix phase is non-trans-
forming, plastic deformation in the matrix phase may have
to be considered in order to accommodate the shape
changes of the precipitates. In addition, crystallographic
compatibility has been used as a criterion to search for
SMAs of low hysteresis, but the criterion can be satisfied
only in limited SMAs until now (i.e. the Ti–Ni–Cu–Pd sys-
tem) [18,24]. Simultaneously, the narrow temperature
regions of superelasticity limit the application of SMAs
in complex environments, such as high-integrity seals,
joints and controls of a broad variety in the automobile,
aeroplane and space industries. Omori et al. have tried to
enlarge the superlasticity temperature regions through
developing new SMAs by decreasing the temperature
dependence of criticial stress (i.e. the Clausius–Clapeyron
relation) [25], but this method is not suitable for well-stud-
ied SMAs (e.g. TiNi).

Here we propose a method to reduce the stress–strain
hysteresis and to enlarge the temperature range of SE by
nano-straindomain engineering in conventional SMAs.
The basic idea is to use local lattice distortion created by
point defects or other extended defects such as dislocations
and misfitting clusters or nanoprecipitates to prevent auto-
catalytic events and the sudden formation of long-range
ordered, internally twinned structure (i.e. long-range strain
ordering), and “freeze” gradually the SMAs into a strain
state of randomly distributed, nanosized, single-variant
martensitic domains. Domain switching and confined
domain growth are anticipated to be the major events dur-
ing loading and unloading and thus slim hysteresis is
expected because of the lack of nucleation and twinning/
detwinning events. We first use computer simulations to
show that impurity doping does create effectively such a
microstructural state and such a microstructural state does
offer superelasticity with slim hysteresis over a wide tem-
perature range. We then confirm experimentally that extra
impurity doping of a conventional SMA changes the large
hysteresis into a slim one and widens significantly the
temperature range of superelasticity.

2. Model

Both theoretical and experimental studies have shown
that impurity doping reduces martensitic domain size
[11–15,26–29]. In our present model system, the point
defects considered are Fe atoms replacing Ni atoms at
the Ni sublattice in B2 NiTi austenite [28], which create
local lattice distortion due to either atomic size difference
or chemical effects [30,31]. The roles played by these
point defects in the martensitic transformation are
described in the model by introducing two effects
[14,26,32,33], a local field effect (LFE) and a global tran-
sition temperature effect (GTTE). Computer simulations
have shown that it is the LFE associated with randomly
distributed point defects that generates frustrated
martensitic nanodomains that cannot develop into
long-range ordered, internally twinned structure (i.e.
long-range strain ordering) [14]. The GTTE alters the
thermodynamic stability of martensite (i.e. changes the
martensitic transition temperature of the system). Based
on the framework of the Landau theory of phase
transformations with symmetry reduction [2,34], gradient
thermodynamics [35], microelasticity theory [36], and
with the incorporation of the above-mentioned two
effects from point defects [14], three-dimensional (3-D)
phase field simulations for a cubic phase! trigonal
phase (R phase) martensitic transformation in an
Fe-doped TiNi system are carried out [37].

2.1. Cubic to trigoinal phase transformation in TiNi-based

SMAs

The cubic (B2)! trigonal (R) martensitic phase transfor-
mation takes place along four crystallographically equiva-
lent and hence energetically degenerate Bain paths and
generates four deformation variants, which are described
by four non-conserved order parameters, g1(r), g2(r), g3(r)
and g4(r), in the Landau free energy. Any given microstruc-
tural state in the system can be described by local values of
these four order parameters, e.g. ðg1; g2; g3; g4Þ ¼ ð0; 0; 0; 0Þ
represents the austenite and ðg1; g2; g3; g4Þ ¼ ð1; 0; 0; 0Þ;
ð0; 1; 0; 0Þ; ð0; 0; 1; 0Þ or ð0; 0; 0; 1Þ represnets one of the four
deformation variants of the R phase, respectively.

The stress-free transformation strain (SFTS) of the
B2! R transformation can be calculated according to
the lattice parameters of the R phase aR = 0.73388 nm
and cR = 0.52838 nm [38], and that of the B2 phase
aB2 = 0.3015 nm [39], and the lattice correspondence
between the B2 and R phases [4], as shown in Table 1.
Accordingly, in the reference coordinate N1, i.e.
x==½100�R, y==½010�R, z==½0 01�R in the basis of the R
phase, the transformation matrix that describes a homoge-
nous lattice deformation from B2 to R [39] is:
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In the reference coordinate N2, i.e. x==½100�B2,
y==½010�B2, z==½001�B2 in the basis of the B2 phase, the
SFTSs of the four variants can be calculated by
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eRðiÞ ¼ T ðiÞeR
N1T ðiÞ�1, where i ¼ 1; 2; 3; 4 and T(i) is the

rotation matrix mapping between N1 and N2 coordinates
for the four variants:
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and the results are:

eRð1Þ ¼
�0:000246 0:006038 0:006038

0:006038 �0:000246 0:006038

0:006038 0:006038 �0:000246

0
B@

1
CA;

eRð2Þ ¼
�0:000246 0:006038 �0:006038

0:006038 �0:000246 �0:006038

�0:006038 �0:006038 �0:000246

0
B@

1
CA

eRð3Þ ¼
�0:000246 �0:006038 0:006038

�0:006038 �0:000246 �0:006038

0:006038 �0:006038 �0:000246

0
B@

1
CA

eRð4Þ ¼
�0:000246 �0:006038 �0:006038

�0:006038 �0:000246 0:006038

�0:006038 0:006038 �0:000246

0
B@

1
CA
2.2. Energetics

The total free energy, F,

F ¼
Z

d3r½fchðg1; � � � g4Þ þ fL þ fgrðg1; � � � g4Þ� þ Eel

þ Eapplied ð1Þ

of the system consists of the following contributions.
(a) local chemical free energy is approximated by a Lan-

dau polynomial:
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where gi are the structural order (SO) parameters that
characterize the four symmetry-related R phase variants,
Table 1
Lattice correspondence between B2 and R phases.

Variant ½100�R ½010�R ½001�R ð0001ÞR
1 ½1�21�B2 ½11�2�B2 ½111�B2 ð111ÞB2

2 ½�121�B2 ½112�B2 ½11�1�B2 ð11�1ÞB2

3 ½21�1�B2 ½1�1�2�B2 ½1�11�B2 ð1�11ÞB2

4 ½211�B2 ½�11�2�B2 ½�111�B2 ð�111ÞB2
A1 ¼ A0
1 � ðT � T 0ðcÞÞ, and A0

1, A2, A3 and A4 are positive
constants; c is a dimensionless average defect concentra-

tion, T 0ðcÞ ¼ T 00 þ b � c (T 00 ¼ 300 K, b = �300 and
c = 0.03 for Ti50Ni44Fe6 in our simulations); and b charac-
terizes the relative strength of the global transition temper-
ature effect (GTTE). In our simulations, the real defect

concentration n can be calculated through n ¼ c a3N
l3
0
N0

, where

c is the dimensionless concentration, a is the lattice
constant, l0 is the length scale of our simulation, N0 is
the number of total unit cells in one grid site and N is
the number of defect-carrying unit cells in one grid site,
and in the extreme condition, we choose N = N0 in our
simulations.

(b) excess energy associated with local lattice distortions
elocal

kl ðrÞ generated by the point defects (i.e. the LFE) is
approximated by:

fLðrÞ ¼ Cijkl

X
i;j;k;l¼1;2;3
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ijðrÞ ð3Þ

In this work we assume that an Fe atom replacing Ni

will create a local dilational strain of �0.06 i:e:
aFe

bcc�aNi
bcc
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� �
.

dilational strain is used to calculate the excess energy.
The strain caused by MT can be described in terms of
the order parameter fields and stress-free transformation

strain (SFTS), i.e. eij ¼
P4

p¼1e
R
ijðpÞg2

p.

(c) non-local gradient energy associated with spatial
non�uniformity of the SO parameters, gi:
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1

2
b

X
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2
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where b is the gradient energy coefficient.
(d) coherency elastic strain energy associated with lattice

mismatch between austenite and martensite and among dif-
ferent variants of the martensitic phase is formulated based
on Khachaturyan’s microelasticity theory [36]:
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where Cijkl is the elastic modulus tensor, k is the wave vector
defined in the reciprocal space, fg2

pðrÞgk
is the Fourier trans-

form of g2
pðrÞ, fg2

pðrÞg
�
k

is the complex conjugate of fg2
pðrÞgk

and the kernel Bpqð~k=kÞ is Bpqð~eÞ ¼ eir0
ijðpÞXð~eÞjkr0

klðqÞel,

where~e ¼~k=k, r0
ijðpÞ ¼ cijkleR

ijðpÞ, Xð~eÞ�1
ij ¼ cijklekel.

(e) elastic energy caused by external load is given by:

Eapplied ¼ �r � �e ¼ �
Z

rij �
X

i¼1;���4
eRðiÞg2

i ðrÞd3r ð6Þ

where r is the external load, and�e is the average strain. In the
simulations, a sinusoidal external stress r ¼ r0 sinð2pxtÞ is
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applied, with r0 ¼ 600 MPa and x ¼ 1
NDt (where N is the

number of dimensionless time steps and Dt is the real time

unit of one dimensionless time step). For N ¼ 5� 105 used

in the simulations, we have NDt ¼ 5:7� 10�6 s and

x ¼ 1:75� 105 Hz.
The real material parameters used in the simulations are:

elastic constants of the parent phase C11 = 200 GPa,
C12 = 150 GPa and C44 = 50 GPa (homogeneous modulus
assumption, i.e. the austenite and martensite having the
same elastic modulus, is made), the driving force [40] for
the austenite to R martensite transformation
DfA!M ¼ �1:86� 106 J=m3, the coherent interfacial energy
between two martensitic variants cMM ¼ 0:05 J=m2 and the
interfacial energy between austenite and martensite can be
predicted as cAM ¼ cMM=2 (ratio cMM

cAM
� 2 is obtained from

the simulations).
The dimensionless parameters (with superscript*) used

in our simulations are chosen according to the relationship
between physical and dimensionless parameters [41]: elastic

strain energy E�el ¼ Eel
Dfscale

and elastic constants C�ij ¼
Cij

Dfscale
,

chemical free energy f �ch ¼
fch

Dfscale
and chemical free energy

coefficients A�i ¼ Ai
Dfscale

, gradient energy c�gr ¼
cgr

Dfscalel0
and

gradient energy coefficient b� ¼ b
Dfscalel2

0

, excess free energy

f �L ¼
fL

Dfscale
, temperature T � ¼ T

T 00, noise term f� ¼ f
DfscaleMg

,

length scale r� ¼ r
l0

and time scale t� ¼ tMgDfscale

M� (t is the real

time). The energy scaling factor to reduce each physical
parameter into a dimensionless quantity is chosen as

Dfscale ¼ 107 J=m3 and the length scale of our simulation
cell (i.e. grid size) is l0 = 1 nm according to the interfacial
energy cMM ¼ 0:05 J=m2.

Thus the free energy can be written in the following
dimensionless form:

F � ¼
Z

d3r�½f �chðg1; � � �g4Þþ f �L þ f �grðg1; � � �g4Þ�þE�elþE�applied :

ð7Þ
The following values of the dimensionless parameters

are used in our simulations: A0�
1 =20 (and

A�1 ¼ A0�
1 � ðT � � T 0�ðcÞÞ), A�2=32.05, A�3=37.5, b� ¼ 1:5 and

the elastic constants C�11 ¼ 2� 104, C�12 ¼ 1:5� 104,
C�44 ¼ 5� 103. The system size considered in the simula-
tions is 64 nm � 64 nm � 64 nm with a 64 � 64 � 64
numerical mesh and periodical boundary conditions are
applied along all three dimensions.

2.3. Kinetics

The stochastic time-dependent Ginsburg–Landau equa-
tion is used for the time-evolution of the SO parameters:

@gpðr; tÞ
@t�

¼ �M� dF �

dgpðr; tÞ
þ f�pðr; tÞ; p ¼ 1; 2; 3; 4 ð8Þ

where f* is the dimensionless noise term describing thermal
fluctuations, F* is the dimensionless total free energy of the
system, g is the structural order (SO) parameters, t* is the
dimensionless time, M* is the kinetic coefficient and
M* = 1.0 in reduced unit is used in the simulations.

Since the martensitic transformation (MT) in NiTi alloys
occurs at a speed approaching the velocity of sound wave
propagating in solids, we assume that the interface between
martensite and austenite moves during the transformation

at a velocity of �103 m=s in our model system. Based on
the relationship between velocity and driving force
v ¼ Mð�Df Þ [42], and considering the typical driving force

Df ¼ 1:86� 106 J=m3 for B2! R transformation in the
TiNiFe system [40], the physical interface mobility can be

calculated as M ¼ 5:3� 10�4 m4 J�1 s�1. Then following
the relationship [42] between the physical interface
mobility and the phase field mobility that describes the time
evolution of the order parameter fields in the phase field

equation, Mg, we have Mg ¼ M
R

d ð
dg
dxÞ

2
dx ¼ M cAM

b ¼ 8:8�
105 m3 J�1 s�1, where d (the integration limit) is the interface
width in phase field simulations, cAM ¼ 0:025 J=m2 and

b ¼ Dfscaleb
�l2

0 ¼ 1:5� 10�11 J=m. Then the time step in

physical units can be calculated as Dt ¼ Dt�M�

MgDfscale
¼ 1:14�

10�11 s, where Dt� and M* (the dimensionless time step and
mobility) are set to 1 in our simulations.

The Langevin force term in the phase field method is
assumed to be uncorrelated in both space and time, and
the first and second moments satisfy [41]:

h1pðr; tÞi ¼ 0 ð9Þ
h1pðr; tÞ1pðr’; t’Þi ¼ 2kBTMgdðt � t’Þdðr� r’Þ: ð10Þ

In discrete forms, these conditions become

h1pðn;mÞi ¼ 0 ð11Þ

h1pðn;mÞ1pðn0;m0Þi ¼ 2kBTMg
dmm0

Dt
dnn0

ld
0

ð12Þ

where n and m are respectively the indices of discrete spa-
tial position and time, Dt is the time step, l0 is the grid size,
d is the dimensionality of the space and dij is the Kronecker
delta. Then the Langevin force terms can be emulated with
a random number generator qi, with Gaussian distribution,
and satisfy hqii ¼ 0 and hqiqi’i ¼ dii’, i.e. fpðn;mÞ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2kBTMg=ðl3
0DtÞ

q
q [41], and the dimensionless Langevin

force term can be described as f� ¼ f
DfscaleMg

� 0:08q in our

simulations at 300 K.
3. Results

3.1. Hysteresis under thermal cycling at different defect

concentrations

The simulation results obtained upon cooling from aus-
tenite at defect concentrations n = 0 at.% (i.e. Ni50Ti50) and
n = 6 at.% (i.e. Ti50Ni44Fe6) are shown in Fig. 1. The red,
blue, green and yellow colors represent the four martensitic



Fig. 1. Microstructural evolutions and volume fraction changes during a cubic! trigonal (R phase) normal martensitic transformation in Ti50Ni50 (a)
and strain glass transition in Ti50Ni44Fe6 (b) obtained by phase field simulations in three dimensions. The black arrows indicate the cooling and heating
processes, respectively. (c) Schematics of zooming into the microstructure. (d) Portions of enlarged images (as indicated in (c)) of the microstructures
shown in (b). In the micrographs, red, blue, yellow and green represent the four variants of the R martensite. (For interpretation of the references to colour
in this figure legend, the reader is referred to the web version of this article.)
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variants. In the case of Ni50Ti50 (see Fig. 1a), the system
transforms upon cooling into regular R martensite with a
typical self-accommodating, long-range ordered, internally
twinned structure (i.e. long-range strain ordering). The
martensitic volume fraction shows a sudden change at T0

upon cooling (where T0 is the martensitic transformation
start temperature, and is used to normalize the tempera-
ture) and a large hysteresis between cooling and heating.

In contrast, randomly distributed martensitic nanodo-
mains are developed in the case of Ti50Ni44Fe6 (see
Fig. 1b). The martensitic volume fraction changes are
almost reversible upon cooling and heating, leading to a
narrow hysteresis. Nanodomains of single variant of
Fig. 2. Schematic illustration of (a) normal martensitic ground state (perfect
martensite start to appear at temperatures far above T0,
indicating that randomly distributed point defects stabilize
locally certain martensitic variants. However, these nano-
domains cannot grow into long-range ordered, internally
twinned structure (i.e. long-range strain ordering) as nor-
mally seen in martensitic crystals (Fig. 1a) because they
are randomly distributed in space. This is similar to the
incompatible ground states found in magnetic systems
[43] where competing interactions prevent the formation
of an ordered ground state because the long-range interac-
tions in all three ferroic systems are parallel to each other in
nature. In a confined ferroelastic system, the long-range
elastic interactions prefer the formation of a martensitic
twin) without defects and (b) strain frustration caused by a point defect.



Fig. 3. Microstructural evolutions during strain glass transition in Ti50Ni44Fe6. (a1)–(a4) Microstructural evolutions of martensitic variant 1 upon
cooling; blue arrows point to the nucleation event under cooling and blue circles describe the growth event under cooling. (b1)–(b4) Microstructural
evolutions of all martensitic variants upon cooling. Black represents the defects, red, blue, yellow and green represent the four variants of the R martensite.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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ground state, i.e. a self-accommodated internally twinned
morphological pattern, as shown schematically in Fig. 2a,
which has the minimum elastic strain energy. However,
when random defects exist, local strain/stress fields (also
infinitely long-range in nature) associated with these ran-
dom defects interfere (i.e. interact) with the transformation
strain and prevent the formation of such a ground state (as
shown schematically in Fig. 2b). As a consequence, a strain
glass state consisting of randomly distributed nanodomains
of individual martensitic variants is formed instead.

To show the detailed evolution of the nanodomain
structures in Ti50Ni44Fe6, we zoom into the initial micro-
structures of Ti50Ni44Fe6 according to Fig. 1c and show
the enlarged images in Fig. 1d. From Fig. 1d and Fig. 3
we can see clearly the gradual increase of irregular shaped
martensitic nanodomains in the system upon cooling, but
the final domain size is limited by the spacing among the
random point defects. Figs. 3a1–a4 shows the detailed evo-
lutions of domain structures with only martensitic variant 1
(red) and defects (black), from which we can see that the
domiant event upon cooling is the growth of existing
domains, as indicated by the blue circles, with limited nulc-
eation events (indicated by the blue arrows). Figs. 3b1–b4
shows the domain structure evolutions with all martensitic
variants (red, blue, green and yellow) and defects (black).

3.2. Superelasticity of SMAs at different defect

concentrations

The calculated stress–strain curves for Ti50Ni50 and Ti50-

Ni44Fe6 at different temperatures are shown in Figs. 4a and
b, respectively. A tensile stress along the [11 1] direction is
applied, which prefers martensitic variant 1 (red). In the
case of Ti50Ni50 (Fig. 4a), the system shows clearly super-
elasticity at high temperatures. The stress-induced austenite
(A)! martensite (M) transformation and the reverse
M! A transformation occur at two nearly constant stress
levels, leading to a wide stress plateau and a large hysteresis
loop. At low temperatures, superelasticity vanishes and
large remnant strain appears because of the difficulty of
new domain nucleation. There exists a detwinning process
(multi-domains! single domain) because of domain wall
motions under loading. Because the stable phase at low
temperatures is the martensitic phase, the single domain
after loading cannot go back and results in large remnant
strain under unloading. In the case of Ti50Ni44Fe6 (see
Fig. 4b), the stress–strain curves show superelasticity with
narrow hysteresis and nearly zero remnant strain across a
wide temperature range and there is no stress plateau in
the stress–strain curves.

To validate the simulation predictions, we carry out
experimental studies of the effect of doping on stress–strain
hysteresis in TiNiFe systems. Previous experimental obser-
vations [28,29] have reported the existence of martensitic
nanodomains in this system. All samples are solution-trea-
ted at 1273 K for 1 h followed by water quenching. A
Shimadzu AG-IS tensile machine and a Kyowa strain gage
are used to measure the stress and strain. Fig. 4c shows the
stress–strain curves of Ti50Ni48Fe2, a normal SMA, at
different temperatures. We find that the system shows SE
at high temperatures and SME at low temperatures but
with large hysteresis. When extra Fe is doped into the sys-
tem to a new alloy composition of Ti50Ni44Fe6 (Fig. 4d),
superelastic behavior is observed across a wide temperature
range and the hysteresis of the stress–strain curves becomes
much narrower, with much smaller remnant strain after



Fig. 4. Calculated stress–strain curves for (a) Ti50Ni50 and (b) Ti50Ni44Fe6 at different temperatures and experimentally measured stress–strain curves for
(c) Ti50Ni48Fe2 (a normal martensitic composition) and (d) Ti50Ni44Fe6 (a strain glass composition) at different temperatures.
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unloading. Our calculated stress–strain curves (Figs. 4a
and b) seem to agree well with the experimentally measured
ones (Figs. 4c and d). However, note that the small hyster-
esis (without stress plateau) at high temperature shown in
Fig. 4c is not predicted by our simulations shown in
Fig. 4a. This could be attributed to the fact that the SFTS
of R in TiNi is temperature-dependent. It was shown that
the SFTS of the R phase in TiNi-based shape memory
alloys decreases sharply with increasing temperature [44].
At high temperatures, the SFTS of R is so small that it
results in an almost linear response in the stress–strain
curve with small hysteresis and no obvious plateau. When
temperature is lowered, the SFTS of R increases and the
system begins to show normal hysteresis with a plateau.
Our experimental results agree well with those reported
previously [44]. In the simulations, however, we have
assumed that the SFTS of the R phase has a relative large
value (1%) and is temperature-independent. This assump-
tion could have resulted in the difference between the
simulation prediction and experiment observations.
Fig. 5. Calculated stress–strain curves and corresponding microstructural evol
transparent and the four martensitic variants are red, green, blue and yellow. (F
is referred to the web version of this article.)
Besides the TiNi50�xFex alloys considered in the current
study, recent experimental studies of Ni55�xCoxFe18Ga [45]
and TiNbOx [46] alloys also show similar results, i.e. the
hysteresis loops change from sharp with plateau to smooth
and slim with increasing defect concentrations. We believe
that the change of the stress–strain curves in these experi-
ments could be caused by the same mechanism as those
we have demonstrated in the simulations, i.e. martensitic
nanodomains caused by the doped defects.

4. Discussion

In order to understand the drastically different hysteretic
behaviors of the two systems (Ti50Ni50, Ti50Ni44Fe6), we
show in Figs. 5 and 6 the microstructural evolutions corre-
sponding to different points on the stress–strain curves.
Fig. 5a and b shows the stress–strain curves and the
corresponding microstructures for the case of Ti50Ni50 at
temperatures 1.5T0 and 0.8T0, respectively. The insets
describe the related microstructural evolution. Fig. 5a show
utions for Ti50Ni50 at (a) T = 1.5T0 and (b) T = 0.8T0. The parent phase is
or interpretation of the references to colour in this figure legend, the reader



Fig. 6. (a�d) Calculated volume fraction changes of the four martensitic variants in Ti50Ni44Fe6 under loading and unloading processes (as indicated by
arrows). (e and f) The corresponding microstructural evolution (to the black dots in (a)) in a portion of the system with four martensitic variants
represented by red, blue, yellow and green, respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

Fig. 7. Microstructural evolutions of martensitic variant 1 under loading (a) and unloading (b) of strain glass transition in Ti50Ni44Fe6 at T = 0.7T0. (a1)–
(a5) Loading process, blue arrows point to the nucleation event under loading and blue circles describe the growth event under loading. (b1)–(b5)
Unloading process. In the micrographs, black represents the defects; red represents the martensitic variant 1. (For interpretation of the references to colour
in this figure legend, the reader is referred to the web version of this article.)
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superelasticity with a large hysteresis at T = 1.5T0 where
the stable phase is austenite (transparent). A critical
applied load is needed to induce the nucleation of martens-
ite. The large hysteresis is associated with the large differ-
ence between the critical stress for nucleation of
martensite (variant 1) under loading and the critical stress
for nucleation of austenite under unloading (see the inset
microstructures). Fig. 5b shows detwinning with large
remnant strain at T = 0.8T0, where the stable phase is
martensite with four variants arranged in a poly-twin struc-
ture. The applied stress prefers martensitic variant 1 (red)
and induces a single domain state through domain wall
motion. Upon unloading, the difficulty of nucleating other
variants in such a single-variant state results in large rem-
nant strain and hysteresis. The critical stress for detwinning
in our simulation is from the Peierls stress caused by
domain wall motion [47].

Figs. 6a–d show respectively the volume fraction changes
of different martensitic variants as a function of stress at
T = 0.7T0 obtained for Ti50Ni44Fe6. It is readily seen that
variant 1 (Fig. 6a), which is preferred by the applied load,
shows a gradual increase (decrease) in volume fraction upon
loading (unloading), while the other three variants
(Figs. 6b–d) show the opposite. The microstructures
corresponding to the black dots in Fig. 6a during loading
and unloading are shown in Figs. 6e and f, respectively.



Fig. 8. (a) Local stress field (r12) distribution caused by defects in our model system (Ti50Ni44Fe6). The stress fields are calculated through the linear
superposition of the local stress fields caused by a single defect. (b) Schematic drawings of free energy landscapes showing the effect of local local stress field
in (a). The “MV(1,2)”, “MV(3,4)” and “A” represent martensitic variants 1 and 2, martensitic variants 3 and 4, and austenite, respectively.
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Upon loading, the systems transform gradually from a state
consisting of nanodomains of all four variants having
approximately equal volume fractions into nanodomains
consisting dominantly of variant 1 (red) that is favored by
the load, but with retained nanodomains of the other vari-
ants that are favored by the local fields associated with the
point defects. Upon unloading, these local fields tend to
restore gradually the original multi-variants state without
the need for nucleating new martensitic domains because
the embryos of these domains already exist. As a direct con-
sequence, there is no plateau in the stress–strain curves and
the strain increases gradually when the stress increases. This
is in contrast to the detwinning process of normal twinned
martensitic plates shown in Fig. 5b, where the volume frac-
tion of the favored variant keeps increasing at a stress level
above the critical stress required for detwinning until the -
system reaches a uniform single domain state, leading to a
plateau on the stress–strain curve. This is also in sharp con-
trast to the stress-strain behavior shown in Fig. 5a, where
nucleation of martensite in austenite (high T) or new vari-
ants in a single martensitic domain (low T) becomes difficult
and causes large hysteresis. Figs. 7a and b show the detailed
microstructural evolutions of martensitic variant 1 with
defects. There exist limited nucleation (blue arrows) and
growth (blue circles) events under loading, which results in
a gradual volume increase of martensitic variant 1. The sys-
tem is difficult to reach the single domain state after loading
because of the existence of LFE caused by randomly distrib-
uted defects. Under unloading, the domains of martensitic
variant 1 decrease gradually and the system restores to its
original state easily.

Fig. 8a shows the local stress field distribution probabil-
ity of our model system Ti50Ni44Fe6. Although single point
defects show dilation strain and related stress distribution,
the linear superposition of the stress fields of all defects
produce this continuous local stress field distribution.
Fig. 8b shows the related free energy plots with different
local stress field. This superposition of the local stress fields
from the randomly distributed point defects creates a
“potency” (activation energy barrier for nucleation by
tempeature or external stress) distribution of sites at
which martensitic nanodomains are formed. At a given
temperature/external stress, the most potent sites (with
the lowest activation energy barrier) are activated first.
This local stress field distribution caused by point
defects is the physical origin of continuous transforma-
tion characteristics and slim hysteresis of strain glass
system.

Note that our results are obtained by the application of
a sinusoidal external stress and thus the hysteresis may
depend on the frequency of the external stress. The calcu-
lated stress–strain curves of normal MT and strain glass
systems with changing frequencies of the applied sinusoidal
stress field are shown in Fig. 9. All frequencies are normal-

ized by x0 ¼ 1:75� 105 Hz (the frequency used in obtain-
ing the results given in Fig. 4). Fig. 9a shows the
superelastic behavior of the normal MT system Ti50Ni50

and Fig. 9b shows the superelastic behavior of a strain
glass system Ti50Ni50Fe6. Below the frequency �50x0, as
one can readily see from Fig. 9a, the critical stress and
hysteresis of superelasticity decrease with decreasing
frequency, but the hysteresis is large in the entire frequency
range considered. Fig. 9b shows a similar characteristic fre-
quency dependence but with much smaller hysteresis in the
frequency range (x < 100x0). Fig. 9c shows the frequency
dependence of the hysteresis loss (integration of the
stress–strain curve) for the two systems. It shows that the
frequency dependence of the hysteresis loss becomes
weaker and weaker with decreasing frequency for both sys-
tems at the low frequency range, and the strain glass system
(Ti50Ni50Fe6) exhibits a much lower hysteresis loss than
that of the normal martensitic system (Ti50Ni50), e.g.,

F Ti50Ni44Fe6
loss � 0:18F Ti50Ni50

loss at x ¼ x0. When the frequency

is below x0 (�105 Hz), the hysteresis loss almost reaches
a constant (not zero). In addition, the hysteresis of SE in
SMAs is caused mainly by (a) nucleation of martensitic
variants favored by the external load, (b) domain wall



Fig. 9. Calculated stress–strain curves for (a) Ti50Ni50, at 1.5T0, (b) Ti50Ni44Fe6, at 0.7T0, with a different frequency of external stress field. (c) Frequency
dependence of hysteresis loss for Ti50Ni50 at 1.5T0 and Ti50Ni44Fe6 at 0.7T0.
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motion including detwinning (i.e. twin boundary migra-
tion) and (c) direct domain switching. The hysteresis will
go to zero at the high frequency, i.e. when the frequency
of the cyclic load is so high that none of the above phenom-
ena would have enough time to take place. Calculated
hysteresis at high frequency range in Fig. 9c confirms the
analysis. Furthermore, the strain glass system also exhibits
a much more continuous change of hysteresis (depends on
frequency) than that of normal martensitic system.

5. Conclusion

We have demonstrated by both computer simulations
and direct experimental measurements a method of devel-
oping unique superelastic property with slim hysteresis
across a wide temperature range by nanostrain-domain
engineering of shape memory alloys via impurity doping.
The computer simulations reveal that the random local
fields created by point defects and their superpositions
stabilize nanodomains of martensite at temperatures far
above the normal martensitic transformation start temper-
ature T0 and thus broaden significantly the temperature
range of MT and hence SE. Simultaneously, the random
local fields of significantly different strengths prevent the
formation of a single-domain state upon loading and
provide extra restoring force upon unloading. As a conse-
quence, the reverse transformation overall does not involve
nucleation events � the primary source of hysteresis.
Finally, the randomness of the point defects in space
suppress long-range correlation and auto-catalytic events
during MT and prevent the development of long-range-
ordered, internally twinned structure (i.e. long-range strain
ordering). Because of all of the above, the point defects
change the normal first-order sharp martensitic transfor-
mation into a high-order like “diffuse” transition over a
broad temperature range with small hysteresis.

In addition to point defects considered in the current
study, any other stress-carrying defects such as dislocations
and coherent precipitates [48] may also create random local
fields that stabilize frustrated martensitic nanodomain
structures. Thus the present work could shed light on
searching SMAs with superelasticity and narrow hysteresis
over a wide temperature range through defects engineering.
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