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Strain glass alloys exhibit novel functionalities around their
glass transition temperatureT0; but T0 is too low for TiNi-based
strain glass alloys, restricting their potential applications. It is
thus of practical importance to develop high T0 strain glass
alloys. In the present study, several ambient-temperature T0
strain glass alloys were developed, by selecting TiPd with high
temperature martensitic transformation as the host alloy and
doping different kinds of point defects to substitute Pd. By

comparing TiPd-based and TiNi-based strain glass alloys, it is
found that T0 of strain glass alloys is controlled by the
martensitic transformation temperature of its host alloys
without defect doping. Finally, our results suggest that strain
glass alloys are also promising damping materials for
applications, as their transition damping peak is insensitive
to the cooling/heating rate and is also thermal hysteresis free.

� 2014 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

1 Introduction Strain glass (STG), a glassy state in
ferroelastic/martensitic systems, was initially observed in
Ni-rich Ti50�xNi50þx alloys where the high temperature B2
structure appeared to persist to 0K above a critical defect
concentration x¼ 1.5 at% [1]. The randomness produced by
the defects frustrates the system so that the long-range strain
ordering becomes inaccessible [1–6]. Such a glassy state is
analogous to the well-known frozen disordered state in other
ferroic systems such as cluster spin glass in ferromagnetic
system or ferroelectric relaxor in ferroelectric system [7–9].
These glassy states in ferroic materials are generally termed
as “ferroic glass” [10].

The glassy features of strain glass are manifested in its
mechanical response [11–14]. For instance, the frequency
dependence of the AC properties (the storage modulus and
internal friction) was probed by the dynamic mechanical
analysis (DMA) experiments [12], and the breaking down
of ergodicity was measured by zero-field-cooling/field-
cooling (ZFC/FC) experiments on DC properties (strain)
[11]. Recent high resolution transmission electron micros-
copy (HREM) results further reveal that a nano-scale local
displacive transition takes place around the glass transition
temperature in strain glass alloys [15, 16]. In addition,
several numerical simulations and theoretical models have

been proposed for the formation of strain glass in the
presence of disorder [3, 5, 17–21].

Besides these investigations on the nature of strain glass,
such “glassy” martensite exhibits several unique functional-
ities such as the unexpected shape memory effect (SME),
and superelasticity (SE) of the “non-martensitic” system [12,
22], and the stress tuned intelligent damping properties [23].
These functionalities depend sensitively on the glass
transition temperature, around which the stress-induced
strain glass to long-range-strain-ordered martensitic trans-
formation could take place [2, 23]. Up to now, the strain
glass has been identified in numerous alloys by means of
compositional variations (doping point defects) or aging
induced nano-sized precipitates [13, 24]. Nevertheless, most
of the reported strain glass alloys possess fairly low glass
transition temperature, for instance, about 160K for
TiNi-based systems [4, 13, 25], which limits their potential
applications [26]. Thus, it is of interest to search for strain
glass with high glass transition temperature.

Recent studies on Ti50(Pd50�xCrx) shape memory alloy
and Ni55�xCoxMn20Ga25 Heusler alloy showed that the
glass transition in these alloys can take place around room
temperature [12, 14]. Especially, for the Ti50(Pd40Cr10)
strain glass alloy, the undoped host TiPd alloy undergoes a
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B2–B19 martensitic transformation with very high martens-
itic transformation temperature (Ms) of 810K. Such situation
indicates a positive relation between theMs of the host alloy
and the glass transition temperature of the doped alloy [12].

In the present study, we further confirmed the occurrence
of strain glass transition in defect doped TiPd systems,
despite of different kinds of point defects (Fe, Mn). The
corresponding glass transition temperature in these strain
glass alloys is shifted to ambient temperature range. We then
discuss the possible relationship of the glass transition
temperature with the Ms, size of twin shear and elastic
anisotropy factor of its host alloy. The present work is likely
to suggest a guideline for designing new strain glass alloys
with required strain glass transition temperature. Further-
more, our results suggest that strain glass alloys are also
promising damping materials as their transition damping
peak is insensitive to thermal gradient and is also thermal
hysteresis free.

2 Experimental procedures A series of Ti50(Pd50�xDx)
alloys with defect concentration x¼ 5–16 at% were tested in
our study. D (Fe, Mn,) is designed to substitute for Pd and
acts as point defect. Base ingots were made by induction
melting a mixture of 99.9% pure Ti, 99.9% pure Pd,
and 99.9% pure D in an argon atmosphere. Specimens
for measurement were spark cut from the ingots. Then they
were solution-treated at 1373K for 1 h in evacuated quartz
tubes, followed by water quenching. All the specimens were
mechanically polished and chemically etched, in order to
remove the affected surface layer.

Differential scanning calorimetry (DSC) measurements
were made with a cooling/heating rate of 10Kmin�1 to
detect themartensitic transition with exothermal/endothermic
peaks as well as the transition latent heat change associated
with the martensitic transition. Multi-frequency DMA was
carried out to test the strain glass transition in a single
cantilever mode with constant displacement amplitude of
15mm. The values of internal friction and storage modulus
were recorded for six frequencies (0.2, 0.4, 1, 4, 10, and
20Hz) as a function of temperature, with a cooling and
heating rate of 2Kmin�1.

3 Experimental results
3.1 Evolution of transformation behaviors of

Ti50(Pd50�xDx) alloys with increasing defect
concentration As mentioned in the introduction part,
the formation of strain glass is due to the existence of point
defects, which suppresses the formation of long-range-
strain-ordered martensite phase [2]. We first explored the
effect of defect doping on the martensitic transformation
behavior of these Ti50(Pd50�xFex) and Ti50(Pd50�xMnx)
alloys by comparing the DSC results.

As shown in Fig. 1a and b, the exothermal/endothermic
peaks in DSC results and large hysteresis associated with the
transformation (>18K) suggest that both Ti50(Pd42Fe8) and
Ti50(Pd38Fe12) undergo a B2–B19 martensitic transforma-
tion. It is shown that with increasing Fe concentration, the

onset temperature of normal martensitic transformation (Ms),
indicating the martensitic stability was reduced greatly by
the Fe doping. The corresponding transformation latent heat
obtained from both cooling and heating processes decreases
as well when Fe concentration increases. For alloys with
Fe concentration more than �14 at% (as shown in Fig. 1c
and d), DSC peak virtually vanishes, suggesting the absence
of normal martensitic transformation.

The similar evolution of transformation behavior with
increasing defect concentration was also observed in
Ti50(Pd50�xMnx) alloys, see Fig. 2. Below the Mn

Figure 1 (a–d) DSC curves of Ti50(Pd50�xFex) (x¼ 8, 12, 14, 15)
alloys, respectively. MT represents the martensitic transformation.
Ms and Mf stand for the starting and finishing temperature of
B2–B19 martensitic transformation, respectively.

Figure 2 (a–d) DSC curves of Ti50(Pd50�xMnx) (x¼ 10, 12, 13,
15) alloys, respectively. MT represents the martensitic transforma-
tion. Ms and Mf stand for the starting and finishing temperature of
B2–B19 martensitic transformation, respectively.
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concentration of �13 at%, the B2–B19 martensitic transfor-
mation is shown to exist, as evidenced by the exothermal/
endothermic peaks in DSC results of Fig. 2a–c. Above
the Mn concentration of �13 at%, the normal martensitic
transformation disappears, as suggested by the absence of the
exothermal/endothermic peaks in DSC results of Fig. 2d.

3.2 Evidence for strain glass in Ti50(Pd50�xDx)
alloys The decreasing of martensitic transformation temper-
ature and the weakening of the transformation signature by
doping defects in the Ti50(Pd50�xFex) and Ti50(Pd50�xMnx)
systems shown in Figs. 1 and 2 are similar to those observed
in the defect doped Ti50�xNi50þx, Ti50(Ni50�xDx) (D¼ Fe,
Cr, Mn, Co) and Ti50(Pd50�xCrx) system [1, 12, 25]. This
indicates that strain glass transition likely appears in the
heavily doped Ti50(Pd50�xDx) alloys. It is known that one
important signature of strain glass is its dynamic freezing
process from a dynamically disordered state to a frozen
disordered state [1, 2]. Such dynamic freezing can be
identified by the frequency dispersion of the AC mechanical
anomalies [1, 2]. The glass transition temperature Tg(v)
measured at a frequency v obeys the Vogel–Fulcher relation
v¼v0exp[�Ea/kB(Tg�T0)], where Ea is the activation
barrier and T0 is the ideal glass transition temperature at 0Hz.
In the following, DMA measurement was performed to the
Ti50(Pd50�xFex) and Ti50(Pd50�xMnx) alloys to check the
possible strain glass transition.

For the typical martensitic transformation behavior in
slightly doped Ti50(Pd50�xDx) alloys which undergo normal
B2–B19 transformation, the storage modulus displays a
sharp dip and the internal friction shows a sharp peak at the
martensitic transformation temperature. Both the dip and
the peak have no frequency dispersion in its dip or peak
temperature, which is the typical characteristic of normal
martensitic transformation [2].

For those seemingly “non-transforming” alloys
with higher defect concentration, it will be confirmed in
the following that they actually undergo a strain glass
transition. Figure 3 shows the strain glass features
measured by DMA for the Ti50(Pd36Fe14) alloy. The
storage modulus shows a frequency-dependent dip at a
critical temperature (glass transition temperature Tg) and
the internal friction shows a frequency-dependent peak
at temperature lower than Tg. The frequency dependence
of Tg(v) follows the Vogel–Fulcher relation, as shown
in the inset of Fig. 3. The fitting yields an ideal freezing
temperature T0 of 227 K. The similar glassy feature can
be also found in Ti50(Pd35Mn15) alloy as shown in Fig. 4.
The storage modulus and the internal friction all show
clear frequency dispersion; and the fitting by Vogel–
Fulcher relation yields an ideal freezing temperature T0
of 233 K for Ti50(Pd35Mn15) alloy, as shown in the in set
of Fig. 4.

It should be noted that, Tg corresponding to the
frequency range of 0.2–20Hz for both Ti50(Pd36Fe14) and
Ti50(Pd35Mn15) alloys are located at 265–300K, which is
within the ambient temperature range.

3.3 Comparison of damping behaviors associated
with normal martensitic transformation and strain
glass transition Besides the shape memory effect and
superelasticity, martensitic alloys are of considerable
importance as promising high damping alloys, since they
exhibit both high damping capacity and good mechanical
properties [27–29]. There is a high damping peak associated
with the martensitic transformation, which results from the
hysteretic movement of twin boundaries and the interface
between parent phase and martensite phase under AC
external stress field [30, 31]. As shown in the above, there
is also a damping peak associated with the strain glass

Figure 3 DMA results for Ti50(Pd36Fe14) alloy. It shows the
strong frequency dispersion of the storage modulus dip temperature
Tg and internal friction peak temperature. Inset shows fitting of
Tg(v) using Vogel–Fulcher relation, where the ideal freezing
temperature T0¼ 227K.

Figure 4 DMA results for Ti50(Pd35Mn15) alloy. It shows the
strong frequency dispersion of the storage modulus dip temperature
Tg and internal friction peak temperature. Inset shows fitting of
Tg(v) using Vogel–Fulcher relation, where the ideal freezing
temperature T0¼ 233K.
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transition, which is due to the movement of twin boundaries
between nanodomains and the interface between parent
phase and nanodomains as well. Since the martensitic
transition is a thermodynamic transition while the strain
glass transition is a non-thermodynamic transition but a
kinetics governed freezing process, it is interesting to
compare their corresponding damping behavior during these
two different transitions.

For some practical applications, their thermal hysteresis
and cooling rate dependence are important aspects for
evaluating the damping materials. Therefore, the damping
behavior associated with these two kinds of transitions in
these two aspects will be compared. The B2–B19 martensitic
transition in Ti50(Pd45Cr5) alloy and the room temperature Tg
strain glass transition in Ti50(Pd40Cr10) alloy are selected as
the typical examples.

In order to compare the intrinsic thermal hysteresis
between cooling and heating, the internal friction is
measured during step cooling and step heating, during
which the sample is kept at every measuring temperature for
5min to reach thermal equilibrium and then changed the
frequency from 0.2 to 20Hz discretely. Figure 5a shows the
internal friction during B2–B19 martensitic transition. It can
be seen that there is a large thermal hysteresis (�10K)
between the damping peak on cooling and heating processes,
which is one of the main features of the first order martensitic
transformation, because it involves a large transformation
lattice strain. On the contrary, for the strain glass transition in
Fig. 5b, the internal friction peak on cooling and heating
reveals nearly zero thermal hysteresis, which can be ascribed
to the very small and local lattice strains within the
nanodomains. The near zero thermal hysteresis makes the
strain glass to be superior to the normal martensitic alloys for
potential damping applications.

In order to compare the cooling rate dependence of the
damping properties, the internal friction was measured at a
cooling rate of 2Kmin�1 and step-cooing, respectively. The
results are shown in Fig. 6a and b. Clearly, the damping

capacity of martensitic transformation shows a strong
cooling dependence, i.e. the damping value is half cut
during step cooling in Fig. 6a, while that of strain glass
transition shows almost fully cooling rate independence in
Fig. 6b. Therefore, in order to keep a stable damping
capacity for applications in an environment with variable
cooling rate, strain glass is also superior to martensitic alloys.

In summary, the damping behaviors associated with the
strain glass transition shows nearly zero thermal hysteresis
and little cooling rate dependence. Such stable damping
capacity suggests that strain glass alloys are promising
damping materials. Furthermore, strain glass transition can
occur at both ambient temperatures(TiPd-based alloys) and
cryogenic temperatures (TiNi-based alloys); and they may
find potential applications.

4 Discussion
4.1 Generality of high temperature strain glass

transition in defect doped TiPd-based alloys Based
on the DSC and DMA results, the phase diagrams of the
Ti50(Pd50�xFex) and Ti50(Pd50�xMnx) systems are plotted
and shown in Fig. 7a and b. And the previously reported
phase diagrams of the Ti50(Pd50�xCrx) system is also shown
in Fig. 7c [12]. It can be seen the evolution of phase
transformation behaviors as a function of defect concentra-
tion in these three different systems shows a strikingly
similar tendency. When defect concentration is lower than
the critical value xc, the system undergoes a B2–B19
martensitic transformation, but the corresponding transfor-
mation temperature Ms decreases drastically with increasing
defect concentration. By contrast, when the defect concen-
tration exceeds the critical value xc, no B2–B19 martensitic
transformation can be detected in these systems. Instead,
they undergo a strain glass transition. The glass transition
temperature T0 also decreases with increasing defect
concentration. It should be noted, although there exists a
critical value xc for each system, it is different for different
kinds of dopant.

Figure 5 Comparison of thermal hysteresis of the damping
behavior associated with the normal B2–B19 martensitic transfor-
mation in Ti50(Pd45Cr5) (a) and strain glass transition in
Ti50(Pd40Cr10) (b).The frequency used during measurement is 1Hz.

Figure 6 Comparison of cooling rate dependence of the damping
behavior associated with the normal martensitic transformation
(a) and strain glass transition (b).
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Such evolution of transformation behaviors as a function
of defect concentration is similar with that of defect doped
TiNi-based alloys, although the produced martensite phase
is of different structure for TiNi-based and TiPd-based
alloys [1, 12, 13]. The above systematic experimental
confirmation of strain glass transitions in TiPd-based
alloys further indicates that strain glass could be a general
phenomenon in defect-doped martensitic systems. However,
there exist an apparent difference between TiNi-based and
TiPd-based strain glass alloys, that is, all TiPd-based strain
glass alloys are characterized by a ambient-temperature T0,
which is decades higher than that of TiNi-based strain glass
alloys [13].

The strain glass transition in these TiPd-based alloys
can also be ascribed to the sufficient doping of point
defects, which produce two necessary effects on strain glass
formation, as discussed in our earlier work [13]. One is

creating random local strain, because these defect atoms of
different atomic size are randomly distributed in the crystal
lattice. The existence of such random local strain hinder the
formation of long range ordered martensite phase on cooling,
but favors the strain glass formation with local ordering.
The other one is reducing the thermodynamic stability of
martensite phase. It can be seen that, doping of all these
different kinds of point defects decreases the martensitic
transformation temperature; this indicates that defect doping
reduces the thermodynamic driving force for formation
of martensite phase. As a result, with sufficient defect
doping, the martensitic transformation is suppressed and
strain glass transition occurs. Therefore, both effects impede
the long range ordered martensite phase but favor the local
ordered strain glass, which can also be understood by the
phenomenological free energy landscape [12].

4.2 Possible factors influencing the strain glass
transition temperature (T0) Now the question arises:
why TiPd-based strain glass alloys have a higher ideal
freezing temperature T0 than that of the TiNi-based strain
glass alloys? In this subsection, we are going to list several
possible factors, which may influence the strain glass
transition temperature, including the Ms, elastic anisotropic
factor and size of twinning shear of the host alloy.

Figure 8 shows the comparison of phase diagrams
between these TiNi-based and TiPd-based alloys. As already
shown in the above, the transformation behavior as a
function of defect concentration x is very similar for these
two kinds of systems. Below a critical defect concentration,
increasing defect concentration only lowers the normal
martensitic transformation temperature Ms; while above
the critical defect concentration, the normal martensitic
transformation vanishes and is replaced by a strain glass
transition. However, there is a clear difference between the
two systems. TiNi-based alloys start from the pure TiNi host
alloy with a low Ms (�335K), but TiPd-based alloys start
from the pure TiPd host alloy with a much higher Ms

(�810K). Correspondingly, the former system ends up with
a strain glass with low T0 and the latter system ends up with a
strain glass with much higher T0. Therefore, T0 of strain glass
alloy seemingly has a close relationship with Ms of the
host alloy without point defect doping.

Besides the Ms of the host alloys, Table 1 further
compares the elastic anisotropy factor and size of twinning
shear of the two host alloys. The elastic anisotropy factor (A),
defined as the ratio between the two relevant shear moduli
A¼C44/C’ [32], determines the long-range anisotropic
interactions in the martensitic alloys [17]. The size of
twinning shear (s), directly related with the mobility of twin
boundary, somehow reflects the energy barrier between two
twin variants [32]. From Table 1, it seems that larger elastic
anisotropy factor and size of twinning shear (the case of
TiPd-based alloys) of the host alloy correspond to the high
glass transition temperature T0; and smaller ones (the case of
TiNi-based alloys) correspond to the low glass transition
temperature T0.

Figure 7 Temperature-composition phase diagrams ofTi50(Pd50�xDx)
(D¼ Fe, Mn, Cr) alloys. When the defect concentration exceeds
a critical value xc for each system, the strain glass transition occurs.
The ideal freezing temperature T0 of these TiPd-based systems is
around the ambient temperature. STG represents strain glass. The
phase diagram of Ti50(Pd50�xCrx) in (c) was previously proposed
by Zhou et al. [12].
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These facts may be preliminarily understood from the
aspect of competition between the long-range anisotropic
interaction (favors long-range ordered martensite) and the
kinetic hindrance produced by doped point defects (favors
short-range ordered STG). As shown in Fig. 8, for the Cr-
doped TiPd-based alloy, the critical Cr concentration for the
occurrence of strain glass is 9 at%, while that for the strain
glass in Cr-doped TiNi-based alloys is only 3 at%. Such
large difference may results from the contrasting Ms and
elastic anisotropic factor of these two systems. High Ms

indicates high martensite stability, i.e. large thermodynamic
driving force for the formation of martensite phase; and
the large elastic anisotropy factor corresponds to a strong
long-range interaction. Therefore, larger amount of defect
doping is required to suppress the formation of long range
ordered martensite by destroying the strong long range
interaction. Meanwhile, such larger amount of defect doping
gives rise to the large energy barriers between nanodomains.

The delicate competition between the long-range interaction
and the kinetic hindrance at certain thermal activation energy
level will determine the glass transition temperature.
However, how these factors and other possible factors
determine the strain glass transition temperature in detail is
far from recovered and further simulation studies may be
helpful to clear such mystery.

Practically, the correspondence between Ms of the pure
host alloy and T0 of the corresponding strain glass alloy
can be used to design strain glass alloys with proper T0:
high T0 can be obtained by doping point defects into a host
alloy with high Ms. Note that the cost of the present TiPd
alloys is very high; thus applying the guideline in other
low cost systems to achieve strain glass with proper T0
will increase the applicability.

5 Conclusions In order to develop high T0 strain glass
alloys, systematic studies have been done on the phase
transformation behaviors of defect (Fe, Mn, Cr) doped TiPd
alloys, by means of DSC and DMA. The obtained results
and conclusions are presented in the following.

(1) Despite different kinds of point defect, all systems show
a similar tendency of transformation behaviors: below
the critical defect concentration xc, the martensitic
transformation temperature decreases with increasing
defect concentration; above xc, the martensitic transfor-
mation is suppressed and they all undergo a strain glass
transition, although the xc is different for different kinds
of defect doped systems.

(2) The existence of strain glass transition in these TiPd-
based alloys further suggests that strain glass could be
a general phenomenon in defect-doped ferroelastic
systems.

(3) All TiPd-based strain glass alloys have a high freezing
temperature within the ambient temperature range,
which is much higher than that of TiNi-based strain
glass alloys.

(4) T0 of strain glass alloy is closely related with the
martensitic transformation temperatureMs (i.e. martens-
itic stability) of its corresponding undoped host alloy.
This may provide a guideline for designing strain glass
with desired T0 and achieving functionalities at desired
temperatures.

(5) The damping behavior associated with strain glass
transition shows near zero thermal hysteresis and little
cooling rate dependence, which suggests that strain glass
alloys are promising damping materials under variable
environment.
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Table 1 Comparison of properties (martensitic transformation
temperature, elastic anisotropy factor, and size of twinning shear)
between TiNi and TiPd alloys.

TiNi TiPd

martensitic transformation temperature (Ms) 335K 810K
elastic anisotropy factor (A) 2.0a 3.6b

size of twinning shear (s) 0.280a 0.361b

afrom Ref. [32].
bfrom Refs. [33, 34].

Figure 8 Comparison of transformation behaviors as a function
of defect concentration between TiNi-based and TiPd-based
alloys. The solid points stand for the starting temperature of
martensitic transformation Ms and the empty point stand for the
ideal freezing temperature T0 of strain glass transition. M the
represents martensite phase and STG represents strain glass. x is
the defect concentration. RT represents the room temperature
(�298K).The data of Ti50�xNi50þx, Ti50(Ni50�xDx), Ti50(Pd50�xCrx)
are from Refs. [1, 12, 13].
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