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Subspace-Based Algorithms for Localization and
Tracking of Multiple Near-Field Sources
Weiliang Zuo, Jingmin Xin , Senior Member, IEEE, Hiromitsu Ohmori, Member, IEEE,

Nanning Zheng, Fellow, IEEE, and Akira Sano, Member, IEEE

Abstract—In this paper, we investigate the problems of
estimating and tracking the location parameters [i.e., directions-
of-arrival (DOAs) and ranges] of multiple near-field (NF) narrow-
band sources impinging on a symmetric uniform linear array, and
a simple subspace-based algorithm for localization of NF sources
(SALONS) is presented, where the computationally burdensome
eigendecomposition and spectrum peak searching are avoided. In
the SALONS, the DOAs and ranges are estimated separately with
a one-dimensional subspace-based estimation technique, where the
null spaces are obtained through the linear operation of the cor-
relation matrices formed from the antidiagonal elements of the
noiseless array covariance matrix, and the estimated DOAs and
ranges are automatically paired without any additional procedure.
Then the statistical analysis of the presented batch SALONS is
studied, and the asymptotic mean-squared-error expressions of
the estimated DOAs and ranges are derived. Furthermore, an on-
line algorithm is developed for tracking the multiple moving NF
sources with crossover points on their trajectories. The effective-
ness and the theoretical analysis of the presented algorithms are
verified through numerical examples, and the simulation results
show that the proposed algorithms provide good estimation and
tracking performance for DOAs and show satisfactory estimation
and tracking performance for ranges.

Index Terms—Linear operation, near-field, source localization,
uniform linear array.

I. INTRODUCTION

SOURCE localization and tracking play important roles in
many applications of sensor array processing such as sonar,

collision avoidance radar, electronic surveillance, seismology,
speech enhancement, speaker localization using microphone
arrays, and biomedical imaging (e.g., [1]–[15] and references
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therein). Unlike the case of signal sources in the far-field (FF),
where the wave emanated from the signal source is considered as
the plane-wave at the array and characterized by the direction-
of-arrival (DOA) only, and the range (i.e., distance) becomes
irrelevant, when the signal source is close to the array and lies
in the near-field (NF) (i.e., the Fresnel region), the wave imping-
ing on the array has the spherical wavefront characterized by two
independent location parameters (i.e., the DOA and range). In
past decades, numerous methods were proposed for the spherical
wavefront model (e.g., [23]–[27]), for examples, the modified
two-dimensional (2D) MUSIC [23], the polynomial rooting ap-
proach [24], the maximum-likelihood (ML) location estimator
[25], the MUSIC curved wavefront (MCW) algorithm [26], and
the spherical harmonics domain method [27]. However, most of
these methods involve multidimensional searching or high-order
Taylor series expansion and have high computational loads.

In order to facilitate the problem of NF source localization,
the nonlinear propagation time delay of the spherical wavefront
model can be approximated into a quadratic wavefront model
with its second-order Taylor expansion (i.e., Fresnel approxi-
mation) [28]. As a result, some localization methods were pro-
posed for the NF narrowband sources [29]–[35], for instance,
the path-following methods [29], [30], the high-order statistics
(HOS) or cyclostationarity based methods [31]–[34]. In contrast
to the aforementioned methods based on the traditional spher-
ical wavefront model [23]–[27], these quadratic wavefront ap-
proximation based methods usually require low computational
efforts, but they suffer some systematic estimation errors of lo-
cation parameters introduced by the Fresnel approximation [36],
and the linear antenna array based method [35] is only suitable
for a single NF source, while some correction methods were
considered to mitigate the systematic error [37], [71]. Addition-
ally the NF source localization problem was extended and dealt
with the bistatic multiple-input multiple-output (MIMO) radar
systems by utilizing the approximated model of time delay [72],
[73] or the exact model of time delay [74]–[77] with linear ar-
rays in 2D space or with arbitrary planar arrays in 3D space,
while several 3D localization methods were also reported for a
single NF source with uniform circular array [78], [79].

Furthermore the matrix-form expressions of the stochas-
tic (i.e., unconditional) Cramer-Rao lower bounds (CRBs)
were presented for multiple NF sources [24], [44], and some
nonmatrix-form analytical expressions of the deterministic (i.e.,
conditional) CRBs were derived for one single time-varying NF
source [80], [81] and two NF sources [82], [83], while several
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different deterministic lower bounds were also derived for char-
acterizing the non-asymptotic performance of one single NF
source [84]. By using the exact model of time delay, the “ex-
act” closed-form expressions of the stochastic and deterministic
CRBs were derived for one single NF source impinging on the
uniform linear array (ULA) [85], [86], the arbitrary linear arrays
[38], the uniform circular array [87], and the planar array [88].

Recently by utilizing the geometric configuration of centro-
symmetric linear arrays [38] and the quadratic wavefront
approximation model, many HOS (or cyclostationarity) and
second-order statistic (SOS) based localization methods were
developed for the NF sources [39]–[49]. Among them, the HOS
(or cyclostationarity) based methods [39]–[42] often involve
multidimensional searching or are suitable only for the incident
signals with specifically temporal properties, and they require
many array snapshots and have high computational load, while
the SOS-based methods [43]–[49] are more computationally
efficient compared to the former. However, the generalized ES-
PRIT and MUSIC based method (GEMM) [45] performs worse
for finite array snapshots, because the generalized ESPRIT [53]
encounters ambiguity in some scenarios owing to the selec-
tion of weighting matrix [54], while the rank reduction based
method [47] generally performs better than the GEMM with
more computational load [55]. The reduced-dimension MUSIC
algorithm (RD-MUSIC) [48] obtains the DOA estimates by 1D
peak-searching procedure, which is really time-consuming. Al-
though the weighted linear prediction method (WLPM) [44] has
a rather simple way to implement, the structure property of the
array covariance matrix of the incident signals is required in
these methods [43], [44], [46], where this structure property is
only valid for large number of snapshots. Additionally the sparse
recovery method has a rather difficulty to determine the regular-
ization parameter that balances the tradeoff between the Frobe-
nius norm term and �1-norm term in the objective function [49].
On the other hand, an adaptive algorithm was suggested [50],
it still requires the eigendecomposition, which is rather compu-
tationally intensive and time-consuming, and consequently this
algorithm is unsuitable for some practical situations, when the
number of sensors is large and/or the trajectories of multiple
moving NF sources have crossover points (cf. [51], [52] and
references therein).

On the other hand, the problem of tracking multiple moving
sources is very important in practical applications of radar, sonar,
communications, and so on (cf. [68]), and many on-line algo-
rithms have been widely studied for tracking the 1D DOA or 2D
DOAs (i.e., azimuth and elevation angles) of multiple FF sources
from different viewpoints (see, e.g., [52], [65], [66], [92], [93],
[96], [97], [64] and references therein). Similarly to the 2D DOA
tracking of multiple FF sources (cf. [66]), multiple successively
estimated location parameters (i.e., DOAs and ranges) obtained
at different time instants should be pair-matched for the same
source, and this association becomes considerably more difficult
than the 1D tracking of multiple FF sources due to the increase
in the dimensionality. To the best of our knowledge, the track-
ing of NF narrowband sources with uniform sensor arrays has
not been considered in the literature of array processing except
the fuzzy neural networks (FNN) based method [108] and the

fast simulated annealing (FSA) and adaptive simulated anneal-
ing (ASA) algorithms [109]. However, the FNN-based method
[108] was developed with ULA for a single NF source and inap-
plicable for multiple moving sources, while the FSA and ASA
algorithms with randomly distributed sensors [109] model each
source as a first-order autoregressive process and require an it-
eration procedure to accomplish search strategy for the global
minimum, which is computationally intensive.

Therefor in this paper, we investigate the problems of localiz-
ing and tracking multiple NF narrowband sources impinging
on a symmetric ULA. Motivated by the subspace-based lo-
calization of FF and NF sources without eigendecomposition
(LOFNS) [70], we present a simple subspace-based algorithm
for localization of NF sources (SALONS) by utilizing the anti-
diagonal elements of the noiseless array covariance matrix. In
the SALONS, the DOAs and ranges are estimated separately
with a 1D subspace-based estimation technique, where the null
spaces are obtained through a linear operation of the correlation
matrices formed from the anti-diagonal elements of the noiseless
array covariance matrix, and the estimated DOAs and ranges are
automatically paired without any additional procedure, where
the computationally burdensome eigendecomposition and spec-
trum peak searching are avoided. Then the statistical property
of the batch SALONS is analyzed, and the asymptotic mean-
squared-error (MSE) expressions of the estimation errors are
derived for both the estimated DOAs and ranges. Furthermore,
an on-line algorithm is developed for tracking multiple mov-
ing NF sources with crossover points on their trajectories. The
effectiveness and the theoretical analysis of the proposed algo-
rithms are substantiated through numerical examples, and the
simulation results show that the batch and adaptive algorithms
provide good estimation and tracking performance for both the
DOAs and ranges.

Remark A: In fact, the FF sources and the NF sources may
coexist in some practical scenarios (for example, speaker local-
ization with microphone arrays) (e.g., [98]–[100]), and hence
many different methods were developed for the localization of
these mixed sources (see, e.g., [101]–[106], [70] and the refer-
ences therein), where the stochastic CRB and the SNR threshold
were investigated in [102] and [107], respectively. In our pre-
vious work, the so-called LOFNS was proposed for localizing
the mixed FF and NF sources impinging on the symmetric ULA
[70], where the oblique projection operator (see, e.g., [63]) is
utilized to isolate the NF signals from the FF ones, and the proce-
dures of computationally burdensome eigendecomposition are
not required in the estimation of the NF and FF location pa-
rameters and the computation of oblique projection operator.
Unfortunately, the problem of tracking NF and FF sources is
much complicated, and this problem has not been studied in the
literature of array processing. �

Notation: In the paper, Om×n , Im , 0m×1 , and δn,t stand
for an m× n null matrix, m×m identity matrix, m× 1 null
vector, and Kronecker delta, and E{·}, {·}∗, (·)T , and (·)H
represent the statistical expectation, complex conjugate, trans-
position, and Hermitian transposition, respectively. Addition-
ally, (·)† and diag(·) denote Moore-Penrose pseudoinverse and
the diagonal matrix operator, while R(·) and N (·) indicate the
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Fig. 1. The localization of near-field source signals with a symmetric ULA.

range space or null space of the bracketed matrix. Furthermore,
⊗, ⊕, and tr{·} signify the Kronecker product, the direct sum
operator, and the trace operator, and Im{ · } and Re{ · } denote
the imaginary or real part of the bracketed quantity, while ei is
a (2M + 1) × 1 unit vector with a unity element

II. DATA MODEL

We consider K signals {sk (n)} from the NF narrowband
sources impinging on a ULA consisting of 2M + 1 sensors with
spacing d as depicted in Fig. 1, where the sensors are assumed
to be fully calibrated, and the center of the array is assumed as
the phase reference point. The received noisy signal xi(n) at the
ith sensor can be expressed as

xi(n) =
K∑

k=1

sk (n)ejτi k (n) + wi(n) (1)

for i = −M, . . . ,−1, 0, 1, . . . ,M , where n denotes the discrete
time instant, wi(n) is the additive noise, and τik (n) is the phase
delay due to the time delay between the reference sensor and
the ith sensor for the kth incident signal sk (n), which is given
by (cf. [28])

τik (n)

=
2π
λ

(√
r2
k (n) + (id)2 − 2idrk (n) sin θk (n) − rk (n)

)

(2)

where θk (n) and rk (n) are the DOA and range of sk (n), and λ

is the wavelength. When the signal sk (n) is in the Fresnel region
(i.e., rk (n) ∈ (0.62(D3/λ)1/2 , 2D2/λ)), where D is the aper-
ture of the array given by D = 2Md herein (cf. [4]), τik (n) in
(2) can be approximated with the second-order Taylor expansion
as [28], [44]

τik (n) ≈ iψk + i2φk (3)

in which ψk and φk are the electric angles defined by

ψk � −2πd
λ

sin (θk (n)) (4)

φk � πd2

λrk
cos2 (θk (n)). (5)

Then the received signals can be rewritten compactly

x(n) = As(n) + w(n) (6)

where x(n) � [x−M (n), . . . , x−1(n), x0(n), x1(n), . . . ,
xM (n)]T , s(n) � [s1(n), s2(n), . . . , sK (n)]T , and w(n) �
[w−M (n), . . . , w−1(n), w0(n), w1(n), . . . , wM (n)]T , while A

is the array response matrix defined by A � [a(θ1(n),
r1(n)),a(θ2(n), r2(n)), . . . ,a(θK (n), rK (n))], and a(θk (n),
rk (n)) � [e−jM ψk ejM

2 φk , . . . , e−jψk ejφk , 1, ejψk ejφk , . . . ,
ejM ψk ejM

2 φk ]T .
Here we make the basic assumptions as follows.
A1) The array is calibrated, and the array response matrix A

has full rank and is unambiguous (i.e., rank{A} = K).
A2) The incident signals {sk (n)} are temporally complex

white Gaussian random processes with zero-mean and
the variance given by E{sk (n)s∗k (t)} = rsk δn,t and
E{sk (n)sk (t)} = 0,∀n, t.

A3) The additive noises {wi(n)} are temporally and
spatially complex white Gaussian random pro-
cesses with zero-mean and the covariance matri-
ces E{w(n)wH (t)} = σ2I2M+1δn,t , and E{w(n)
·wT (t)} = O(2M+1)×(2M+1) ,∀n, t. In addition, the ad-
ditive noises are independent to the incident signals, i.e.,
E{s(n)wH (n)} = E{s(n)wT (n)} = OK×(2M+1) .

A4) The number of incident signals K is known, and K
satisfies the relation K < M + 1.

A5) The sensor spacing d satisfies the relation d ≤ λ/4 for
avoiding the estimation ambiguity.

In the following, we concentrate on the estimation and track-
ing of location parameters {θk (n)}Kk=1 and {rk (n)}Kk=1 of
multiple NF source signals from the finite noisy array data
{x(n)}Nn=1 .

III. BATCH SOURCE LOCALIZATION: SALONS

Firstly we consider a new computationally efficient subspace-
based and batch method for estimating the DOAs and ranges
of multiple NF sources, where the source locations are time
invariant, i.e., θk (n) = θk (n) = rk , and this will be a base for
source tracking developed in Section IV.

A. Subspace Estimation

Under the basic assumptions, from (6), we obtain the (2M +
1) × (2M + 1) array covariance matrix R

R � E
{
x(n)xH (n)

}
= ARsA

H + σ2I2M+1 (7)

where Rs � E{s(n)sH (n)} = diag(rs1 , rs2 , . . . , rsK ). We
can express its pqth element (R)pq along the major anti-diagonal
(for m = 0) and that along the mth ( 1 ≤ |m| < M ) upper
(for m > 0) or lower (for m < 0) diagonal off the major anti-
diagonal as

(R)pq � E{xp(n)x∗q (n)}

=
K∑

k=1

rsk e
j (2p+m )γm k + σ2δp,−p−m � ρm (p) (8)

for p = −M +m2 ,−M +m2 + 1, . . . ,−1, 0, 1, . . . ,M −
m1 − 1,M −m1 , and q=−p−m, wherem1 =0.5(|m| +m),
m2 = 0.5(|m| −m), and γmk � ψk −mφk . By partitioning
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the matrix R in (7) into four submatrices as

K 2M+1−K

R =
[

R11 , R12

R21 , R22

]
K

2M+1−K
(9)

we have the noise variance σ2 from R21 and R22 as [57]

σ2 =
tr{R22Π}

tr{Π} (10)

where Π � I2M+1−K − R21R
†
21 , and R†

21 = (RH
21R21)−1

·RH
21 . Hence from (8) and (10), we get the noiseless correlation

ρ̄m (p) of the received array data

ρ̄m (p) � ρm (p) − σ2δp,−p−m

=
K∑

k=1

rsk e
jmγm k ej2pγm k � r̄Tmsbm (p) (11)

where r̄ms � [rs1 e
jmγm 1 , rs2 e

jmγm 2 , . . . , rsK e
jmγm K ]T ,

and bm (p)� [ej2pγm 1 , ej2pγm 2 , . . . , ej2pγm K ]T . Evidently,
{ρ̄m (p)} can be interpreted as the received “signals” for a
virtual array of 2M + 1 − |m| sensors illuminated by K
“signals” {rsk }, and these “signals” {ρ̄m (p)} differ only by a
phase factor γmk (cf. [58]).

Consequently by dividing the virtual array into L = M +
1 −m1α overlapping subarrays with K̄ = M + 1 −m2α sen-
sors, where K̄ ≥ L ≥ K, m1α = 0.5(|m| + α(m)), m2α =
0.5(|m| − α(m)), and α(m) = 0.5(1 − (−1)m ), i.e., |m| ≤
2M + 2 − 2K − α(m), we can express the correlation vector
ζml of the lth subarray as

ζml � [ρ̄m (M − K̄ −m2 − l + 1),

ρ̄m (M − K̄ −m2 − l + 2), . . . , ρ̄m (M −m2 − l)]T

= [bm (M − K̄ −m2 − l + 1),

bm (M − K̄ −m2 − l + 2), . . . ,

bm (M −m2 − l)]T r̄ms

= ĀmDM−K̄−m 2 −l+1
m r̄ms (12)

where Ām � [bm (0), bm (1), . . . , bm (K̄ − 1)]T , and Dm �
diag(ej2γm 1 , ej2γm 2 , . . . , ej2γm K ). By concatenating (12) for
l = 1, 2, . . . , L and performing some simple manipulations, we
obtain a correlation matrix Zm as

Zm � [ζm1 , ζm2 , . . . , ζmL ]T

= Ã
∗
m R̄msD

M−K̄−m 2 +1
m Ā

T
m (13)

where Ãm � [bm (0), bm (1), . . . , bm (L− 1)]T , and R̄ms �
diag(rs1 e

jmγm 1 , rs2 e
jmγm 2 , . . . , rsK e

jmγm K ).
Under the assumptions, the ranks of two Vandermonde ma-

trices Ãm and Ām and two diagonal matrices R̄ms and
Dm are given by rank(Ãm ) = min(L,K) = K, rank(Ām ) =
min(K̄,K) = K, and rank(R̄ms) = rank(Dm ) = K. Hence
the rank of the L× K̄ matrix Zm in (13) is obtained as
rank(Zm ) = K, i.e., the dimension of signal subspace of Zm

equals the number of incident signals K.

Then we can divide the L×K matrix Ã
∗
m in (13) into two

parts as follows:

Ã
∗
m =

[
Ã

∗
m1

Ã
∗
m2

]
}K
}L−K . (14)

Since Ã
∗
m1 is a submatrix of the Vandemonde matrix Ã

∗
m

with full rank in (14), we can find that Ã
∗
m1 is invertible and

rank(Ã
∗
m1) = K and the rows of Ã

∗
m2 are a linear combina-

tion of linear independent rows of Ã
∗
m1 , equivalently, there is a

K × (L−K) linear operator Pm between Ã
∗
m2 and Ã

∗
m1 as

[56], [57], [89]–[96]

Ã
∗
m2 = PH

m Ã
∗
m1 . (15)

Hence from (13) and (15), by partitioning the matrix Zm in
(13) as Zm = [ZT

m1 ,Z
T
m2 ]

T , where Zm1 and Zm2 consist of
the first K and the last L−K rows, respectively, the linear
operator Pm can be obtained from the noiseless correlation
matrix Zm (cf. [59])

Pm = Ã
−T
m1Ã

T

m2 = (Zm1Z
H
m1)

−1Zm1Z
H
m2 . (16)

From (15), we easily get

QH
m Ã

∗
m = O(L−K )×K (17)

where Qm � [P T
m ,−IL−K ]T . Because the L× (L−K) ma-

trix Qm has a full rank of L−K, the columns of Qm in
fact form the basis for the null space N (Ã

∗
m ) of Ã

∗
m , and

clearly the orthogonal projector onto this subspace is given by
ΠQm

� Qm (QH
mQm )−1QH

m , which implies that [56]

QH
ma∗

m = 0(L−K )×1 , for θ = θk (18)

where am (γmk ) is the kth column of the matrix Ã
∗
m given

by am (γmk ) � [1, e−2jγm k , . . . , e−j2(L−1)γm k ]T . Evidently the
DOAs and ranges can be estimated based on the orthogonal
property in (18) without any eigendecomposition.

Remark B: By considering the SVD of matrix Ã
∗
m , we read-

ily verify that the orthogonal projector ΠQm
can be written as

Ã
∗
m = IL − Ã

∗
m (Ã

T

m Ã
∗
m )−1Ã

T

m [21]. �

B. Location Parameter Estimation

Thus when only finite and noisy array data are available, the
array covariance matrix R can be obtained

R̂ =
1
N

N∑

n=1

x(n)xH (n) (19)

where N is the number of snapshots. Then from (17), the pa-
rameters {γmk}Kk=1 of the K NF sources can be estimated by
minimizing the following cost function

f(θ) = aHm (γmk )ΠQ̂m
am (γmk ) (20)
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where

ΠQ̂m
= Q̂m

(
Q̂
H

m Q̂m

)−1
Q̂
H

m

= Q̂m

(
IL−K − P̂

H

m

(
P̂m P̂

H

m + IK

)−1
P̂m

)
Q̂
H

m

(21)

P̂m =
(
Ẑm1Ẑ

H

m1

)−1
Ẑm1Ẑ

H

m2 (22)

and Q̂m = [P̂
T

m ,−IL−K ]T , in which ΠQ̂m
is calculated by

using the matrix inversion lemma implicitly, and the orthonor-
malization of the matrix Q̂m is used in ΠQ̂m

to improve the
estimation performance [56], [59].

From (20), by setting m = 0, we can see that the DOAs can
be estimated with 1D searching, i.e.,

f0(θ) = aH0 (θ)ΠQ̂ 0
a0(θ). (23)

Once we have the DOA estimates {θ̂k}Kk=1 , by setting m =
m̄ 
= 0, from (20), we have

fm̄ (θ̂k , r) = aHm̄ (θ̂k , r)ΠQ̂ m̄
am̄ (θ̂k , r) (24)

where 1 ≤ |m̄| < M , and the estimated parameters θ̂k and r̂k
are paired automatically without any additional processing.

Remark C: In the previously proposed LOFNS for the lo-
calization of the mixed NF and FF sources [70], a Toeplitz
matrix is constructed with the elements of projected array cor-
relation matrix along the major anti-diagonal (i.e., m = 0),
and then the DOAs of NF sources are estimated from this
Toeplitz matrix through a linear operation (cf. [56]), while
the ranges of NF sources are estimated from the whole esti-
mated noiseless array covariance matrix through another linear
operation. However in the SALONS motivated by the afore-
mentioned LOFNS, a generalized Toeplitz matrix Zm in (13)
is formed from the elements of the array covariance matrix
along its different anti-diagonals (i.e.,m = 0, andm = m̄ 
= 0,
where 1 ≤ |m̄| < M ), and the DOAs and ranges of NF sources
can be estimated from this Toeplitz matrix with the aid of a
linear operation by choosing different anti-diagonal index m.
Furthermore by choosing any two different anti-diagonal in-
dices such asm = m1 
= 0 andm = m2 
= 0, wherem1 
= m2 ,
1 ≤ |m̄1 | < M , and 1 ≤ |m̄2 | < M , the DOAs and ranges of
NF sources could be also estimated, though a procedure of pair-
matching is required. �

C. Implementation of Presented SALONS

When the finite array data {x(n)}Nn=1 are available, the im-
plementation of the batch SALONS for NF localization is sum-
marized as follows:

1) Calculate the sample array covariance matrix R̂ with (19).
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8(2M + 1)2N flops

2) Estimate the noise variance σ2 with (9) and (10), and
calculate the noiseless correlation ˆ̄ρm (p) with (11).

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2(2M + 1)2 flops
3) Estimate the DOAs {θk}Kk=1 by finding the phases of the

K zeros of the following polynomial p0(z) closest to the

unit circle in the z-plane with (23)

p0(z) � pH0 (z)ΠQ̂ 0
p0(z) (25)

where p0(z) � [1, z−1 , . . . , z−(L−1) ]T , and z �
ej4πd sin θ/λ.

.16K2(M + 1 −K) + 8K(M + 1)(M + 1 −K)
+ 8K(M + 1 −K)2 + 8(M + 1)(M + 1 −K)2

+ 16K2(M + 1) + 8(M + 1)2(M + 1 −K)
+ 8(M + 1)2 + 8(M + 1) + O(K3) flops

4) Estimate the ranges {rk}Kk=1 by finding the phases of the
K zeros of the following polynomial pm̄ (z) closest to the
unit circle in the z-plane with (24)

pm̄ (z) � zM+1pHm̄ (z)ΓH (θ̂k )ΠQ̂ m̄
Γ(θ̂k )pm̄ (z) (26)

where pm̄ (z) � [1, z−1 , . . . , z−(L−1) ]T , Γ(θ̂k ) � diag
(1, e4j ψ̂k , . . . , e2(L−1)j ψ̂k ), and z � e2jm̄πd2 ·ecos2 θ̂k /(λr) .

. . 16K2(L−K) + 8KL(L−K) + 8K(L−K)2

+ 8L(L−K)2 + 16K2L+ 8L2(L−K)
+ 8L2 + 8L+ O(K3) flops

The computational complexity of each step above is roughly
indicated in terms of the number of flops, where a flop is de-
fined as a floating-point addition or multiplication operation as
adopted by MATLAB software. The computational complexity
of the SALONS is nearly O[(2M + 1)2N + (M + 1)3] flops
when 2M + 1 � K, which occurs often in the application
of NF source localization, where O(k) denotes the term
of order smaller or equal to k. The existing methods such
as the RD-MUSIC [48] and the GEMM [45] involve the
eigendecomposition to obtain the signal/noise subspace.
Moreover the GEMM involves one EVD and two 1D spectrum
peak searching, and its computational complexity is roughly
O[(2M + 1)2N + (2M + 1)3 + (2M + 1)2180/Δθ +
(2M + 1)2(2D2/λ − 0.62(D3/λ)1/2)/Δr] flops, where
Δθ and Δr are the angular and range grid spacings (e.g.,
Δθ = 0.02◦ and Δr = 0.02). Similarly, the computational
complexity of the RD–MUSIC is about O[(2M + 1)2N +
(2M + 1)3 + (2M + 1)(M + 1)2180/Δθ] flops. Obviously
since the computationally burdensome eigendecomposition
procedure and peak searching are avoided, the proposed method
is computationally more efficient than these existing methods.

Remark D: As shown in Fig. 2, the computational complex-
ity of the SALONS in MATLAB flops is compared with that
of some existing SOS-based localization methods for the NF
sources such as the RD-MUSIC [48] and the GEMM [45]. Ob-
viously the SALONS is computationally more efficient than
these existing methods [48], [45], since the computationally
burdensome eigendecomposition procedure and peak searching
are avoided. �

IV. SOURCES TRACKING ALGORITHM

Based on the batch SALONS described above, now we con-
sider the on-line algorithm for tracking the time-varying DOAs
and ranges of multiple moving NF sources with crossover points
on their trajectories.

Here we assume that (θk (n), rk (n)) are slowly time-varying
so that θk (n̄Ns + 1) ≈ θk (n̄Ns + 2) ≈ · · · ≈ θk ((n̄+ 1)Ns)
and rk (n̄Ns + 1) ≈ rk (n̄Ns + 2) ≈ · · · ≈ rk ((n̄+ 1)Ns) for
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Fig. 2. Comparison of computational complexities in MATLAB flops versus
(a) the number of the snapshots (2M + 1 = 13) and (b) the number of the
sensors (N = 200) (solid line with “x”: RD-MUSIC; dash-dotted line: GEMM;
solid line: SALONS).

n ∈ (n̄Ns, (n̄+ 1)Ns ] and n̄ = 0, 1, . . ., where there are Ns

snapshots of array data available for DOA updating (cf. [64]–
[66] and references therein). Then by denoting θk (n̄Ns) and
rk (n̄Ns) as θk (n̄) and rk (n̄), the DOA and range tracking
can be formulated as the estimation of the location pairs
{(θk (n̄), rk (n̄))} from Ns snapshots of {x(n)} measured at
n = n̄Ns + 1, n̄Ns + 2, . . . , (n̄+ 1)Ns while maintaining the
correct association between the current estimates (θ̂k (n̄), r̂k (n̄))
and the previous estimates (θ̂k (n̄− 1), r̂k (n̄− 1)) for the same
incident signal.

A. Luenberger Observer Based State Estimation

Similarly to the previously proposed FF sources tracking [65],
[66], where the Luenberger observer [67] with a deterministic
dynamic state model of the direction trajectory was employed
to solve the association problem of the estimated DOAs at two
successive time instants, here we consider the problem of mul-
tiple NF sources tracking by using the Luenberger observer. By
letting the DOA (or range) velocity and acceleration of θk (n̄)
(or rk (n̄)) at the instant n̄ be θ̇k (n̄) (or ṙk (n)) and θ̈k (n̄) (or
r̈k (n̄)) and denoting the state vectors of the dynamic models

for the DOA and range as ζθk (n̄)


= [θk (n̄), θ̇k (n̄), θ̈k (n̄)]T and

ζrk (n̄)


= [rk (n̄), ṙk (n̄), r̈k (n̄)]T , the slowly time-varying tra-

jectories of angle θk (n̄) and range rk (n̄) can be approximately
expressed by a deterministic state model with constant accel-
eration in the absence of process and measurement noises and
the DOAs and ranges can be measured from the corresponding
state vectors

ζθk (n̄) = Fζθk (n̄− 1), θk (n̄) = cT ζθk (n̄) (27)

ζrk (n̄) = Fζrk (n̄− 1), rk (n̄) = cT ζrk (n̄) (28)

where F and c are the transition matrix and the measurement
vector given by F



= [1, Ns, 0.5N 2

s ; 0, 1, Ns ; 0, 0, 1] and c


=

[1, 0, 0]T (see, e.g., [64]–[66], [68], [97]).

Then by using the measurements θk (n̄) and rk (n̄), the
Luenberger observers for estimation of the DOA and range at
the instant n̄ are given by (cf. [69] and references therein)

ζ̂θk (n̄+ 1) = ζ̄θk (n̄) + gθk (θk (n̄) − cT ζ̂θk (n̄)) (29)

ζ̄θk (n̄) = F ζ̂θk (n̄− 1) (30)

θ̂k (n̄) = cT ζ̂θk (n̄) (31)

ζ̂rk (n̄+ 1) = ζ̄rk (n̄) + grk (rk (n̄) − cT ζ̂rk (n̄)) (32)

ζ̄rk (n̄) = F ζ̂rk (n̄− 1) (33)

r̂k (n̄) = cT ζ̂rk (n̄) (34)

where ζ̂θk (n̄) (or ζ̂rk (n̄)) is the current estimate based on the
measurement θk (n̄) (or rk (n̄)) at the current instant n̄, while
ζ̄θk (n̄) (or ζ̄rk (n̄)) is the predicted estimate based on a model
prediction from the estimate obtained at the previous instant
n̄− 1, and gθk and grk are the observer gains, which should be
chosen appropriately to ensure the magnitudes of all eigenvalues
of the matrices F − gθk c

T F and F − grk c
T F be strictly less

than one so that the observers in (29)–(34) are asymptotically
stable for any initial values of ζ̂θk (0) and ζ̂rk (0).

B. DOA and Range Tracking of Moving Sources

In fact, the measurements θk (n̄) and rk (n̄) and the state vec-
tors ζ̂θk (n̄) and ζ̂rk (n̄) in (29) and (32) are unknown and should
be estimated from the available array data by exploiting the
batch SALONS and the Luenberger observer described above.
During the interval of direction updating (n̄T, (n̄+ 1)T ] (i.e.,
n = n̄Ns + 1, n̄Ns + 2, . . . , (n̄+ 1)Ns), the instantaneous es-
timated cross-correlation matrix R̂ in (19) can be recursively
computed by rank-1 updating as

R̂(n) = γ̄R̂(n− 1) + x(n)xH (n) (35)

where γ̄ is the forgetting factor given by 0 < γ̄ < 1, which
should be selected appropriately to accommodate for the time-
variations of DOAs and ranges and usually chosen close to one
for achieving good tracking performance and reducing the sen-
sitivity to additive noise. When n = (n̄+ 1)Ns , by forming the
instantaneous estimates Z0(n) in (13), from (35), we can obtain
the instantaneous orthogonal projector ΠQ̂ 0

(n) with (21) and
(22), which is denoted as ΠQ̂ 0

(n̄). Then by considering the Tay-
lor series expansion of f0(θ) in (23) and using the instantaneous
orthogonal projector ΠQ̂ 0

(n) and a predicated state vectors

ζ̂θk (n̄|n̄− 1) (i.e., θ̂k (n̄|n̄− 1)), the “measurement” θ̃k (n̄) of
the DOA θk (n̄) in (29) can be estimated with the approximate
Newton iteration as

θ̃k (n̄) = θ̂k (n̄|n̄− 1)

− Re
{
dH0 (θ)ΠQ̂ 0

(n̄)a0(θ)
}

dH0 (θ)ΠQ̂ 0
(n̄)d0(θ)

∣∣∣∣
θ= θ̂k (n̄ |n̄−1)

(36)

where d0(θ)


= d(a0(θ))/dθ, while the state vector ζ̂θk (n̄) in

(29) can be estimated by refining the predicated state vector
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ζ̂θk (n̄|n̄− 1) as

ζ̂θk (n̄|n̄) = ζ̂θk (n̄|n̄− 1) + gθk (θ̃k (n̄) − θ̂k (n̄|n̄− 1)) (37)

and hence the DOA θk (n̄) can be estimated as

θ̂k (n̄) = cT ζ̂θk (n̄|n̄). (38)

Here for improving the tracking performance of the NF
ranges, we construct the instantaneous orthogonal projector for
the range by using the full array data (see [70] in details). In
a similar way, by using the instantaneous orthogonal projec-
tor ΠQ̂ (n̄) and a predicated state vector ζ̂rk (n̄|n̄− 1) (i.e.,

r̂k (n̄|n̄− 1)) and using the estimate θ̂k (n̄) in (38), we can ob-
tain the “measurement” r̃k (n̄) of the range rk (n̄) in (32) by the
following approximate Newton iteration

r̃k (n̄) = r̂k (n̄|n̄− 1)

− Re{d(θ̂k (n̄), r)ΠQ̂ (n̄)a(θ̂k (n̄), r)}
d(θ̂k (n̄), r)ΠQ̂ (n̄)d(θ̂k (n̄), r)

∣∣∣∣
r= r̂k (n̄ |n̄−1)

(39)

where d(θ, r)


= d(a(θ, r))/dr and the calculation details of

ΠQ̂ (n̄) can be found in [70]. Then by using this “measurement”

in (39), we can get the state vector ζ̂rk (n̄) in (32) by refining
the predicated state vector ζ̂rk (n̄|n̄− 1) as

ζ̂rk (n̄|n̄) = ζ̂rk (n̄|n̄− 1) + grk (r̃k (n̄) − r̂k (n̄|n̄− 1)) (40)

and thus the range rk (n̄) can be estimated as

r̂k (n̄) = cT ζ̂rk (n̄|n̄). (41)

C. On-Line Algorithm for Source Tracking

Hence we have the following on-line algorithm for tracking
the DOAs and ranges of multiple moving NF sources.

1) Estimate the initial values of θk (n̄) and rk (n̄) from theNs

snapshots of {x(n)}Ns
n=1 with the batch SALONS method

described in Section III-C, and denote them as θ̂k (0|0) and
r̂k (0|0).

2) Initialize the Luenberger observers by ζ̂θk (0|0) =
[θ̂k (0|0), 0, 0]T and ζ̂rk (0|0) = [r̂k (0|0), 0, 0]T , and
set the instantaneous covariance matrix R̂(Ns) =
O(2M+)×(2M+1) , while update the instant index to n̄ = 1
and n = n̄Ns + 1.

3) Calculate the predicted state vectors ζ̂θk (n̄|n̄− 1) and
ζ̂rk (n̄|n̄− 1) and predicted angle θ̂k (n̄|n̄− 1) and range
r̂k (n̄|n̄− 1) from the existing estimated state vectors
ζ̂θk (n̄− 1|n̄− 1) and ζ̂rk (n̄− 1|n̄− 1) with Luenberger
observers with (30), (31), (33) and (34) as

ζ̂θk (n̄|n̄− 1) = F ζ̂θk (n̄− 1|n̄− 1) (42)

ζ̂rk (n̄|n̄− 1) = F ζ̂rk (n̄− 1|n̄− 1) (43)

θ̂k (n̄|n̄− 1) = cT ζ̂θk (n̄|n̄− 1) (44)

r̂k (n̄|n̄− 1) = cT ζ̂rk (n̄|n̄− 1). (45)

4) Estimate the instantaneous cross-correlation matrix R̂(n)
with (35).

5) If n = (n̄+ 1)Ns , go to the next step; otherwise update
the instant index as n = n+ 1, and return to Step 4.

6) Calculate the estimated orthogonal projector ΠQ̂ 0
(n̄) with

(21) and (22).
7) Calculate the “measurement” θ̃k (n̄) by using the projector

ΠQ̂ 0
(n̄) and the predicted angle θ̂k (n̄|n̄− 1) with (36),

and estimate the DOAs θ̂k (n̄) with (37) and (38) for k =
1, 2, . . . , p.

8) Calculate the estimated orthogonal projector ΠQ̂ (n̄) in

(39) by using θ̂k (n̄), and estimate the “measurement”
r̃k (n̄) by using the predicted angle r̂k (n̄|n̄− 1) with (39).

9) Calculate the refined state vector ζ̂rk (n̄|n̄) and estimate
the range r̂k (n̄) with (40) and (41).

10) Update the instant index of angle and range updating as
n̄ = n̄+ 1 and n = n̄Ns + 1, and go to Step 3.

Remark E: The Luenberger observer plays important roles
of refining (or smoothing) the measured DOA and range θ̃k (n̄)
and r̃k (n̄) obtained from the array data and maintaining the
association between the estimates {(θ̂k (n̄), r̂k (n̄))} at different
time instants of parameter updating. �

V. STATISTICAL ANALYSIS OF BATCH SALONS

Here we analyze the statistical properties of the batch SA-
LONS for NF source localization with (23) and (24) for a large
number of snapshots.

A. Asymptotic Properties of the Proposed Method

For sufficiently larger number of snapshots N , we can find
that the estimated DOA θ̂k by minimizing the cost function in
(23) and the estimated range r̂k by minimizing the cost function
in (24) approach the true parameters θk and rk with probability
one (cf. Appendix A in [59]). Hence we can obtain the asymp-
totic MSE expressions of the DOAs and ranges estimated by the
SALONS as the following Theorems.

Theorem 1: The large-sample MSE of the estimation error
θ̂k − θk of the near-field signals obtained by (23) is given by

MSE(θ̂k ) = var{θ̂k}

=
σ2

2NH2
0kk

Re
{
σ2Tr

{
M 0kM 0k

}
+ σ2Tr

{
M 0kM

H
0k
}

+ 2Tr
{
M 0kR̄M 0k

}
+ Tr

{
MH

0kR̄M 0k
}

+ Tr
{
M 0kR̄MH

0k
}}

(46)

where g0(θk ) � ΠQ 0 d0(θk ), h0(θk ) � ZH
01(Z01Z

H
01)

−1

·a01(θk ), H0kk � dH0 (θk )ΠQ 0 d0(θk ), d0(θk ) � da0(θ)/
(dθ)|θ=θk , M 0k � (gH0 (θk ) ⊗ I2M+1)C0(h0(θk ) ⊗ I2M+1),
R̄ = R − σ2I2M+1 , a01(θk ) denotes the k column of Ã

∗
01 ,

and C0 = Cm |m=0 given in (47) at the bottom of the next
page.

Proof: See Appendix A. �
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Theorem 2: The large-sample MSE of the estimation error
r̂k − rk of the near-field signals obtained by (24) is given by

MSE(r̂k ) = var{r̂k}

=
H̄2
m̄kk

H2
m̄kk

MSE(θ̂k )

+
σ2

2NH2
m̄kk

Re{σ2Tr{M m̄kM m̄k}

+ σ2Tr{M m̄kM
H
m̄k} + 2Tr{M m̄kR̄M m̄k}

+ Tr{MH
m̄kR̄M m̄k} + Tr{M m̄kR̄MH

m̄k}}

+
σ2H̄m̄kk

NH2
m̄kkH0kk

Re{σ2Tr{M m̄kM 0k}

+ σ2Tr{M m̄kM
H
0k} + 2Tr{M m̄kR̄M 0k}

+ Tr{MH
m̄kR̄M 0k} + Tr{M m̄kR̄MH

0k}}
(48)

where gm̄ (θk , rk ) � ΠQm̄
dm̄ (θk , rk ), hm̄ (θk , rk ) � ZH

m̄1
(Zm̄1Z

H
m̄1)

−1am̄1(θk , rk ), Hm̄kk � dHm̄r (θk , rk )ΠQm̄
dm̄ r

(θk , rk ), H̄m̄kk �−dHm̄r (θk , rk )ΠQm̄
dm̄θ (θk , rk ), dm̄ r (θk , rk )

� ∂am̄ (θk , rk )/(∂r)|r=rk , dm̄ θ (θk , rk ) � ∂am̄ (θk , rk )/
(∂θ)|θ=θk , M m̄k � (gHm̄ (θk , rk ) ⊗ I2M+1) ·Cm̄ (hm̄ (θk , rk )
⊗ I2M+1), am̄1(θk ) denotes the k column of Ã

∗
m̄1 , and Cm̄ =

Cm |m=m̄ given in (47) at the bottom of this page.
Proof: See Appendix B. �

B. An Analytic Study of Performance

As the general expressions of asymptotic MSEs derived in
above are much complicated, here we specialize in the case of
one source signal s1(n) impinging from (θ1 , r1) for gaining
insights into the SALONS for source localization.

In this case (i.e.,K = 1), by lettingm = 0, we readily obtain

L = K̄ = M + 1 (49)

Ã
∗
0 =

[
1, e−2jγ0 1 , . . . , e−j2M γ0 1

]T � a∗
0 (50)

Ā
T
0 =

[
1, e2jγ0 1 , . . . , ej2M γ0 1

]
� aT0 (51)

d0(θ1) = jψ
[
0, e−2jγ0 1 , . . . ,Me−2jγ0 1

]T � d0 (52)

R̄0s = rs1 (53)

D0 = ej2γ0 1 (54)

γ01 = ψ1 = −2πd
λ

sin θ1 (55)

and a01(θ1) = 1, where ψ � (4πd/λ) cos θ1 . Then we can ob-
tain

aH0 a0 = M + 1 (56)

dH0 a0 = − jψ
M(M + 1)

2
(57)

dHd0 = ψ2M(M + 1)(2M + 1)
6

(58)

H011 = dH0 ΠQ 0 d0 = dH0

(
IM+1 − a∗

0
(
aT0 a∗

0
)−1

aT0

)
d0

= ψ2M(M + 1)(M + 2)
12

(59)

g0(θ1) = ΠQ 0 d0 (60)

h0(θ1) = ZH
01
(
Z01Z

H
01
)−1

a01(θ1) =
a∗

0

rs1(M + 1)
. (61)

Therefore by substituting those results into (46) and by per-
forming some calculations, from Theorem 1, we can obtain the
asymptotic MSE of the estimated DOA of the NF signal as

MSE(θ̂1) =
1

ψ2N

6
SNR

1
M(M + 1)3(M + 2)

(
α+

β

SNR

)

(62)
where

α � 2aH0 FFa0 + aH0 FFHa0 + aH0 FHFa0 (63)

β � − Tr{FF } − Tr{FHF } (64)

F � (gH0 (θ1) ⊗ I2M+1)C0(a∗
0 ⊗ I2M+1) (65)

and we set SNR = rs1/σ
2 . Hence from (62), we can find that

the asymptotic MSE MSE(θ̂1) of the estimated DOA θ̂1 de-
creases monotonically with increasing the number of snapshots
N or SNR, which means that the SALONS estimator is asymp-
totically efficient for sufficiently large number of snapshots N .

Unfortunately, the analytic study of the asymptotic MSE
MSE(r̂1) of the estimated range r1 is much more complicated
and rather tedious to obtain herein, while the empirical exam-
inations in Section VI show that the asymptotic MSE of the
estimated range also decreases monotonically with the increas-
ing N or SNR.

VI. NUMERICAL EXAMPLES

In this section, we evaluate the estimation performance and
the statistical property of the batch SALONS and the track-
ing performance of the proposed adaptive algorithm through
numerical examples. A ULA consisting of 2M + 1 = 11 (i.e.,
M = 5) sensors is used, where the sensor spacing d = λ/4, and
the SNR is defined as the ratio of the signal power to the noise

Cm =

⎡

⎢⎢⎢⎢⎣

e2M+2−K̄−m 1
eT
K̄+m 2

, e2M+3−K̄−m 1
eT
K̄−1+m 2

, . . . , e2M+1−m 1 e
T
1+m 2

e2M+1−K̄−m 1
eT
K̄+1+m 2

, e2M+2−K̄−m 1
eT
K̄+m 2

, . . . , e2M−m 1 e
T
2+m 2

...
...

. . .
...

e1−m 1 e
T
2M+1+m 2

, e2−m 1 e
T
2M+m 2

, . . . , eK̄−m 1
eT2M+2+m 2

⎤

⎥⎥⎥⎥⎦
(47)
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Fig. 3. RMSEs of the (a) DOA and (b) range estimates versus the SNR (dashed
line: WLPM; dash-dotted line: GEMM; solid line with “x”: RD-MUSIC; solid
line: SALONS; “∗”: theoretical RMSE; dotted line: CRB) for Example 1 (N =
128, (2◦, 2.9λ), and (19◦, 3.3λ)).

variance at each sensor. In the simulations, the WLPM [44], the
GEMM [45], the RD-MUSIC [48], and the stochastic CRB [44]
are carried out for comparison of source localization. In order
to measure the overall performance of estimating the DOA and
range, we define the root MSEs (RMSEs) for the DOA and range
of the kth incident signals sk (n), respectively

RMSE(θ) =

√
1

KN̄

∑N̄

i=1

∑K

k=1

(
θ̂

(i)
k − θk

)2
(66)

RMSE(r) =

√√√√ 1
KN̄

∑N̄

i=1

∑K

k=1

(
r̂

(i)
k − rk

)2

r2
k

(67)

where θ̂(i)
k and r̂

(i)
k denote the estimates of θk and rk at the

ith trial, respectively. The results in each example below are
obtained from N̄ = 500 independent trails, and m̄ is set at m̄ =
1 for Examples 1 and 2.

Example 1 (Performance versus SNR): Firstly we examine
the estimation performance of the presented SALONS with re-
spect to the SNR. There are two NF sources with equal power
(i.e., rs1 = rs2 = rs) localized at (2◦, 2.9λ) and (19◦, 3.3λ),
while the SNR is varied from −10 dB to 40 dB, and the number
of snapshots is fixed at N = 128. The sources are noncoherent
with the correlation matrix (e.g., [63]) as follows

Rs =
1
σ2

[
10

S N R 1
1 0 0

0 10
S N R 2

1 0

]
(68)

where SNR1 = SNR2 = rs/σ
2 , and the signal power is kept

equal to one for each simulation.
The averaged RMSEs of the estimated DOAs and ranges

of two NF source signals in terms of the SNR are shown in
Figs. 3(a) and 3(b), respectively. Obviously the DOA estima-
tion performance of the presented SALONS performs better
than the WLPM [44], the GEMM [45], and the RD-MUSIC
[48], where the computationally burdensome eigendecomposi-

Fig. 4. RMSEs of the (a) DOA and (b) range estimates versus the number of
snapshots (dashed line: WLPM; dash-dotted line: GEMM; solid line with “x”:
RD-MUSIC; solid line: SALONS; “∗”: theoretical RMSE; dotted line: CRB)
for Example 1 (SNR = 5 dB, (2◦, 2.9λ), and (19◦, 3.3λ)).

tion is also avoided in the proposed method, while the range
estimation has a satisfactory performance, and the RMSEs de-
creased consistently with the increasing SNRs. However, the
proposed method has a relatively higher RMSEs for the range
estimation especially at high SNRs than the some existing meth-
ods such as the GEMM [45] and the RD-MUSIC [48]. This is
due to the limited data (only the anti-diagonal elements of the
covariance matrix) used for the estimation, while the proposed
method still shows a better range estimation performance com-
paring to the similar method such as WLPM [44]. Further, the
empirical RMSEs of the proposed method coincide well with the
theoretical RMSEs derived in Section IV (except at low SNR),
and they decrease monotonically with the increasing SNR and
are very close to the CRB.

Example 2 (Performance versus Number of Snapshots):
Then we test the performance of the presented SALONS in
terms of the number of snapshots. The simulation conditions
are similar to those in Example 1, except that the SNR is set at
5 dB, and the number of snapshots is varied from 10 to 10000.

The empirical RMSEs of the DOAs and ranges against the
number of snapshots are plotted in Figs. 4(a) and 4(b), and
they are compared with the WLPM [44], the GEMM [45], the
RD-MUSIC [48], and the stochastic CRB [44]. The presented
SALONS has better DOAs estimation performance than the
WLPM, the GEMM, the RD-MUSIC. However, as mentioned
above, the ranges estimation generally decreased with the in-
creasing number of snapshots, while the RMSEs of the ranges
estimation of the proposed method are higher than the GEMM
and the RD-MUSIC due to the limited data we used. The em-
pirical RMSEs of the estimated DOAs and that of the estimated
ranges agree very well with the theoretical RMSEs derived in
Section IV, and they are very close to the CRB when the number
of snapshots becomes large.

Example 3 (Tracking Performance of On-Line Algorithm):
Finally we assess the tacking performance of the proposed
on-line algorithm for source tracking, where there are two
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Fig. 5. Averaged estimates of (a) θk (n̄) and (b) rk (n̄) of two uncorrelated
NF signals with crossings and RMSD learning curves of (c) RMSD(θ̂k (n̄))
and RMSD(r̂k (n̄)) in Example 3 (dotted line: actual values; red solid lines:
θ̂1 (n̄) or r̂1 (n̄); and back solid lines: θ̂2 (n̄) or r̂2 (n̄); SNR = 5 dB, M = 4,
Ns = 200, and γ̄ = 0.99).

uncorrelated NF sources with the time varying DOAs and ranges
(θ1(n), r1(n)) and (θ2(n), r2(n)) with SNR = 5 dB, where
(θ1(0), r1(0)) = (47◦, 3.5λ) and (θ2(0), r2(0)) = (5◦, 2.2λ) as
shown in Figs. 5 (a) and 5(b), and Ns = 200. The for-
getting factor γ̄ in (35) is set as γ̄ = 0.99, and the Luen-
berger observer gains {gθk } and {grk } in (29) and (32) are
chosen as gθ1

= gr1
= [0.5070, 0.1493/Ns, 0.0165/N 2

s ]T and
gθ2

= gr2
= [0.5070, 0.1399/Ns, 0.0143/N 2

s ]T , where the Lu-
enberger observer gains are chosen by the technique used in [65]
(see Appendix in [65] for details).

Here we define the empirical root mean-squared-derivation
(RMSD) learning curves of the estimated DOA and range θ̂k (n̄)
and r̂k (n̄) as

RMSD(θ̂k (n̄))


=

√
1
N̄

∑N̄

i=1

(
θk (n̄) − θ̂

(i)
k (n̄)

)2
(69)

RMSD(r̂k (n̄))


=

√
1
N̄

∑N̄

i=1

(
rk (n̄) − r̂

(i)
k (n̄)

)2
(70)

where θ̂(i)
k (n̄) and r̂(i)

k (n̄) are the estimates obtained in the ith
trial at the instant n̄. The trajectories of the actual DOAs and their
averaged estimates {θ̂k (n̄)}, and their empirical RMSD learning
curves are plotted in Figs. 5(a) and 5(c), while the corresponding
results for the ranges {rk (n̄)} are shown in Figs. 5(b) and 5(d),
respectively. As described above, because the computationally
expensive eigendecomposition process and pair-matching pro-
cedure are avoided, the SALONS method is feasible for the
on-line implementation. Moreover due to the utilization of the
Luenberger state observer, the presented on-line algorithm can
achieve correct association of estimates θ̂k (n̄) and r̂k (n̄) at two
succussive instants of direction updating. From the empirical
mean and RMSD behaviors shown in Fig. 5, we can see that
the proposed on-line algorithm has good capability for tracking
the time-varying DOAs and ranges of multiple NF sources with
crossings on their trajectories.

VII. CONCLUSION

In this paper, two subspace-based batch and adaptive algo-
rithms were presented for localization and tracking of multiple
NF sources by utilizing the advantages of a symmetric ULA and
the SOS of array data, where the computationally burdensome
eigendecomposition and spectrum peak searching are avoided,
and the estimated DOAs and ranges are automatically paired
without any additional processing. The statistical performance
of the batch SALONS was analyzed, and the asymptotic MSE
expressions of the estimated DOAs and ranges were derived
explicitly. Finally, the effectiveness and the theoretical analysis
were substantiated through numerical examples.

APPENDIX A
PROOF OF THEOREM 1

As studied in [59], [61], [62], [66], the first-order expression
for the estimation error Δθk � θ̂k − θk of the NF signals can
be obtained as

Δθk ≈ − f ′0(θk )
f ′′0 (θk )

≈ −
Re
{

dH0 (θ)ΠQ̂ 0
a0(θ)

}

dH0 (θ)ΠQ 0 d0(θ)
(A1)

where a first-order approximation of the estimated orthogonal
projector ΠQ̂ 0

in (A1) is given by [59], [61]

ΠQ̂ 0
≈ (Q̂0 − Q0)(Q

H
0 Q0)

−1QH
0 + Q0(Q

H
0 Q0)

−1

· (Q̂0 − Q)H0 + (QH
0 Q̂0)

−1QH
0 . (A2)

By using the fact that QH
0 a0(θk ) = 0(L−K )×1 and substituting

(A2) into (A1), the estimation error Δθk can be approximated as

Δθk ≈ −
Re
{

dH0 (θk )Q0(Q
H
0 Q0)−1Q̂

H

0 a0(θk )
}

dH0 (θ)ΠQ 0 d0(θ)

= − Re{μk}
H0kk

(A3)

where

μk � dH0 (θk )Q0(Q
H
0 Q0)

−1Q̂
H

0 a0(θk )

= dH0 (θk )Q0(Q
H
0 Q0)

−1P̃
H

0 a01(θk ) (A4)

in which a01(θk ) denotes the k column of Ã
∗
01 with

k = 1, 2, . . . ,K, and

P̃
H

0 � P̂
H

0 − PH
0

=
(
Ẑ02Ẑ

H

01 − PH
0 Ẑ01Ẑ

H

01

)(
Ẑ01Ẑ

H

01

)−1

≈ − QH
0 Ẑ0Z

H
01
(
Z01Z

H
01
)−1

(A5)

where QH
0 Z0 = O(L−K )×(L) is used. By substituting (A5)

into (A4) and noting that ˆ̄R = R̂ − σ̂2I2M+1 , we have

μk = − dH0 (θk )ΠQ 0 Ẑ0Z
H
01(Z01Z

H
01)

−1a01(θk )

= − gH0 (θk )Ẑ0h0(θk ). (A6)
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By using the fact that

ˆ̄ρm (p) = ēTM+p+1(R̂ − σ̂2I2M+1)ēM−p+1 (A7)

and from (13), we have

Ẑm =
1
N

N∑

n=1

(IL ⊗ xH (n))Cm (IK̄ ⊗ x(n)) − σ̂2Bm

(A8)

where Bm is given in (A9) at the bottom of this page, and we
can easily see that B0 = IM+1 . Then from (A6)–(A8), we have

μk = − 1
N

N∑

n=1

gH0 (θk )(IM+1 ⊗ xH (n))

· C0(IM+1 ⊗ x(n))h0(θk )

= − 1
N

N∑

n=1

xH (n)(gH0 (θk ) ⊗ I2M+1)

· C0(h0(θk ) ⊗ I2M+1)x(n)

= − 1
N

N∑

n=1

xH (n)M 0kx(n) (A10)

where the facts that QH
0 Z01 = O(M+1−K )×K and gH0 (θk ) ·

h0(θk ) = 0 are used implicitly.
Since the estimate θ̂k is consistent, from (A3), the MSE (or

variance) of the estimation error Δθk is given by

MSE(θ̂k ) � E{(Δθk )2} = var(θ̂k )

≈ 1
2H2

0kk
Re{E{μ2

k} + E{|μk |2}} (A11)

where we use the fact that Re{μi}Re{μk} = 0.5(Re{μiμk} +
Re{μiμk∗}) implicitly. By substituting the relation x(n) =
x̄(n) + w(n) (i.e., x̄(n) � As(n)) into (A10), we can rewrite
μk in (A10) as

μk = − 1
N

N∑

n=1

(
x̄H (n)M 0k x̄(n) + x̄H (n)M 0kw(n)

+ wH (n)M 0k x̄(n) + wH (n)M 0kw(n)
)

≈ − 1
N

N∑

n=1

(
x̄H (n)M 0kw(n) + wH (n)M 0k x̄(n)

+ wH (n)M 0kw(n)
)

� μk1 + μk2 + μk3 (A12)

where

μk1 = − 1
N

N∑

n=1

x̄H (n)M 0kw(n) (A13)

μk2 = − 1
N

N∑

n=1

w(n)HM 0k x̄(n) (A14)

μk3 = − 1
N

N∑

n=1

wH (n)M 0kw(n). (A15)

Then from (A12), the two terms of MSE(θ̂k ) in (A11) can be
obtained as

E{μ2
k} = E

{
μ2
k1 + μ2

k2 + μ2
k3 + 2μk1μk2

+ 2μk1μk3 + 2μk2μk3
}

(A16)

E{|μk |2} = E
{|μk1 |2 + |μk2 |2 + |μk3 |2

+ Re{2μk1μ
∗
k2 + 2μk1μ

∗
k3 + 2μk2μ

∗
k3}
}
.

(A17)

Under the basic assumptions on the data model and the well-
known formula for the expectation of four Gaussian random
variables with zero-mean (e.g., [60])

E{AbcT D} = E{Ab}E{cT D
}

+ E
{
cT ⊗ A

}

· E{D ⊗ b} + E
{
AE

{
bcT

}
D
}

(A18)

from (A12), we can get

E{μ2
k1}

=
1
N 2E

{
N∑

n=1

N∑

t=1

x̄H (n)M 0kw(n)x̄H (t)M 0kw(t)

}

= 0 (A19)

E{μ2
k2}

=
1
N 2E

{
N∑

n=1

N∑

t=1

wH (n)M 0k x̄(n)wH (t)M 0k x̄(t)

}

= 0 (A20)

Bm =

⎡

⎢⎢⎢⎣

eT
K̄+m 2

e2M+2−K̄−m 1
, eT

K̄−1+m 2
e2M+3−K̄−m 1

, . . . eT1+i2 e2M+1−m 1

eT
K̄+1+m 2

e2M+1−K̄−m 1
, eT

K̄+m 2
e2M+2−K̄−m 1

, . . . eT2+m 2
e2M−m 1

...
...

. . .
...

eT2M+1+m 2
e1−m 1 , eT2M+m 2

e2−m 1 · · · eT2M+2+m 2
eK̄−m 1

⎤

⎥⎥⎥⎦ (A9)
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E{μ2
k3}

=
1
N 2E

{
N∑

n=1

N∑

t=1

wH (n)M 0kw(n)wH (t)M 0kw(t)

}

=
σ4

N
tr{M 0kM 0k} (A21)

E{μk1μk2}

=
1
N 2E

{
N∑

n=1

N∑

t=1

x̄H (n)M 0kw(n)wH (t)M 0k x̄(t)

}

=
σ2

N
tr{M 0kR̄M 0k} (A22)

E{μk1μk3}

=
1
N 2E

{
N∑

n=1

N∑

t=1

x̄H (n)M 0kw(n)wH (n)M 0kw(n)

}

= 0 (A23)

E{μk2μk3}

=
1
N 2E

{
N∑

n=1

N∑

t=1

wH (n)M 0k x̄(n)wH (t)M 0kw(t)

}

= 0. (A24)

Similarly, we have

E{|μk1 |2} =
σ2

N
tr{MH

0kR̄M 0k} (A25)

E{|μk2 |2} =
σ2

N
tr{M 0kR̄MH

0k} (A26)

E{|μk3 |2} =
σ4

N
tr{M 0kM

H
0k} (A27)

E{μk1μ
∗
k2} = E{μk1μ

∗
k3} = E{μk2μ

∗
k3} = 0 (A28)

where the facts tr{M 0k} = 0, (A ⊗ B)(C ⊗ D) = (AC) ⊗
(BD) and (A ⊗ B)T = AT ⊗ BT are used. Therefore by
substituting (A19)–(A28) into (A11) and performing some
straightforward manipulations, the asymptotic MSE expression
MSE(θ̂k ) in (46) of the estimated DOAs of the NF signals can
be readily obtained. �

APPENDIX B
PROOF OF THEOREM 2

Similar to the derivations for the DOAs in Appendix A, the
estimation r̂k is minimum point of fm̄ (θ̂k , r) in (24), we get
[66]

f ′m̄ r (θ̂k , r̂k ) = 0 (B1)

where f ′m̄ r (θ, r) is the first-order partial derivative of fm̄ (θ, r)
with respect to r given by

f ′m̄ r (θ̂k , r̂k ) � ∂fm̄ (θ, r)
∂r

= 2Re{dHm̄ θ, r)ΠQ̂ m̄
am̄ (θ, r)}. (B2)

Since θ̂k and r̂k are consistent estimates for a sufficiently large
number of snapshots N , the approximation of f ′m̄ r (θ̂k , r̂k ) can
be found in its Taylors series expansion about the true value θk
and rk as

f ′m̄ r (θ̂k , r̂k ) ≈ f ′m̄ r (θk , rk ) + f ′′m̄ rr (θk , rk )(r̂k − rk )

+ f ′′m̄ rθ (θk , rk )(θ̂k − θk ) (B3)

where the second-order partial derivatives f ′′m̄ rr (θk , rk ) and
f ′′m̄ rθ (θk , rk ) of fm̄ (θk , rk ) are given by [59], [66]

f ′′m̄ rr (θ, r) � ∂f ′m̄ r (θ, r)
∂r

= 2Re
{
d̄
H
m̄rr (θ, r)ΠQ̂ m̄

am̄ (θ, r)

+ dHm̄r (θ, r)ΠQ̂ m̄
dm̄ r (θ, r)

}

≈ 2Re{dHm̄r (θ, r)ΠQ̂ m̄
dm̄ r (θ, r)} (B4)

f ′′m̄ rθ (θ, r) � ∂f ′m̄ r (θ, r)
∂θ

= 2Re{d̄Hm̄rθ (θ, r)ΠQ̂ m̄
am̄ (θ, r)

+ dHm̄r (θ, r)ΠQ̂ m̄
dm̄ θ (θ, r)}

≈ 2Re{dHm̄r (θ, r)ΠQ̂ m̄
dm̄ θ (θ, r)}. (B5)

Thus we can obtain the estimate error Δrk � r̂k − rk as

Δrk � r̂k − rk

≈ − 1
f ′′̄mrr (θk , rk )

·
(
f ′m̄ r (θk , rk ) − f ′′m̄ rθ (θk , rk )

Re{μk}
H0kk

)

≈ − 1
dHm̄r (θ, r)ΠQm̄

dm̄ r (θ, r)

·
(

Re{dHm̄ (θ, r)ΠQ̂ m̄
am̄ (θ, r)}

− Re{dHm̄r (θ, r)ΠQm̄
dm̄ θ (θ, r)}Re{μk}

H0kk

)

= − 1
Hm̄kk

(
Re{ξk} + H̄m̄kk

Re{μk}
H0kk

)
(B6)

where the estimated orthogonal projector ΠQ̂ m̄
in the second-

order derivatives f ′′m̄ rr (θk , rk ) and f ′′m̄ rθ (θk , rk ) are replaced
with the true ΠQm̄

without affecting the asymptotic property of
estimates r̂k similarly to that used in [66], and

ξk � dHm̄ (θk , rk )ΠQ̂ m̄
am̄ (θk , rk ). (B7)

Similarly to the derivations for the DOAs in (A1)–(A6), we have

ξk = − dHm̄ (θk , rk )ΠQm̄
Ẑm̄ZH

m̄1(Zm̄1Z
H
m̄1)

−1am̄1(θk , rk )

= − gHm̄ (θk , rk )Ẑm̄hm̄ (θk , rk ). (B8)
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By substituting (A8) into (B8), we get

ξk = − 1
N

N∑

n=1

gHm̄ (θk , rk )(IL ⊗ xH (n))

· Cm̄ (IK̄ ⊗ x(n))hm̄ (θk , rk )

= − 1
N

N∑

n=1

xH (n)(gHm̄ (θk , rk ) ⊗ I2M+1)

· Cm̄ (hm̄ (θk , rk ) ⊗ I2M+1)x(n)

= − 1
N

N∑

n=1

xH (n)M m̄kx(n) (B9)

Thus from (B6) and (A11), the MSE (or variance) of the esti-
mation error Δr̂k is given by

MSE(r̂k ) � E{(Δrk )2} = var(r̂k )

≈ H̄2
m̄kk

H2
m̄kk

MSE(θ̂k )

+
1

2H2
m̄kk

Re{E{ξ2
k} + E{|ξk |2}}

+
H̄m̄kk

H2
m̄kkH0kk

Re{E{ξkμk} + E{ξkμ∗
k}}.

(B10)

Similarly by substituting the relation x(n) = x̄(n) + w(n)
(i.e., x̄(n) � As(n)) into (B9), we can rewrite ξk in (B9) as

ξk = − 1
N

N∑

n=1

(
x̄H (n)M m̄k x̄(n) + x̄H (n)M m̄kw(n)

+ wH (n)M m̄k x̄(n) + wH (n)M m̄kw(n)
)

≈ − 1
N

N∑

n=1

(
x̄H (n)M m̄kw(n) + wH (n)M m̄k x̄(n)

+ wH (n)M m̄kw(n)
)

� ξk1 + ξk2 + ξk3 (B11)

where

ξk1 = − 1
N

N∑

n=1

x̄H (n)M m̄kw(n) (B12)

ξk2 = − 1
N

N∑

n=1

w(n)HM m̄k x̄(n) (B13)

ξk3 = − 1
N

N∑

n=1

wH (n)M m̄kw(n). (B14)

Then from (B11), the last four terms of MSE(r̂k ) in (B10) can
be obtained as

E{ξ2
k} = E{ξ2

k1 + ξ2
k2 + ξ2

k3 + 2ξk1ξk2

+ 2ξk1ξk3 + 2ξk2ξk3} (B15)

E{|ξk |2} = E{|ξk1 |2 + |ξk2 |2 + |ξk3 |2
+ Re{2ξk1ξ

∗
k2 + 2ξk1ξ

∗
k3 + 2ξk2ξ

∗
k3}}

(B16)

E{ξkμk} = E{ξk1μk1 + ξk1μk2 + ξk1μk3

+ ξk2μk1 + ξk2μk2 + ξk2μk3

+ ξk3μk1 + ξk3μk2 + ξk3μk3} (B17)

E{ξkμ∗
k} = E{ξk1μ

∗
k1 + ξk1μ

∗
k2 + ξk1μ

∗
k3

+ ξk2μ
∗
k1 + ξk2μ

∗
k2 + ξk2μ

∗
k3

+ ξk3μ
∗
k1 + ξk3μ

∗
k2 + ξk3μ

∗
k3}. (B18)

Hence similarly to the analysis in Appendix A, we have

E{ξ2
k1} = E{ξ2

k2} = 0 (B19)

E{ξ2
k3} =

σ4

N
tr{M m̄kM m̄k} (B20)

E{ξk1ξk2} =
σ2

N
tr{M m̄kR̄M m̄k} (B21)

E{ξk1ξk3} = E{ξk2ξk3} = 0 (B22)

E{|ξk1 |2} =
σ2

N
tr{MH

m̄kR̄M m̄k} (B23)

E{|ξk2 |2} =
σ2

N
tr{M m̄kR̄MH

m̄k} (B24)

E{|ξk3 |2} =
σ4

N
tr{M m̄kM

H
m̄k} (B25)

E{ξk1ξ
∗
k2} = E{ξk1ξ

∗
k3} = E{ξk2ξ

∗
k3} = 0. (B26)

Additionally, we easily get

E{ξk1μk1} = E{ξk2μk2} = E{ξk3μk2} = 0 (B27)

E{ξk3μk3} =
σ4

N
tr{M m̄kM 0k} (B28)

E{ξk1μk2} =
σ2

N
tr{M m̄kR̄M 0k} (B29)

E{ξk2μk1} =
σ2

N
tr{M m̄kR̄M 0k} (B30)

E{ξk1μk3} = E{ξk2μk3} = E{ξk3μk1} = 0 (B31)

E{ξk1μ
∗
k1} =

σ2

N
tr{MH

m̄kR̄M 0k} (B32)

E{ξk2μ
∗
k2} =

σ2

N
tr{M m̄kR̄MH

0k} (B33)

E{ξk3μ
∗
k3} =

σ4

N
tr{M m̄kM

H
0k} (B34)

E{ξk1μ
∗
k2} = E{ξk1μ

∗
k3} = E{ξk2μ

∗
k3} = 0 (B35)

E{ξk2μ
∗
k1} = E{ξk3μ

∗
k2} = E{ξk3μ

∗
k1} = 0. (B36)

Therefore by inserting (B19)–(B36) into (B10), and performing
some straightforward manipulations, MSE(r̂k ) of the estimated
ranges of the NF signals can be readily obtained. �
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[73] P. R. Singh, Y. Wang, and P. Chargé, “Near field targets localization using
bistatic MIMO system with symmetric arrays,” in Proc. 25th Eur. Signal
Process. Conf., Kos Island, Greece, Aug. 2017, pp. 2468–2471.

[74] P. R. Singh, Y. Wang, and P. Chargé, “Bistatic MIMO radar for near field
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