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Efficient Subspace-Based Algorithm for Adaptive Bearing Estimation and Tracking

Jingmin Xin, Member, IEEE, and Akira Sano, Member, IEEE

Abstract—In some practical applications of array processing, the directions of the incident signals should be estimated adaptively, and/or the time-varying directions should be tracked promptly. In this paper, an adaptive bearing estimation and tracking (ABEST) algorithm is investigated for estimating and tracking the uncorrelated and correlated narrow-band signals impinging on a uniform linear array (ULA) based on the subspace-based method without eigendecomposition (SUMWE), where a linear operator is obtained from the array data to form a basis for the null space by exploiting the array geometry and its shift invariance property. Specifically, the null space is estimated using the least-mean-square (LMS) or normalized LMS (NLMS) algorithm, and the directions are updated using the approximate Newton method. The transient analyses of the LMS and NLMS algorithms are studied, where the “weight” (i.e., the linear operator) is in the form of a matrix and there is a correlation between the “additive noise” and “input data” that involve the instantaneous correlations of the received array data in the updating equation, and the step-size stability conditions are derived explicitly. In addition, the analytical expressions for the mean-square error (MSE) and mean-square deviation (MSD) learning curves of the LMS algorithm are clarified. The effectiveness of the ABEST algorithm is verified, and the theoretical analyses are corroborated through numerical examples. Simulation results show that the ABEST algorithm is computationally simple and has good adaptation and tracking abilities.

Index Terms—Adaptive filtering, direction-of-arrival (DOA) estimation, eigendecomposition, learning curve, subspace-based methods, transient analysis.

I. INTRODUCTION

SUBSPACE-BASED methods have been extensively studied for estimating the directions-of-arrivals (DOAs) of the incident signals in array processing or the frequencies of (complex-valued) sinusoids in time-series spectral analysis from the noisy measurements because of their high-resolution and computational simplicity (e.g., [1]–[12]). Traditionally, most subspace-based methods require either the eigenvalue decomposition (EVD) of a covariance matrix or the singular value decomposition (SVD) of a data matrix to compute the signal or noise subspace, and these methods are usually implemented in batch mode. Unfortunately, the eigendecomposition is computationally intensive and time-consuming [13]–[15], especially when the number of sensors (or the assumed order of the signal model) is large. Consequently, in some practical situations (e.g., [55]), where the directions of the incident signals (or sinusoid frequencies) should be estimated adaptively and/or the time-varying directions/frequencies should be tracked promptly, repeated EVD/SVD computation of a continually updated sample covariance or data matrix is very burdensome in general, and this heavy computational load often makes subspace-based methods difficult to implement in an online manner. To reduce the computational burden of eigendecomposition, many efficient techniques have been developed over the past two decades from different perspectives, such as computing only a few eigenvectors or a subspace basis, approximating the eigenvectors or basis, and recursively updating the eigenvectors or basis (see [15]–[18] and references therein).

Recently, computationally simple subspace-based methods have been proposed for estimating the directions of narrow-band signals efficiently [19]–[22], where the need for computation of EVD/SVD is avoided. The representative methods are the bearing estimation without eigendecomposition (BEWE) [19], propagator method (PM) and orthonormal propagator method (OPM) [57], [20], and subspace methods without eigendecomposition (SWED) [21], in which the exact signal/noise subspace is easily obtained from the array data based on a partition of the array response matrix. The PM, in particular, has been well studied in various aspects in the recent decade [20], [37], [58]–[65]. For improving the estimation performance, the OPM was proposed to orthonormalize the noise subspace basis in [20], and two variants of OPM were presented to estimate the propagator (or a part of that) by using three (or two) subarray covariance matrices of three nonoverlapping subarrays to eliminate the noise effect in [59], [64], and [65] in a similar way to the SWED. The statistical performances of the PM and OPM were analyzed and compared with the other “linear” subspace-based methods such as the BEWE and SWED in [60], [63], [64], and [65]. In addition, the real-time implementation of the OPM was considered, where two gradient-based algorithms and a recursive least squares (RLS)-based algorithm were presented for direction finding and tracking in [61], [62], [37], and the convergence and optimal step-size of the gradient-based adaptive algorithm were studied based on a first-order approximation for small step-size (i.e., slow variations with time) in [61] and [62]. Furthermore, the least squares (LS)-type online implementation of the SWED was considered in [21], and an adaptive algorithm based on the projection approximation subspace tracking with deflation (PASTd) [18] and the approximate Newton iteration for direction updating was proposed in [66B]. However, the performances of these simple subspace-based methods and algorithms [19]–[22], [37], [57]–[66] degrade severely when the incident signals are coherent (i.e., fully...
correlated), and/or the signal-to-noise ratio (SNR) is low and the data length is short. The sensor array is usually arranged in a regular and structured geometry, and this special geometry is useful in developing computationally efficient direction estimation methods [24]. By exploiting the array geometry of a uniform linear array (ULA) and its shift-invariance property, we proposed a subspace-based method without eigendecomposition (SUMWE) for estimating the directions of the uncorrelated and correlated signals impinging on the ULA [23]. We also presented an LS-type adaptive algorithm for the DOA estimation of coherent cyclostationary signals [38]; regrettably, it is based on the special temporal property of signals, and its computational load is heavy.

In this paper, we address the problem of adaptive DOA estimation and tracking of narrow-band signals in a computationally efficient way and propose an adaptive bearing estimation and tracking (ABEST) algorithm for estimating and tracking the uncorrelated and correlated signals impinging on a ULA based on the SUMWE [23], where a linear operator is obtained from the array data to form a basis for the null space by exploiting the array geometry and its shift invariance property. Because the direction estimator is a complicated nonlinear function of the received array data, the real-time implementation of a subspace-based method involves the estimation of the signal/noise subspace and the minimization of a cost function for direction finding. Inspired by the computational simplicity and easy implementation of the least-mean-square (LMS) algorithm and the fast tracking capability of Newton method [25]–[28], [68], we use the LMS or normalized LMS (NLMS) algorithm for the null space estimation and use the approximate Newton method to update the direction finding in the ABEST algorithm. The ABEST algorithm inherits the advantages of the SUMWE: the reduced computational load, a less restrictive model of additive noise, and a remarkable insensitivity to the correlation of the incident signals. Although the behaviors of the LMS algorithm and its variants have been analyzed extensively in the adaptive filtering literature (e.g., [25]–[36] and references therein), these studies were generally done under different assumptions and with approximations to simplify the analysis and produce reliable results. One of the most common assumptions is the independence between the additive noise and input data. However, in the updating equation of the ABEST algorithm, the “weight” (i.e., the linear operator) is in the form of a matrix, and there is a correlation between the “additive noise” and “input data” that involve the instantaneous correlations of the received array data (and additive noise). In this paper, the laborious transient analyses of the LMS and NLMS algorithms are studied, and the step-sizes that guarantee the mean and mean-square stabilities are derived explicitly. Furthermore, the analytical expressions of the mean-square error (MSE) and mean-square deviation (MSD) learning curves of the LMS algorithm are clarified, and an analytical study of the LMS stability is performed for the case of a single signal. The estimation performance of the ABEST algorithm is demonstrated in stationary and nonstationary environments. The simulation results show that the ABEST algorithm is computationally simple and has good adaptability and tracking capabilities and that there is relatively good agreement between the theoretical analyzes and practical results.

II. PROBLEM FORMULATION AND PRELIMINARIES

A. Data Model and Basic Assumptions

We consider a ULA of $M$ identical and omnidirectional sensors with adjacent spacing $d$, and we assume that $p$ narrow-band signals $\{s_k(n)\}$ with the center frequency $f_0$ are in the field far from the array and impinge on the array from distinct bearings (i.e., directions) $\{\theta_k(n)\}$. Under the narrow-band assumption, the received noisy signal $y_k(n)$ at the $i$th sensor can be expressed as

$$y_k(n) = x(n) + w_k(n)$$

where $x_k(n)$ is the noiseless received signal, $w_k(n)$ is the additive noise, $\omega_k = 2\pi f_0 \tau(\theta_k(n)) \triangleq (d/c) \sin \theta_k(n)$, $c$ is the propagation speed, and the DOAs $\{\theta_k(n)\}$ are measured relative to the normal of the array. The received signals can be re-expressed more compactly as

$$y(n) = A(\theta(n)) s(n) + w(n)$$

where $y(n)$, $s(n)$, and $w(n)$ are the vectors of the received signals, the incident signals, and the additive noise given by $y(n) \triangleq [y_1(n), y_2(n), \ldots, y_M(n)]^T$, $s(n) \triangleq [s_1(n), s_2(n), \ldots, s_p(n)]^T$, $w(n) \triangleq [w_1(n), w_2(n), \ldots, w_M(n)]^T$, $A(\theta(n))$ is the array response matrix given by $A(\theta(n)) \triangleq [a_1(\theta_1(n)), a_2(\theta_2(n)), \ldots, a_p(\theta_p(n))]$ with $a_k(\theta_k(n)) \triangleq [1, e^{j2\pi \sin \theta_k(n)}, \ldots, e^{j2\pi (M-1) \sin \theta_k(n)}]^T$, and $(\cdot)^T$ denotes transpose.

We make the following basic assumptions about the data model, which are similar to those introduced in [23].

1) The array is calibrated and the array response matrix $A(\theta(n))$ is unambiguous, i.e., the array response vectors $\{a_1(\theta_1(n)), a_2(\theta_2(n)), \ldots, a_p(\theta_p(n))\}$ are linearly independent for any set of distinct directions $\{\theta_1(n), \theta_2(n), \ldots, \theta_p(n)\}$. Equivalently, the matrix $A(\theta(n))$ has full column rank.

2) Without loss of generality, the signals $\{s_k(n)\}$ are all coherent so that they are all some complex multiples of a common signal $s_1(n)$; then, under the flat-fading multipath propagation, they can be expressed as $[1, [3], [12], [39]–[44]$

$$s_k(n) = \beta_k s_1(n), \quad \text{for } k = 1, 2, \ldots, p$$

where $\beta_k$ is the unknown complex attenuation coefficient with $\beta_k \neq 0$ and $\beta_1 = 1$.

3) For the simplicity of theoretical performance analysis, the incident signal $s_1(n)$ is a temporally complex white Gaussian random process with zero-mean, and the variance given by

$$E\{s_1(n) s_1^*(t)\} = r_s \delta_{n-t}, \quad E\{s_1(n) s_1(t)\} = 0, \quad \forall n, t$$

where $E\{\cdot\}$, $(\cdot)^*$, and $\delta_{n,t}$ denote the expectation, the complex conjugate, and Kronecker delta.
4) The additive noise \( \{ w_i(n) \} \) is a temporally and spatially complex white Gaussian random process with zero-mean and the following covariance matrix:

\[
E\{ w(n)w^H(t) \} = \sigma^2 I_M \delta_{n,t}, \quad \forall n, t
\]

\[
E\{ w(n)w^T(t) \} = O_{M \times M}, \quad \forall n, t
\]

(6)

where \( I_M \), \( O_{m \times q} \), and \( \cdot^H \) indicate the \( m \times m \) identity matrix, the \( m \times q \) null matrix, and the Hermitian transpose, and the additive noise is uncorrelated with the incident signals.

5) The number of incident signals \( p \) is known, and it satisfies the inequality that \( p < M/2 \).

**Remark 1:** Although the incident signals are assumed to be all coherent, the proposed ABEST algorithm can be extended to the case of partly coherent or incoherent signals (cf. [23]). The identifiability condition that guarantees the uniqueness of direction estimation is that \( M > 2p \), which is less strict than the necessary condition \( M \ge 3p/2 \) with probability one [45]. Furthermore, if the number of incident signals is unknown, it can be estimated by some proposed techniques (see [12] and references therein).

**Remark 2:** The tracking of the crossing directions is not considered in this paper. In this situation, we would need to introduce a dynamic model of the incident directions. Moreover, an additional procedure based on some kinematic parameters such as bearing velocities and accelerations could be useful in predicting the crossover points on the trajectories and blocking the tracking procedure during crossover intervals [46], [47]. Such an elaborate procedure is currently under investigation.

In this paper, we address the adaptive estimation and tracking of the DOAs of coherent signals in a computationally simple way. An efficient subspace-based algorithm is developed, and the statistical properties of the LMS and NLMS algorithms used for the null space estimation are analyzed in details.

**B. Review of SUMWE**

The SUMWE is a computationally efficient and batch method for estimating the constant directions of the incident signals [23]. Here, this method is briefly summarized, where the DOAs are assumed to be time invariant (i.e., \( \theta_k(n) = \theta_k \)), and \( A(\theta(n)) \) is denoted as \( A \) for simplicity.

Under the basic assumptions, from (3), we obtain the array covariance matrix \( R \) as

\[
R \triangleq E\{ y(n)y^H(n) \} = AR_{\theta}A^H + \sigma^2 I_M
\]

(7)

where \( R_{\theta} \triangleq E\{ s(n)s^H(n) \} \). Due to the coherency between the incident signals, the source signal covariance matrix \( R_{\theta} \) is singular (i.e., rank\( R_{\theta} \) < \( p \), when \( p > 1 \)). By defining the correlation \( r_{ik} \) between the signals \( y_i(n) \) and \( y_k(n) \) as \( r_{ik} \triangleq E\{ y_i(n)y_k^*(n) \} \), where \( r_{ik} = r_{ki}^* \), we find that the diagonal elements \( \{ r_{ii} \} \) of \( R \) are affected by the noise.

Now, we divide the full array into \( L \) overlapping subarrays with \( p \) sensors in the forward and backward directions [39], [40], where \( L = M - p + 1 \), and the (conjugate) signals in the \( l \)-th forward/backward subarray can be expressed in a compact form for \( l = 1, 2, \ldots, L \) [12], [23], [43]

\[
\begin{align*}
\mathbf{y}_l(n) & \triangleq [y_l(n), y_{l+1}(n), \ldots, y_{l+p-1}(n)]^T \\
& = A_1 \mathbf{D}_1^{-1} \mathbf{s}(n) + w_l(n) \\
\mathbf{y}_l(n) & \triangleq [y_{M-l-1}(n), y_{M-l}(n), \ldots, y_{M-l+1}(n)]^H \\
& = A_1 \mathbf{D}_1^{-1} \mathbf{s}^H(n) + w_{M-l}(n)
\end{align*}
\]

(8)

where \( w_l(n) \triangleq [w_l(n), w_{l+1}(n), \ldots, w_{l+p-1}(n)]^T \), \( w_{M-l}(n) \triangleq [w_{M-l+1}(n), w_{M-l+2}(n), \ldots, w_{M-l+1}(n)]^H \), \( \mathbf{D} \triangleq \text{diag}(e^{j\omega n \theta_1}, e^{j\omega n \theta_2}, \ldots, e^{j\omega n \theta_p}) \), and \( A_1 \) is the \( p \times p \) submatrix of \( A \) consisting of the first \( p \) rows with the column \( \mathbf{a}_l(\theta_k) \triangleq [1, e^{j\omega n \theta_1}, \ldots, e^{j\omega n (l-1) \theta_1}] \). By defining the correlation vectors as \( \varphi_l \triangleq E\{ \mathbf{y}_l(n)\mathbf{y}_l^H(n) \} \), \( \varphi_c \triangleq E\{ \mathbf{y}_c(n)\mathbf{y}_c^H(n) \} \), and \( \varphi_b \triangleq E\{ \mathbf{y}_b(n)\mathbf{y}_b^H(n) \} \), after some manipulations, we obtain four Hankel correlation matrices [23]

\[
\begin{align*}
\varphi_l & \triangleq E\{ \mathbf{y}_l(n)\mathbf{y}_l^H(n) \} = \rho_{\mathbf{r}_l} \mathbf{R}_{\theta_l} \mathbf{R}_{\theta_l}^H + \sigma^2 \mathbf{I}_M \\
\varphi_c & \triangleq E\{ \mathbf{y}_c(n)\mathbf{y}_c^H(n) \} = \rho_{\mathbf{r}_c} \mathbf{R}_{\theta_c} \mathbf{R}_{\theta_c}^H + \sigma^2 \mathbf{I}_M \\
\varphi_b & \triangleq E\{ \mathbf{y}_b(n)\mathbf{y}_b^H(n) \} = \rho_{\mathbf{r}_b} \mathbf{R}_{\theta_b} \mathbf{R}_{\theta_b}^H + \sigma^2 \mathbf{I}_M
\end{align*}
\]

(10)

where \( \mathbf{y}_c(n) \triangleq [y_1(n), y_2(n), \ldots, y_{M-1}(n)]^T \), \( \mathbf{y}_b(n) \triangleq [y_M(n), \ldots, y_1(n)]^T \), \( \mathbf{y}_l(n) \triangleq [y_{l-1}(n), \ldots, y_l(n)]^T \), \( \mathbf{y}_b(n) \triangleq [y_{M-l}(n), \ldots, y_{M-l+1}(n)]^T \), \( \mathbf{B} \triangleq \text{diag}(\beta_0, \ldots, \beta_{p-1}) \), \( \beta_i \triangleq [\beta_{1,0}, \beta_{2,0}, \ldots, \beta_{p-1,0}]^T \), \( b_i(\theta) \triangleq [e^{j\omega n (l-1) \theta_1}, \ldots, e^{j\omega n (l-1) \theta_p}] \), and \( \mathbf{A} \) is the \( (M - p) \times p \) submatrix of \( A \) consisting of its first \( M - p \) rows with the column \( \mathbf{a}_0(\theta_k) \). Clearly, the correlation matrices \( \varphi_l \), \( \varphi_c \), \( \varphi_b \), and \( \varphi_b \) in (10)–(13) are not affected by the additive noise, \( \varphi_c = \mathbf{J}_{M-p}\varphi_c\mathbf{J}_{M-p}^H \), and \( \varphi_b = \mathbf{J}_{M-p}\varphi_b\mathbf{J}_{M-p}^H \), where \( \mathbf{J}_m \) is an \( m \times m \) counteridentity matrix. These \( (M - p) \times p \) Hankel matrices can be formed simply from the elements \( \{ \mathbf{r}_{i1} \} \) and \( \{ \mathbf{r}_{ii} \} \) in the \( M \)-th and first columns \( \varphi \) and \( \varphi \) of array covariance matrix \( R \) in (7) except for the autocorrelations \( r_{11} \) and \( r_{MM} \), which contain the noise variance \( \sigma^2 \), where \( \varphi \triangleq E\{ \mathbf{y}(n)\mathbf{y}_c^H(n) \} \), and \( \varphi \triangleq E\{ \mathbf{y}(n)\mathbf{y}_b^H(n) \} \). Furthermore, the ranks of these matrices equal \( p \), that is, the dimension of their signal subspace equals the number of coherent signals.

Because it is assumed that \( M > 2p \), we can partition the \( (M - p) \times p \) matrix \( \mathbf{A} \), and hence the correlation matrices in (10)–(13), into two submatrices as

\[
\begin{align*}
\mathbf{A} & \triangleq \begin{bmatrix} A_1 & A_2 \end{bmatrix} \begin{bmatrix} p \\ M - 2p \end{bmatrix} \\
\Phi_f & \triangleq \begin{bmatrix} \Phi_{f1} \\ \Phi_{f2} \end{bmatrix} \begin{bmatrix} p \\ M - 2p \end{bmatrix} \\
\Phi_b & \triangleq \begin{bmatrix} \Phi_{b1} \\ \Phi_{b2} \end{bmatrix} \begin{bmatrix} p \\ M - 2p \end{bmatrix}
\end{align*}
\]

(14)
Under the assumptions for the data model, the rows of $\mathbf{A}_2$ can be expressed as a linear combination of the rows of $\mathbf{A}_1$ [20, 23, 57, 58]

$$
P^H \mathbf{A}_1 = \mathbf{A}_2 \quad (16)
$$

where $P$ denotes a $p \times (M - 2p)$ linear operator. Hence, from (10)–(13) and (15), the relationship between $\mathbf{A}_1$ and $\mathbf{A}_2$ can be expressed as that between the submatrices of $\Phi_f, \Phi_j, \Phi_b,$ and $\Phi_b$ as

$$
P^H \Phi_f = \Phi_2 \quad \text{i.e.,} \quad Q^H \mathbf{A} = \mathcal{O}_{(M - 2p) \times p} \quad \text{(17)}
$$

where $\Phi_f \triangleq [\Phi_{f1}, \Phi_{f2}, \Phi_{f3}, \Phi_{f4}], \Phi_b \triangleq [\Phi_{b1}, \Phi_{b2}, \Phi_{b3}, \Phi_{b4}], Q \triangleq [P^T, -I_{M - 2p}]^T,$ and $P = (\Phi_1 \Phi_1^H)^{-1} \Phi_1 \Phi_2^H.$ Clearly, the columns of matrix $Q$ form a basis for the null space $\mathcal{N}(\Phi_1^H)$ of $\Phi_1^H.$

Thus, when the finite array data are available, the directions $\{\theta_k\}$ can be estimated based on (17) without any eigendecomposition by minimizing the cost function

$$
f(\theta) = \Phi_1^H \Phi_1 \Pi_Q' \Phi_1 (\theta) \quad \text{(18)}
$$

where $\Phi_1 (\theta) \triangleq [1, e^{j \kappa_1 (\theta_1)}, \ldots, e^{j \kappa_{L-2} (\theta_1)}]^T,$ $\Pi_Q' \Phi_1 = \hat{Q} \cdot \hat{Q}^H \hat{Q}^{-1} \hat{Q}^H = [P^T, -I_{M - 2p}]^T, \hat{P} = (\Phi_1 \Phi_1^H)^{-1} \Phi_1 \Phi_2^H,$ and $\hat{Q}$ denotes an estimate of the quantity $x.$

### III. ADAPTIVE BEARING ESTIMATION AND TRACKING ALGORITHM

The computational load of the batch implementation of SUMWE is dominated by the computation of estimated correlation vectors $\hat{\Phi}$ and $\hat{\Phi},$ the estimation of orthogonal projector $\Pi_Q$ (i.e., linear operator $\hat{P}$), and the minimization of cost function $f(\theta)$ [23]. Hence, these major steps should be carried out efficiently, when the SUMWE is implemented in a real-time manner. Now, we consider the SUMWE-based ABEST algorithm for estimating the constant directions and for tracking the slowly time-varying directions.

#### A. LMS Algorithm for Null Space Estimation

First, in the case of constant directions of the incident signals, we can write the Hankel correlation matrices $\Phi_f, \Phi_j, \Phi_b,$ and $\Phi_b$ in (10)–(13) at the instant $n$ by using the instantaneous correlations

$$
\begin{align*}
\Phi_f(n) &= \mathbf{Y}_f(n) \gamma_f(n), \\
\Phi_b(n) &= \mathbf{Y}_b(n) \gamma_b(n), \\
\Phi_j(n) &= \mathbf{Y}_j(n) \gamma_j(n), \\
\Phi_h(n) &= \mathbf{Y}_h(n) \gamma_h(n).
\end{align*}
\quad (19)
$$

By letting $\Phi_f(n), \Phi_f(n), \Phi_f(n), \Phi_f(n), \Phi_f(n), \Phi_f(n),$ and $\Phi_h(n)$ be the corresponding submatrices of the Hankel matrices in (19) and (20), from (11), (8), (9), (14), and (16), we get the following relation between these instantaneous correlation matrices after some simple algebraic manipulations:

$$
\Phi_2(n) = P^H \Phi_f(n) + E^H_f(n) \quad \text{(21)}
$$

where $\Phi_f(n) \triangleq [\Phi_{f1}(n), \Phi_{f2}(n), \Phi_{f3}(n), \Phi_{f4}(n)], \Phi_b(n) \triangleq [\Phi_{b1}(n), \Phi_{b2}(n), \Phi_{b3}(n), \Phi_{b4}(n)], \Phi_j(n) \triangleq [\Phi_{j1}(n), \Phi_{j2}(n), \Phi_{j3}(n), \Phi_{j4}(n)], E_f(n) \triangleq -G_f(n)Q, G(n) \triangleq [W_f(n) \gamma_f(n), W_f(n) \gamma_f(n), W_b(n) \gamma_b(n), W_f(n) \gamma_f(n)], W_f(n) \triangleq [w_{f1}(n), w_{f2}(n), \ldots, w_{fL-1}(n)]^T.$

The expression $\Phi_2(n) \triangleq [w_{f2}(n), w_{f2}(n), \ldots, w_{f1}(n)]^T, W_f(n) \triangleq [w_{b1}(n), w_{b2}(n), \ldots, w_{bL-1}(n)]^T, W_b(n) \triangleq [w_{b2}(n), w_{b3}(n), \ldots, w_{bL}(n)]^T.$ Note that the linear operator $P$ is independent of the correlation matrices $\Phi_f(n)$ and $\Phi_b(n),$ whereas the “additive noise” $E_f(n)$ is correlated with $\Phi_f(n)$ and $\Phi_b(n)$ due to the presence of $y_f(n)$ and $y_b(n)$ in $G(n).$ Thus, from (21), we can find that the estimation of linear operator $P(n)$ at the instant $n$ is reduced to the minimization of the time-varying cost function $J_{\text{LMS}}(n)$ given by

$$
J_{\text{LMS}}(n) = || E(n) ||_F^2 = tr\{E^H(n)E(n)\} \quad (22)
$$

where the $4p \times (M - 2p)$ matrix $E(n)$ is the estimation error given by

$$
E(n) \triangleq \Phi_2(n) - \Phi_f(n)P(n - 1) \quad (23)
$$

while $|| \cdot ||_F$ and $\text{tr}\{\cdot\}$ denote the square of the Frobenius norm and the trace operation.

By defining the derivative of a function $J \triangleq f(z)$ with respect to a complex vector variable $z \triangleq [z_1, z_2, \ldots, z_m]^T$ and the gradient vector of $J$ as (e.g., [27] and [48])

$$
\frac{\partial J}{\partial z} \triangleq \frac{1}{2} \left[ \frac{\partial J}{\partial z_1} + j \frac{\partial J}{\partial \overline{z}_1}, \ldots, \frac{\partial J}{\partial z_m} + j \frac{\partial J}{\partial \overline{z}_m} \right]^T
$$

and $\nabla J \triangleq 2J / \partial z^*,$ where $z_k \triangleq \overline{z}_k + j \partial z_k,$ after some manipulations (cf. [48]), we can obtain the instantaneous gradient matrix of $J_{\text{LMS}}(n)$ in (22) with respect to the linear operator $P(n - 1)$

$$
\nabla J_{\text{LMS}}(n) = -2J_{\text{LMS}}(n) \quad (24)
$$

Thus, we can easily obtain the LMS algorithm for updating the linear operator $P(n)$ [25–28]

$$
P(n) = P(n - 1) - 0.5 \mu \nabla J_{\text{LMS}}(n) = P(n - 1) - \mu \Phi_f(n)E(n) \quad (25)
$$

where $\mu$ is a positive step-size, which should be chosen appropriately to guarantee the stability (see Section IV for details). Henceforth, we also call the linear operator as the weight and assume that the current weight matrix $P(n - 1)$ is statistically independent of the current correlation matrices $\Phi_f(n)$ and $\Phi_b(n)$ as usually assumed in the adaptive filtering literature (cf. [25–36]).

Furthermore, by using the matrix inversion lemma (e.g., [2], [27], and [68]), from (18), we can obtain the instantaneous orthogonal projector $\Pi_Q'$ onto the null space $\mathcal{N}(\Phi_1^H(\theta(n)))$ [23]

$$
\Pi_Q(\theta) = Q(\theta) (I_{M - 2p} - P^H(\theta)P(n)\gamma_f(n) + I_p)^{-1} P(n) Q^H(\theta) \quad (26)
$$

where $Q(\theta) = [P^T(n), -I_{M - 2p}]^T.$ Although the computational complexity is reduced for the calculation of $\Pi_Q'(\theta),$ where a $p \times p$ matrix $P(n)P^H(\theta) + I_p$ is inversed instead of an $(M - 2p) \times (M - 2p)$ matrix $Q^H(\theta)Q(\theta),$ this inversion may be unsuitable for the real-time application. Due to the computational expediency of the Householder transformation (cf. [13] and [48]), which is a reflection operation done to annihilate all the elements of a column except for the first one, we perform the
QR decomposition of $P(n)P^H(n) + I_p$ using the Householder transformation (see Appendix A for details)

$$P(n)P^H(n) + I_p = \tilde{Q}(n)\tilde{R}(n)$$ (27)

where $\tilde{Q}(n)$ and $\tilde{R}(n)$ are the $p \times p$ unitary matrix and upper triangular matrix. Then, the instantaneous orthogonal projector $\Pi(n)$ can be obtained

$$\Pi(n) = Q(n)(I_{M-2p} - P^H(n)\text{inv}(R(n))Q^H(n))P(n)Q^H(n)$$ (28)

where $\text{inv}(R(n))$ denotes the inversion operation of $R(n)$ with a simple back-substitution, because $\tilde{R}(n)$ is an upper triangular matrix (see Appendix B for details).

**B. NLMS Algorithm for Null Space Estimation in Nonstationary Environment**

The LMS algorithm in (25) has good convergence in a stationary environment, and its stability and rate of adaptation are governed by the step-size $\mu$, whose stability region generally depends on the statistics of the signals (e.g., incident directions herein) and on the additive noise. Because the step-size impacts the performance in a rather complicated way, it is very difficult in practice to choose an appropriate step-size to track the time-varying directions [49], though some variable step-size methods have been proposed (e.g., [50]). As normalization has been used as a heuristics method for stability in numerical analysis and optimization, the NLMS algorithm can provide improved performance while maintaining the simplicity and robustness of the LMS algorithm with a fixed step-size (cf. [27], [28], and [56]). Here, we consider the NLMS algorithm for estimating the linear operator $P(n)$, when the directions $\{\theta_k(n)\}$ are slowly time-varying (relative to the sampling rate [21]).

The NLMS algorithm can be viewed as the solution to the following optimization problem [27]: minimizing the squared Frobenius norm of the change $\Delta P(n) \triangleq P(n) - P(n-1)$ under the constraint $\Phi_2(n) = P^H(n)\Phi_1(n)$. We can define the time-varying cost function $J_{NLMS}(n)$ as

$$J_{NLMS}(n) \triangleq \|\Delta P(n)\|_F^2 + \text{Re}\{\text{tr}\{\Phi_2(n) - P^H(n)\Phi_1(n)\Lambda\}\}$$ (29)

where $\Lambda$ is a $4p \times (M - 2p)$ Lagrange matrix, and Re{$\cdot$} denotes the real part of the bracketed matrix. By differentiating $J_{NLMS}(n)$ with respect to the weight $P(n)$ and letting this differentiation be zero (i.e., $\partial J_{NLMS}(n)/\partial P^r(n) = O_{p \times (M-2p)}$), we get the optimum weight

$$P(n) = P(n-1) + \Phi_1(n)\Lambda.$$ (30)

In view of the constraint $\Phi_2(n) = P^H(n)\Phi_1(n)$, from (30) and (23), we easily obtain

$$\Phi_1(n)\Lambda = (\Phi_1(n)\Phi_1^H(n))^{-1}\Phi_1(n)E(n)$$ (31)

when the $p \times p$ matrix $\Phi_1(n)\Phi_1^H(n)$ is invertible. Then, by substituting (31) into (30) to eliminate the Lagrange matrix and introducing a positive step-size $\mu$ to control the change in $P(n)$ from one iteration to the next, we obtain the NLMS algorithm for updating of linear operator $P(n)$

$$P(n) = P(n-1) + \mu(\Phi_1(n)\Phi_1^H(n))^{-1}\Phi_1(n)E(n)$$ (32)

where the update term is premultiplied (normalized) by the inverse time-varying covariance matrix $(\Phi_1(n)\Phi_1^H(n))^{-1}$ of the “input” matrix $\Phi_1(n)$, whereas the stability region of step-size $\mu$ is independent of the signal statistics and given by $0 < \mu < 2$ (see Section IV for details).

Furthermore, with the SVD of the $4p \times p$ matrix $\Phi_1^H(n)$ given by [13], [23]

$$\Phi_1^H(n) = U(n)\bar{A}(n)V^H(n) = \left[\begin{array}{c} U_1(n) \\ U_2(n) \end{array}\right] \begin{bmatrix} \bar{A}_1(n) \\ \bar{A}_2(n) \end{bmatrix} V^H(n)$$

$$= U_1(n)\bar{A}_1(n)V^H(n)$$ (33)

where $U(n)U^H(n) = U_1(n)U_1^H(n) = I_{4p}$, $V(n)V^H(n) = V_1(n)V_1^H(n) = I_p$, $\bar{A}_1 = \text{diag}(\lambda_1(n), \lambda_2(n), \ldots, \lambda_p(n))$ with $\lambda_1(n) \geq \lambda_2(n) \geq \cdots \geq \lambda_p(n) > 0$, we readily find that the term $V(n)\bar{A}_1(n)U_1^H(n)$ (i.e., $\Phi_1(n)$) of the LMS algorithm in (25) is replaced by $V(n)\bar{A}_1^{-1}(n)U_1^H(n)$ (i.e., $(\Phi_1(n)\Phi_1^H(n))^{-1}\Phi_1(n))$ of the NLMS algorithm in (32). Thus, we can view the NLMS algorithm as the LMS algorithm with a time-varying step-size diagonal matrix $\bar{M}(n) \triangleq \mu\bar{A}_1^{-2}(n)$, whereas the latter has a constant step-size matrix $\mu I_p$.

The normalization makes the NLMS algorithm less sensitive to the variations in matrix $\Phi_1(n)$ at the cost of increased computational complexity, where the $p \times p$ matrix inversion is necessitated. However, this difficulty can be alleviated by using the QR decomposition given by

$$\Phi_1(n)\Phi_1^H(n) = \tilde{Q}(n)\tilde{R}(n)$$ (34)

where $\tilde{Q}(n)$ and $\tilde{R}(n)$ are the $p \times p$ unitary matrix and upper triangular matrix, respectively. Consequently, from (34) and (32), the NLMS algorithm can be rewritten as

$$P(n) = P(n-1) + \tilde{R}(n)Q^H(n)\Phi_1(n)E(n).$$ (35)

Then, the instantaneous orthogonal projector $\Pi(n)$ can be estimated using (27) and (28).

**Remark 3:** When the matrix $\Phi_1(n)$ is small, the numerical instability may arise due to the small singular values $\{\lambda_k(n)\}$ [12]. Hence, we can modify (32) by introducing a sufficiently small and positive regularization parameter $\varepsilon$

$$P(n) = P(n-1) + \mu(\Phi_1(n)\Phi_1^H(n) + \varepsilon I_p)^{-1}\Phi_1(n)E(n).$$ (36)

Thus, we call (36) the $\varepsilon$-NLMS algorithm.

**C. Approximate Newton Method for Direction Finding**

Now, we consider the online implementation of direction finding based on the minimization of the cost function $f(\theta)$.
in (18). As discussed in [23], the first-order expression for the estimation error of direction $\theta_k$ can be obtained as

$$\hat{\theta}_k - \theta_k \approx - \frac{\text{Re}\{\mathbf{d}^H(\theta) \mathbf{Q}_0 \mathbf{A}(\theta_k)\}}{\mathbf{d}^H(\theta) \mathbf{Q}_0 \mathbf{d}(\theta_k)}$$  \hspace{1cm} (37)$$

where $\mathbf{d}(\theta) \triangleq \begin{bmatrix} d(\theta) / \delta \end{bmatrix} = [j\omega_0 (d/c) \cos\theta, e^{j\omega_0 (L-2)\tau}(d/c) e^{j\omega_0 N(L-2)\tau}]^T$. Then, by substituting the orthogonal projector $\mathbf{P}(n)$ obtained by the LMS or NLMS algorithm into (37) to replace the estimated and true orthogonal projectors $\mathbf{P}_0$ and $\mathbf{Q}_0$, we get the approximate Newton iteration formula for direction updating (e.g., [25]–[28], [21], [66], and [68])

$$\hat{\theta}_k(n) = \hat{\theta}_k(n-1) - \frac{\text{Re}\{\mathbf{d}^H(\theta(n) \mathbf{P}(n) \mathbf{A}(\theta))\}}{\mathbf{d}^H(\theta(n) \mathbf{P}(n) \mathbf{d}(\theta(n))))_n \mathbf{d}(\theta(n))))_{n=1}} \hspace{1cm} (38)$$

D. Online Bearing Estimation and Tracking Algorithm

Based on the above analyses of null space estimation and direction finding, we can summarize the online ABEST algorithm as follows.

1) Calculate the instantaneous correlation vectors $\varphi(n)$ between $y(n)$ and $y_M^*(n)$ and $\varphi(n)$ between $y(n)$ and $y_M^*(n)$ as

$$\varphi(n) = y(n)y_M^*(n), \quad \varphi(n) = y(n)y_M^*(n)$$  \hspace{1cm} (39)$$

where $\varphi(n) = \begin{bmatrix} \varphi_1(n), \varphi_2(n), \ldots, \varphi_{M_1}(n) \end{bmatrix}^T$, and $\varphi(n) = \begin{bmatrix} \varphi_2(n), \varphi_1(n), \ldots, \varphi_{M_1}(n) \end{bmatrix}^T$. $\text{SUMWE}$ [23] to

2) Form the Hankel correlation matrices $\mathbf{F}_f(n)$, $\mathbf{F}_f(n)$, $\mathbf{F}_f(n)$, and $\mathbf{F}_f(n)$ from $\varphi(n)$ and $\varphi(n)$ as

$$\mathbf{F}_f(n) = \text{Hankel}\{y_c(n), y_c(n) \}$  \hspace{1cm} (40)$$

$$\mathbf{F}_f(n) = \text{Hankel}\{y_c(n), y_c(n) \}$  \hspace{1cm} (41)$$

where $\mathbf{F}_f(n) = \begin{bmatrix} \mathbf{F}_1(n), \mathbf{F}_2(n), \ldots, \mathbf{F}_{M_1}(n) \end{bmatrix}^T$, $\mathbf{F}_f(n) = \begin{bmatrix} \mathbf{F}_{M_1}(n), \mathbf{F}_{M_1-1}(n), \ldots, \mathbf{F}_1(n) \end{bmatrix}^T$, $\mathbf{F}_f(n) = \begin{bmatrix} \mathbf{F}_2(n), \mathbf{F}_1(n), \ldots, \mathbf{F}_{M_1}(n) \end{bmatrix}^T$, and $\mathbf{F}_f(n) = \begin{bmatrix} \mathbf{F}_{M_1}(n), \mathbf{F}_{M_1-1}(n), \ldots, \mathbf{F}_1(n) \end{bmatrix}^T$.

3) Calculate the instantaneous estimation error $\mathbf{e}(n)$ by using (23).

$$32\rho^2(M - 2p) + 8p(M - 2p)$$  \hspace{1cm} 4) LMS: Update the linear operator $\mathbf{P}(n)$ by using (25).

$$32\rho^2(M - 2p) + 2p(M - 2p) + 24\rho^2$$  \hspace{1cm} 5) Calculate the QR decomposition of $\mathbf{P}(n)$ by using (27) with Appendix A.

$$8p^2(M - 2p) + 24p^2 + 4p^2 + 23p$$  \hspace{1cm} 6) Calculate the orthogonal projector $\mathbf{P}(n)$ by using (28) with Appendix B.

$$8M(M - 2p)^2 + 8(M - 2p)(M - p^2 + p^2)$$  \hspace{1cm} 7) Update the estimates $\{\hat{\theta}_k(n)\}$ by using the approximate Newton iteration shown in (38).

$$16(M - p)^2 + 16(M - p)$$  \hspace{1cm} (38)$$

The computation complexity of each step above is roughly indicated in terms of the number of flops, where a flop is defined as a floating-point addition or multiplication operation as adopted by MATLAB software. The NLMS algorithm needs approximately $97\rho^3 - 11\rho^2 + 22\rho$ more flops than the LMS algorithm. Furthermore, the LMS and NLMS algorithms are initialized by $\mathbf{P}(0) = \mathbf{O}_{p \times (M - 2p)}$, and the first $K_0 = 2M$ snapshots of the received data are accumulated for the offline SUMWE [23] to provide the initial values of directions $\{\hat{\theta}_k(n)\}$ for the Newton method [21].

**Remark 4:** Like the SUMWE, the proposed ABEST algorithm can accommodate a more general noise model of the spatially correlated noise if we choose appropriate subarrays (i.e., instantaneous cross correlations of the array data) (see [23] for reference).

**Remark 5:** In practice, the subarray size should be chosen appropriately because the information on the number of signals is unavailable in some applications. When the number of signals is presumed as $\bar{p}$, if there is an error in this presumption, the estimation performance of the ABEST will be affected. If $\bar{p} > p$ with $M - \bar{p} < p$ or $\bar{p} < p$, the ranks of the $M - \bar{p}$ matrices $\mathbf{F}_f, \mathbf{F}_f, \mathbf{F}_f, \mathbf{F}_f$ in (10)–(13) will be smaller than $p$, and apparently, the dimensions of signal subspace of these matrices cannot be restored to the number of coherent signals [12], [43]. Consequently, the $\bar{p} \times (M - 2\bar{p})$ linear operator $\mathbf{P}$ in (17) cannot be used to estimate the directions of coherent signals accurately, and it will severely degrade the estimation performance of the ABEST algorithm. If $\bar{p} > p$ and $\bar{p}$ satisfies the condition $M - \bar{p} > \bar{p} > p$, the $(M - p) \times p$ matrices $\mathbf{F}_f, \mathbf{F}_f, \mathbf{F}_f$, and $\mathbf{F}_f$ are rank deficient, and the ordinary LS estimate $\hat{\mathbf{P}} = (\mathbf{F}_f^H \mathbf{F}_f)^{-1} \mathbf{F}_f^H \mathbf{S}$ from (17) becomes numerically unstable [12], [43]. However, due to the finite number of snapshots, the absence of additive noise in the array data will alleviate the ill-conditioning in the estimation $\hat{\mathbf{P}} = (\mathbf{F}_f^H \mathbf{F}_f)^{-1} \mathbf{F}_f^H$ to a certain extent [12], where $\mathbf{P}$ is used in (18) for direction estimation from the finite and noisy array data. Thus, the ABEST algorithm still holds in this case by choosing the step-size of the LMS/NLMS algorithm properly. From Remark 1, we can see that the maximum detectable number of incident signals is $p < M/2$. Thus, if the number of signals is unknown, we can choose a conservative value of the number of incident signals (i.e., subarray size) as $\bar{p} = \lceil M/2 \rceil - 1$, where the inequality condition $M - \bar{p} > \bar{p} > p$ is satisfied as well, where $\lfloor x \rfloor$ denotes the largest integer smaller than or equal to $x$.

Furthermore, by estimating the $(M - \bar{p}) \times \bar{p}$ matrices $\mathbf{F}_f, \mathbf{F}_f, \mathbf{F}_f, \mathbf{F}_f$ from the finite array data with $\bar{p} = \lceil M/2 \rceil - 1$ and by performing the QR decomposition of the matrix $\mathbf{F}_f^H \mathbf{F}_f$ as $\mathbf{F}_f^H \mathbf{F}_f = \mathbf{Q} \mathbf{R}$, where $\mathbf{Q} = [\mathbf{F}_f, \mathbf{F}_f, \mathbf{F}_f, \mathbf{F}_f]$, the number of incident signals can be determined accurately by using the elements $\{r_{kk}\}$ of $\mathbf{R}$ [75] (yet it is beyond the scope of this paper).
The computational complexity of each step in MATLAB flops required by the (a) LMS- and (b) NLMS-based ABEST algorithm and that needed by the MUSIC and SS-based MUSIC in terms of the number of sensors at each instant (p = 2).

Remark 6: Basically, a simple and direct online implementation of the benchmark methods of the MUSIC (for incoherent signals case) [6] and spatial smoothing (SS)-based MUSIC [39] (for the coherent signals case) with eigendecomposition involves three major steps at each instant:

1) computation of the time-varying array covariance matrix with rank-1 updating (and calculation of spatially smoothed subarray covariance matrix for the SS-based MUSIC);

2) estimation of noise subspace with EVD;

3) updating of the estimated directions with approximate Newton iteration.

The computational complexity of each step in MATLAB flops required by the MUSIC, SS-based MUSIC, and the ABEST algorithm at each instant as \( f_{\text{MUSIC}}, f_{\text{SS-MUSIC}}, \) and \( f_{\text{ABEST}} \), respectively, the relative efficiency ratios \( f_{\text{ABEST}}/f_{\text{MUSIC}} \) and \( f_{\text{ABEST}}/f_{\text{SS-MUSIC}} \) in terms of the number of sensors are shown in Fig. 1 based on some examinations, where \( p = 2 \).

\( M \) is varied from \( M = 5 \) to \( M = 100 \), the subarray size \( m \) is chosen as \( m = \text{round}(0.6(M + 1)) \) [74], and \( \text{round}(\cdot) \) denotes the round-off operation. Obviously, \( f_{\text{ABEST}} \) is smaller than \( f_{\text{MUSIC}} \) and \( f_{\text{SS-MUSIC}} \), and these quantitative comparisons show that the ABEST algorithm is computationally efficient than the (SS-based) MUSIC method with EVD.

IV. STATISTICAL ANALYSIS

A. Mean Behavior and Mean Stability of LMS

First by defining the weight-error \( \hat{P}(n) \) as \( \hat{P}(n) \triangleq \hat{P}(n) - P(n) \), from (21), (23), and (25), we can rewrite the weight adaptation in terms of the weight-error matrix

\[
\hat{P}(n) = (I_p - \mu \Phi_1(n)\Phi_1^H(n))\hat{P}(n-1) + \mu \Phi_1(n)\Phi_1^H(n)P(n-1) + \mu \Phi_1(n)\Phi_1^H(n)Q(n).
\]  

(42)

Under the assumption of independence between \( P(n-1) \) and \( \Phi_1(n) \), by taking the expectation on both sides of (42) and using the results shown in Appendix C, we easily get

\[
E\{\hat{P}(n)\} = (I_p - \mu \tilde{\Psi}_1)E\{\hat{P}(0)\} + \mu \alpha \sum_{k=0}^{n-1} (I_p - \mu \tilde{\Psi}_1)P(n-1) \tag{43}
\]

with

\[
\tilde{\Psi}_1 = E\{\Phi_1(n)\Phi_1^H(n)\}
\]

\[
= \psi_1 + \sum_{k=1}^{p} r_{MM}(M_{f1} + M_{b1} + 1) + r_{MM}(M_{b1} + M_{b2}) \tag{44}
\]

\[
\Omega = E\{\Phi_1(n)\Phi_1^H(n)\} = \alpha [I_p, O_{p(M-2p)}] \tag{45}
\]

with

\[
\psi_1 \triangleq E\{\Phi_1(n)\Phi_1^H(n)\}, \quad M_{f1} \triangleq E\{y_{f1}(n)y_{f1}^H(n)\}, \quad M_{b1} \triangleq E\{y_{b1}(n)y_{b1}^H(n)\}, \quad \alpha \triangleq 2\sigma^2(\nu_1 + r_{MM}).
\]

The recursion in (43) describes the mean behavior of the weight-error matrix \( \hat{P}(n) \), and its first term is the natural component that governs the convergence of \( \hat{P}(n) \) in (25).

Theorem 1: The stability condition of the LMS algorithm in the mean sense is that the step-size satisfies the double inequality

\[
0 < \mu < \frac{2}{\lambda_{\text{max}}(\tilde{\Psi}_1)} \tag{46}
\]

where \( \lambda_{\text{max}}(\cdot) \) denotes the largest eigenvalue of the bracketed matrix.
Theorem 2: The step-size convergence condition that guarantees the mean-square stability of the LMS algorithm in (25) is given by (51), shown at the bottom of the page, where

\[
\begin{align*}
\mathbf{K}_2 & \triangleq \sum_{i=1}^{p} \sum_{j=1}^{p} \sum_{k=1}^{4} \mathbb{E}\{ \mathbf{F}_{ik}^H(n_{ik}) \mathbf{F}_{ik} \mathbf{F}_{ik}^H(n_{ik}) \} \\
\mathbf{K}_1 & \triangleq \sum_{i=1}^{p} \sum_{j=1}^{p} \sum_{k=1}^{4} \mathbb{E}\{ \mathbf{F}_{ik}^H(n_{ik}) \mathbf{F}_{ik} \mathbf{F}_{ik}^H(n_{ik}) \} \\
\end{align*}
\]

in which \( \mathbf{F}_{ik} \triangleq \mathbb{E}\{ \mathbf{z}_{ik}(n) \mathbf{z}_{ik}^H(n) \} \) and \( \mathbf{F}_{ik}^H(n_{ik}) \triangleq \mathbb{E}\{ \mathbf{z}_{ik}(n_{ik}) \mathbf{z}_{ik}^H(n_{ik}) \} \), and \( \otimes \) denotes the Kronecker product. Here, we assume that the real and positive eigenvalues of the \( 2p^2 \times 2p^2 \) matrices in (54) (i.e., \( \lambda(\mathbf{L}) \in \mathbb{R}^+ \) and \( \lambda(\mathbf{L}) \in \mathbb{R}^+ \)) exist; if they do not, the corresponding condition should be removed from (51).

Proof: See Appendix F.

Therefore, by combining the analyses of the exponential convergences in the mean and mean-square senses, where the former suffices for the mean weight-error to equal zero and the latter ensures a steady-state error with finite variance, from (46) and (51), we can obtain the step-size convergence condition

\[
0 < \mu < \min \left\{ \frac{1}{\lambda_{\text{max}}(\mathbf{C}^{-1} \mathbf{C})}, \frac{1}{\lambda_{\text{max}}(\mathbf{C}^{-1} \mathbf{C})}, \frac{1}{\max \{\lambda(\mathbf{L}) \in \mathbb{R}^+\}}, \frac{1}{\max \{\lambda(\mathbf{L}) \in \mathbb{R}^+\}} \right\}
\]
that guarantees both the mean and mean-square stabilities of the LMS algorithm as in (57), shown at the bottom of the page.

Remark 8: The ordinary differential equation (ODE) method [67]–[69] is another approach for studying the performance of adaptive filtering algorithm without making any assumptions about the statistical independence of input data, where the discrete-time difference equation of stochastic algorithm is reduced to a continuous-time deterministic differential equation, and the convergence and stability properties of the resulting continuous-time system are often analyzed by using the well-studied Lyapunov stability theory [28], [67]–[69]. Unfortunately, like the averaging analysis [26], the ODE method is only applicable to study the asymptotic convergence behavior of adaptive filtering algorithm for a sufficiently small step-size (or a vanishingly small one) case (so that some approximations become possible) and does not give information on the transient behavior of the adaptive algorithm (e.g., [70]–[73]). In this paper, we do not expand on this stability issue, since one of our objectives is to derive the convergence condition of step-size that guarantees the mean and mean-square stabilities. Furthermore, albeit in a rather complex fashion, the derived exact expectation analyses hold without any approximations or assumptions, except for the assumption that the current weight matrix \( \mathbf{P}(n-1) \) is statistically independent of the current correlation matrices \( \mathbf{P}_1(n) \) and \( \mathbf{P}_2(n) \), but this assumption is justified in the situation considered herein in light of (21) (cf. [27]).

C. Learning Curves of LMS

Here, we study the MSE and MSD learning curves of the LMS algorithm, which provide the measures of the rate of convergence, the steady-state error, and the effect of step-size.

First, from (21) and (23), the \( 4p \times (M-2p) \) estimation error matrix \( \mathbf{E}(n) \) is rewritten as

\[
\mathbf{E}(n) = \mathbf{P}_0(n) - \mathbf{G}(n) \mathbf{Q}.
\]

(58)

Then, by using the independence assumption for \( \mathbf{P}(n-1) \) and \( \mathbf{P}_0(n) \), we get the MSE learning curve of the LMS algorithm [27], [28]

\[
J_{\text{MSE}}^\text{LMS}(n) \triangleq E\{J_{\text{LS}}(n)\} = \text{tr}\{E\{\mathbf{E}(n)\mathbf{E}(n)\}\}
= \text{tr}\{E\{\mathbf{P}_1(n)\mathbf{P}_0(n)\}\}
- \text{tr}\{E\{\mathbf{P}_1(n)\mathbf{G}(n)\}\}
+ \text{tr}\{E\{\mathbf{G}(n)\mathbf{P}_0(n)\}\}.
\]

(59)

In a fashion similar to the evaluation of expectation \( E\{\mathbf{P}_1(n)\mathbf{G}(n)\} \) in Appendix C, from (E3) and (E4), we obtain from some manipulations

\[
E\{\mathbf{G}(n)\mathbf{G}(n)\} = \sum_{l=1}^{p} \sum_{i=1}^{4} E\{\mathbf{g}_i(n)\mathbf{g}_i(n)\} = \alpha J_{M-p}.
\]

(60)

Then, by substituting (44), (45), and (60) into (59) and using the identity \( \text{tr}\{\mathbf{X}\mathbf{Y}\} = \text{tr}\{\mathbf{Y}\mathbf{X}\} \) for two matrices with compatible dimensions, we get the MSE curve \( J_{\text{MSE}}^\text{LMS}(n) \)

\[
J_{\text{MSE}}^\text{LMS}(n) = \text{tr}\{\mathbf{P}_1(n)\mathbf{P}_2(n-1) - \mathbf{P}_1(n) \}
+ \text{tr}\{\mathbf{Q}(\mathbf{P}_2(n) \mathbf{P}_1(n) - \mathbf{P}_2(n))\}
+ \text{tr}\{\mathbf{Q}(\mathbf{P}_1(n) \mathbf{P}_2(n) - \mathbf{P}_1(n))\}.
\]

(61)

where the first- and second-order weight statistics \( E\{\mathbf{P}(n-1)\mathbf{P}(n)\} \) and \( E\{\mathbf{P}(n-1)\mathbf{P}(n)\} \) of the weight-error \( \mathbf{P}(n) \) can be determined numerically using the recursions (43) and (50).

From (61) and the result of Section IV-A, the steady-state MSE (SSMSE) is given by

\[
J_{\text{MSE}}^\text{SSMSE} = \text{tr}\{\mathbf{P}_1(n)\mathbf{P}_2(n-1) - \mathbf{P}_1(n) \}
+ \text{tr}\{\mathbf{Q}(\mathbf{P}_2(n) \mathbf{P}_1(n) - \mathbf{P}_2(n))\}
+ \text{tr}\{\mathbf{Q}(\mathbf{P}_1(n) \mathbf{P}_2(n) - \mathbf{P}_1(n))\}.
\]

(62)

D. Stability Analysis of NLMS

Because of the high nonlinearity of the NLMS algorithm in (32) with the presence of normalization factor \( \mathbf{F}_1(n) \mathbf{F}_2(n) \) and of the correlation between the matrices \( \mathbf{P}_1(n) \) and \( \mathbf{E}_0(n) \) (i.e., \( \mathbf{G}(n) \)) with their structure, the mathematical analysis of the NLMS algorithm is very complicated. Here, we thus only examine the convergence condition for the NLMS algorithm in the case of constant directions.

From (32), (21), and (23), after some simple manipulations, we easily obtain

\[
\mathbf{P}(n) = (1 - \bar{\mu})\mathbf{P}(n-1) + \bar{\mu}(\mathbf{P}_1(n) \mathbf{P}_2(n))^{-1} \mathbf{P}_1(n) \mathbf{G}(n) \mathbf{Q},
\]

(64)

Then, the expectation of the NLMS weight-error matrix is given by

\[
E\{\mathbf{P}(n)\} = (1 - \bar{\mu})E\{\mathbf{P}(n-1)\} + \bar{\mu}E\{\mathbf{Q}\}
= (1 - \bar{\mu})^n E\{\mathbf{P}(0)\} + \bar{\mu} \sum_{l=0}^{n-1} (1 - \bar{\mu})^l \mathbf{Q}
= (1 - \bar{\mu})^n E\{\mathbf{P}(0)\} + (1 - (1 - \bar{\mu})^n) \mathbf{Q}.
\]

(65)

where \( \mathbf{Q} \equiv E\{\mathbf{P}_1(n) \mathbf{G}(n) \mathbf{Q}\} \). Furthermore, in a way similar to (49) in the LMS case, from (64), we can get the recursion of mean-square weight-error \( E\{\mathbf{P}(n)\mathbf{P}(n)\} \) of the NLMS algorithm

\[
\mathbf{K}(n) = (1 - \bar{\mu})^2 \mathbf{K}(n-1) + \bar{\mu}(1 - \bar{\mu})
\cdot \left( E\{\mathbf{P}(n-1)\mathbf{Q}(n-1)\mathbf{Q}(n-1)\mathbf{Q}(n-1)\} + E\{\mathbf{P}(n-1)\mathbf{Q}(n-1)\mathbf{Q}(n-1)\mathbf{Q}(n-1)\} \right).
\]

(66)

\[
0 < \mu < \min \left\{ \frac{2}{\lambda_{\max}^2(\mathbf{P}_1)}, \frac{1}{\lambda_{\max}(\mathbf{G}^{-1}(\mathbf{C})), \frac{1}{\lambda_{\max}(\mathbf{G}^{-1}(\mathbf{C})), \frac{1}{\lambda_{\max}(\mathbf{L}(\mathbf{L}) \in \mathbb{R}^+)}}, \frac{1}{\lambda_{\max}(\mathbf{L}(\mathbf{L}) \in \mathbb{R}^+) \right\}.
\]

(57)
where \( \Upsilon \triangleq \mathbb{E}\{(\Phi_1(n)\Phi_1^H(n))^{-1}\Phi_1(n)GG^H(n)QQ^H(n)\cdot \Phi_1^H(n)(\Phi_1(n)\Phi_1^H(n))^{-1}\} \). Although it is a thorny task to evaluate the expectations \( \Omega \) in (65) and \( \Upsilon \) in (66), we readily find that the stability region of step-size \( \bar{\mu} \) is independent of the signal statistics.

**Theorem 3:** The convergence of the NLMS algorithm in the mean and mean-square senses is guaranteed for the step-size \( \bar{\mu} \) satisfying the condition \( 0 < \bar{\mu} < 2 \).

**Proof:** From (65) and (66), apparently the NLMS algorithm converges if and only if the step-size \( \bar{\mu} \) satisfies the inequality \( |1-\bar{\mu}| < 1 \). Thus, the stability condition \( 0 < \bar{\mu} < 2 \) is obtained straightforwardly, where the knowledge of signal statistics is not needed.

From (65), we also get the steady-state mean of the weight-error as \( \lim_{n \to \infty} \mathbb{E}\{\tilde{P}(n)\} = \bar{Q}Q \). and the NLMS algorithm in (32) is asymptotically unbiased for the noiseless array data.

**Remark 9:** Under the noiseless scenario (i.e., \( \sigma^2 = 0 \)), we can see that \( \bar{\mu} = 1 \) is the optimum step-size for the fastest convergence of the NLMS algorithm.

**E. An Analytical Study of LMS Stability**

To gain insight into the convergence condition of the LMS algorithm discussed in Sections IV-A and IV-B, here we focus on the case of one signal with constant direction and study the LMS stability in more details.

In this case (i.e., \( p = 1 \) and \( L = M \)), we readily have

\[
A = \mathbf{a}(\theta_i) = [1, e^{j\pi\theta_i}, \ldots, e^{j(M-1)\pi\theta_i}]^T
\]

(67)

and

\[
A_2 = \mathbf{a}_2(\theta_i) = [e^{j\pi\theta_i}, \ldots, e^{j(M-2)\pi\theta_i}]^T
\]

(68)

and

\[
A_1 = \mathbf{a}_1(\theta_i) = 1,
\]

(69)

and the LMS algorithm can be rewritten as

\[
\mathbf{p}(n) = \mathbf{p}(n-1) + \mu \mathbf{p}_1(n) \mathbf{E}(n)
\]

(70)

where

\[
\mathbf{p}_1(n) = \Phi_1(n) = \begin{bmatrix} y_1(n) & y_2(n) & \cdots & y_M(n) \\ y_1(n) & y_2(n) & \cdots & y_M(n) \\ \vdots & \vdots & \ddots & \vdots \\ y_1(n) & y_2(n) & \cdots & y_M(n) \end{bmatrix}
\]

(71)

with \( \Phi_2(n) \), \( \Phi_3(n) \), \( \Phi_4(n) \), and \( \Phi_5(n) \) are matrices reduced to scalar quantities given by

\[
\mathbf{J}_1(n) = [\tilde{z}_{11}(n), z_{21}(n), \ldots, z_{M1}(n)]^T
\]

(72)

and

\[
\mathbf{J}_2(n) = [\tilde{z}_{12}(n), z_{22}(n), \ldots, z_{M2}(n)]^T
\]

(73)

and

\[
\mathbf{J}_3(n) = [\tilde{z}_{13}(n), z_{23}(n), \ldots, z_{M3}(n)]^T
\]

(74)

By some simple calculations, from (44), (C5), (73), and (74), we obtain

\[
\tilde{\mathbf{Y}}_1 = \mathbb{E}\{\mathbf{p}_1(n)\mathbf{p}_1^H(n)\} = 4r_s^2 + 4(r_s + \sigma^2)^2
\]

(75)

Moreover, by substituting (73) and (74) into the expectations shown in Tables II and III, we can get the expectations \( \tilde{F}_{11,1} \) as

\[
\tilde{F}_{11,1} = \mathbb{E}\{\tilde{z}_{11}(n)\tilde{z}_{11}(n)^*\}
\]

(76)

and

\[
\tilde{F}_{11,1} = F_{11,1} = F_{31,1} = F_{31,1} = 2r_s^2 e^{j2\pi(2M-1)\pi\theta_i}
\]

(77)

and

\[
\tilde{F}_{11,1} = F_{11,1} = F_{31,1} = F_{31,1} = 2r_s^2 e^{j2\pi(2M-1)\pi\theta_i}
\]

(78)

and

\[
\tilde{F}_{11,1} = F_{11,1} = F_{31,1} = F_{31,1} = 2r_s^2 e^{j2\pi(2M-1)\pi\theta_i}
\]

(79)
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V. NUMERICAL EXAMPLES

We evaluate the performance of the proposed ABEST algorithm and demonstrate the validity of the analytical results through several numerical examples. TheULA with \(M\) sensors is separated by a half-wavelength, and the SNR is defined as the ratio of the power of the source signals to that of the additive noise at each sensor. In the simulations, the first \(K_0 = 2M\) snapshots of the array data are accumulated for the offline SUMWE [23] to provide the initial values of estimated directions \(\{\vartheta_k(K_0)\}\) for the Newton iteration in (38), the LMS and NLMS algorithms in (25) and (35) are initialized by \(P(K_0) = \begin{bmatrix} 2^{MP}(M-2p) \end{bmatrix}\) and the online algorithm starts at the instant \(n = K_0 + 1\). The simulation results shown subsequently are obtained by ensemble-averaging over 1000 independent trials.

A. Example 1—Verification of Stability Analysis

First, we examine the stability analysis of the LMS and NLMS algorithms for null space estimation. The number of sensors is \(M = 16\), and one signal impinges the array along \(\vartheta_1 = 10^\circ\) with the signal power \(r_s = 1\). The additive noise is assumed to be absent. The step-size of the LMS algorithm is set to \(\mu = 0.25\), \(1/12\), \(1/24\), and 1, while that of the NLMS algorithm is chosen as \(\mu = 2, 1.5, 1\), and 0.1.

From the analyses described in Section IV, the stability bounds of the LMS step-size in the mean and mean-square senses are \(\mu_{\text{mean}} = 1/4r_s^2 = 0.25\) and \(\mu_{\text{ms.s.}} = 1/12r_s^2 = 1/12\), respectively, and the optimum step-size is \(\mu_0 = \mu_{\text{ms.s.}}/2 = 1/24\). Figs. 3 and 4 show the ensemble-averaged MSE learning curves of the LMS and NLMS algorithms, respectively, which are computed by averaging the sample curves of \(\mathcal{N}\) trials (here \(\mathcal{N} = 1000\)) (cf. [35]). From Fig. 3, we can see that there is an almost perfect agreement between the LMS theoretical MSE learning curve given by (61) and the simulation results for \(\mu = 1/24\) and \(\mu = 0.01\), which are smaller than the stability supremum \(\mu_{\text{ms.s.}}\). These simulation results demonstrate that the convergence rate depends highly on the step-size and that the fastest convergence is achieved with the optimum step-size \(\mu = \mu_0 = 1/24\). However, there are appreciable differences between the behaviors of the ensemble-averaged curves and those of the theoretical ones for
\[ \mu = \mu_{\text{mean}} = 0.25 \quad \text{and} \quad \mu = \mu_{\text{NLMS}} = 1/12, \] which are out of the stability region \( 0 < \mu < \mu_{\text{mean}} \), where the averaged curve coincides well with the theoretical one during the initial time instants and deviates from it thereafter, and the convergence occurs even though the divergence is predicted by the mean-square stability analysis. These phenomena essentially conform with the learning mechanism clarified and studied in [35], where a combination of the mean-square stability and almost sure (a.s.) stability would be a more appropriate performance measure, especially for larger step-sizes (see [35] and [28] for more details).

In addition, Fig. 4 shows that the theoretical results for the NLMS stability better match the simulation results, in which the convergence of the NLMS ensemble-averaged MSE learning curves is guaranteed for the step-size \( \overline{\mu} \) satisfying \( 0 < \overline{\mu} < 2 \), and the learning curve converges fastest with \( \overline{\mu} = 1 \). Furthermore, the simulation results show that the convergence condition for the NLMS algorithm is independent of the statistics of the incident signal and that the NLMS algorithm converges faster than the LMS one. The behaviors of the MSD learning curves of the LMS and NLMS algorithms are similar to that of the MSE curves and are omitted here.

**B. Example 2—Adaptive Estimation of Constant Directions**

We then assess the estimation performance of the proposed ABEST algorithm when the directions of the incident signals are constant. Two coherent signals with equal power \( r_s \) come from \( \theta_1 = 10^5 \quad \text{and} \quad \theta_2 = 20^5, \) where \( r_s = 1 \), and the SNR is 20 dB. The number of sensors is \( M = 16 \), and the step-sizes of the LMS and NLMS algorithms are set to \( \mu = 10^{-3} \) and \( \overline{\mu} = 0.1 \).

The bounds in (70) are evaluated and given by \( 2/\lambda_{\text{max}}(\Psi) = 1.9871 \times 10^{-3}, \) \( 2/\lambda_{\text{mean}}(C^{-1}C) = 1.9871 \times 10^{-3}, \) and \( 1/\lambda_{\text{max}}(C^{-1}C) = 2.0998 \times 10^{-3} \), while the real and positive eigenvalues of \( \hat{L} \) and \( \overline{L} \) do not exist. Hence, the stability bound on the step-size \( \mu \) is \( 0 < \mu < \mu_{\text{NLMS}} \), where \( \mu_{\text{NLMS}} = 1.9871 \times 10^{-3} \). The ensemble-averaged MSE learning curves of the LMS and NLMS algorithms are shown in Fig. 5, where the LMS theoretical MSE curve given by (61) and the SSME given by (62) are also depicted, in which the steady-state mean-squared weight-error matrix \( \mathbf{K}(\infty) \) in (62) is evaluated by ensemble-averaging. As shown in Fig. 5, the theoretical results on the MSE curve and SSME of the LMS algorithm are in better agreement with the simulation results, while the ensemble-averaged MSE curve of the NLMS algorithm has faster convergence than that of the LMS algorithm, but it has a slightly larger steady-state MSE. Furthermore, the MSD learning curves of the LMS and NLMS algorithms are shown in Fig. 6(a). Obviously, the LMS ensemble-averaged
MSD curve is very close to the theoretical one, and the NLMS ensemble-averaged MSD curve converges faster than that of the LMS algorithm but with a larger steady-state MSD.

To measure the overall performance of estimating the directions, we define a root-MSD learning curve of estimated directions (RMSDD) as

$$J^{\text{RMSDD}}(n) \triangleq \frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{p} (\hat{\theta}_k^{(i)}(n) - \theta_k(n))^2$$

where $\hat{\theta}_k^{(i)}(n)$ is the estimate obtained in the $i$th trial at the instant $n$, and $N$ is the number of trials. The $J^{\text{RMSDD}}(n)$ learning curves of the LMS- and NLMS-based ABEST algorithms are plotted in Fig. 6(b), where we can see that the NLMS-based algorithm provides better direction estimation than the LMS-based one with faster convergence and less fluctuation in this empirical scenario.

C. Example 3—Direction Tracking of Coherent Signals

Next, we evaluate the performance of the proposed ABEST algorithm for tracking time-varying directions of two coherent signals. The simulation conditions are similar to those of Example 2, except that the incident directions are linearly and nonlinearly time-varying, respectively, as $\theta_1(n) = 15^\circ + 0.002^\circ(n-1)$ and $\theta_2(n) = 5^\circ \sin(2\pi(4 \times 10^{-4}n + 2.25 \times 10^{-6}n^2))$, and the step-sizes are $\mu = 2 \times 10^{-3}$ and $\bar{\mu} = 1$.

The direction estimates $\hat{\theta}_1(n)$ and $\hat{\theta}_2(n)$ obtained by the LMS- and NLMS-based ABEST algorithm are shown in Fig. 7, and the root-MSD learning curves corresponding to the direction estimates are plotted in Fig. 8. While it is difficult to set an appropriate LMS step-size $\mu$ to track two time-varying directions with different dynamics accurately and promptly, the NLMS step-size $\bar{\mu}$ can be easily set, enabling the incident directions to be well tracked. The estimates obtained with the NLMS-based algorithm are almost indistinguishable from the actual values of the incident directions as shown in Fig. 7. Furthermore, careful examinations show that a small NLMS step-size $\bar{\mu}$ satisfying $0 < \bar{\mu} < 1$ should be used to achieve good tracking with a small steady-state MSE from the noisy array data in stationary and nonstationary environments, though the NLMS stability region is given by $0 < \bar{\mu} < 2$, and the fastest convergence occurs at $\bar{\mu} = 1$ in the noiseless case, as shown in Fig. 4.

D. Example 4—Direction Tracking of Signals With Time-Varying Correlation Factor

Here, we verify the performance of the ABEST algorithm when the incident signals have a time-varying correlation factor. Two signals arrive from $\theta_1 = 12^\circ$ (constant) and $\theta_2(n) = 5^\circ \sin(2\pi n/3000)$ (nonlinear and slowly time-varying), where $n = 1, 2, \ldots, 1500$, and the signal $s_2(n)$ is a superposition of two uncorrelated signals $s_1(n)$ and $s_2(n)$ with equal power $r_s$ given by [23]

$$s_2(n) = \rho(n)s_1(n) + \sqrt{1 - |\rho(n)|^2}s_2(n)$$

where $\rho(n)$ denotes the correlation factor. The other simulation parameters are similar to those in Example 2.

First, we consider the situation where two incident signals are uncorrelated (i.e., $\rho(n) = 0$) and then we test the direction estimation when the magnitude of the correlation factor $\rho(n)$ between 0 and 1 is

$$\rho(n) = \begin{cases} 0, & \text{for } 1 \leq n \leq 250 \\ \sin(2\pi \times 10^{-3}(n - 250)), & \text{for } 251 \leq n \leq 500 \\ 1, & \text{for } 501 \leq n \leq 1000 \\ \sin(2\pi \times 10^{-3}(n - 750)), & \text{for } 1001 \leq n \leq 1250 \\ 0, & \text{for } 1251 \leq n \leq 1500 \end{cases}$$

where the phase of the correlation factor is assumed to be zero for simplicity. The direction estimates and the corresponding root-MSE learning curves are depicted in Figs. 9 and 10.
The ensemble-average of null space estimation is obtained in a QR decomposition, which is larger than that needed by the proposed ABEST algorithm. Clearly, the coherency of the incident signals leads to significantly degraded SWEDE performance during the time-varying directions of (a) two uncorrelated signals and (b) two signals with time-varying correlation factor (solid line: LMS; dashed–dotted line: NLMS; dotted line: actual values) for Example 4 ($M = 16$, SNR = 20 dB ($r_x = 1$), $\theta_1 = 12^\circ$, $\theta_2(n) = 5^\circ \sin(2\pi n/3000)$, $\mu = 10^{-3}$, and $\beta = 0.1$).

To compare the estimation performance, the online SWEDE without eigendecomposition [21] is also carried out, where the forgetting factor for rank-1 updating of the subarray covariance matrix is $\alpha = 0.01$, the null space is obtained in a QR–LS way, and the Newton step for direction updating is not reiterated at each time instant (see [21] for more details). In addition, the number of MATLAB flops required by the SWEDE is roughly $8(p+1)M^2 + 8p^2(M-2p) + 24(M+p^2) + O(p^3) + O(M^2p)$, which is larger than that needed by the proposed ABEST algorithm. Clearly, the coherency of the incident signals leads to significantly degraded SWEDE performance during the time instant $501 \leq n \leq 1000$, and the different dynamics of the incident directions make it difficult to optimize the step-size $\mu$ for the LMS-based ABEST algorithm. However, as shown in Figs. 9 and 10, the tracking performance of the NLMS-based ABEST algorithm appears to be (significantly) less sensitive to the signal correlations and direction dynamics than that of the SWEDE and the LMS-based ABEST algorithm.

E. Example 5—Insensitivity to Presumed Number of Signals

Finally, we study the insensitivity of the proposed ABEST algorithm to an overdetermined number of signals in the scenarios similar to Examples 2 and 3. Here, the number of signals is presumed as $\bar{p} = [M/2] - 1 = 7 > p$, and the parameter $p$ in Steps 2 ~ 6 shown in Section III-D is replaced with $\bar{p}$.

First, we consider the adaptive estimation of two constant directions, where the simulation conditions are similar to that of Example 2, except that the step-sizes of the LMS and NLMS algorithms are set to $\mu = 10^{-4}$ and $\bar{\mu} = 0.05$. The ensemble-averaged MSE learning curves of direction estimation are plotted in Fig. 11(a), while the root-MSD learning curves of direction estimation for the LMS and NLMS algorithms are shown in Fig. 11(b). Then, we test the tracking of time-varying directions of two coherent signals with the other simulation parameters being identical to those in Example 3, except that the step-sizes are $\mu = 1.2 \times 10^{-4}$ and $\bar{\mu} = 0.6$. The averaged direction estimates and the corresponding root-MSD learning curves for the LMS and NLMS algorithms are shown in Fig. 12(a) and (b), respectively. From Figs. 11 and 12, we can see that the ABEST algorithm with a presumed number of signals (i.e., $\bar{p} = [M/2] - 1$) exhibits comparable estimation and tracking performance to that with the true number of signals in the stationary and nonstationary environment, as shown in Figs. 5, 6(b), 7, and 8 by choosing the step-size of the LMS/NLMS algorithm properly to dampen the noise effect. Furthermore, careful examinations indicate that the stability region of step-size becomes narrower than that shown in (57) and Theorem 3.
VI. CONCLUSION

In this paper, a computationally efficient subspace-based algorithm was developed for adaptive direction estimation and tracking of uncorrelated and correlated narrow-band signals impinging on a ULA. In this ABEST algorithm, the null space is estimated using the LMS or NLMS algorithm, and the directions are updated using the approximate Newton method. The ABEST algorithm has a reduced computational load, a less restrictive model of additive noise, and a remarkable insensitivity to the correlation of the incident signals. The transient analyses of the LMS and NLMS algorithms were studied, and the convergence conditions for the step-size that guarantee the mean and mean-square stabilities were explicitly derived. The analytical expressions of the MSE and MSD learning curves of the LMS algorithm were also clarified. The estimation effectiveness of the ABEST algorithm was verified, and the theoretical analyses were substantiated through numerical examples, and the simulation results showed that the ABEST algorithm is computationally simple and has good adaptation and tracking abilities.

APPENDIX A

COMPUTATION OF QR DECOMPOSITION $P = QR$ WITH HOUSEHOLDER TRANSFORMATION

We assume that $P$ is a $p \times q$ complex matrix and set $K = q$ for $p > q$; otherwise, $K = p - 1$. The algorithm for QR decomposition via Householder transformation is given as follows (e.g., [48]):

Initialization: $\bar{Q} = I_p$ and $\bar{R} = P$

for $k = 1$: $K$

$v = \bar{R}(k : p, k)$, $v_1 = v_1 + \text{sign}(v_1)||v||$

$\bar{v} = (0_{(k-1)}, v^T)^T$, $\gamma = -2\bar{v}^Hv$

$\bar{Q} = \bar{Q} + \gamma\bar{v}\bar{v}^H$

$\bar{R}(k : p, k : q) = \bar{R}(k : p, k : q) + \gamma v^H \bar{R}(k : p, k : q)$

end

This algorithm requires about $24p^3 + 4p^2 + 22p - 5$ MATLAB flops for $p = q$.

APPENDIX B

BACK-SUBSTITUTION FOR INVERSION OF UPPER TRIANGULAR SQUARE MATRIX

For a $p \times p$ upper triangular complex matrix $U$ with the $i$th element as $u_{ik} = 0$ for $i < k$ while $u_{ik} \neq 0$ for $i \leq k$, after some simple manipulations, we find that the inverse matrix $\bar{U}$ of $U$ is also an upper triangular matrix with its $i$th nonzero element $\bar{u}_{ik}$ given by

$$
\bar{u}_{ik} = \begin{cases} 
\frac{1}{u_{ik}}, & \text{for } i = k \\
\frac{1}{u_{ik}} \sum_{l=1}^{k-1} u_{il} \bar{u}_{l+i,k}, & \text{for } i < k
\end{cases}
$$

for $i, k = p, p - 1, \ldots, 1$. Furthermore, it takes nearly $p(p + 1)(p + 2)$ MATLAB flops.

APPENDIX C

EVALUATION OF EXPECTATIONS $E\{\Phi_1(n)\Phi_1^H(n)\}$ AND $E\{\Phi_1(n) \mathbf{G}^H(n)\}$

First, the $p \times p$ Hankel matrices given by (19) and (20) can be rewritten as $\Phi_1(n) = [z_{f1}(n), z_{f2}(n), \ldots, z_{fp}(n)]$, $\Phi_2(n) = [z_{h1}(n), z_{h2}(n), \ldots, z_{hp}(n)]$, and $\Phi_{hl}(n) = [z_{h1}(n), z_{h2}(n), \ldots, z_{hp}(n)]$, where $z_{f1}(n) \triangleq y_{hl}(n)\Phi_M^H(n) \triangleq \tilde{z}_{f1}(n)$, $z_{f2}(n) \triangleq y_{f1+1}(n)\Phi_M^H(n) \triangleq \tilde{z}_{f2}(n)$, $z_{h1}(n) \triangleq y_{hl}(n)\Phi_M^H(n) \triangleq \tilde{z}_{h1}(n)$, and $z_{hl}(n) \triangleq y_{hl}(n)\Phi_M^H(n) \triangleq \tilde{z}_{hl}(n)$. Under the assumptions for the data model, we can obtain [51]

$$
E\{\tilde{z}_{f1}(n)\tilde{z}_{f1}^H(n)\} = E\{y_{hl}(n)\Phi_M^H(n)\Phi_M(n)y_{hl}^H(n)\} = E\{y_{hl}(n)\Phi_M^H(n)\Phi_M(n)y_{hl}^H(n)\}
$$

$$
= E\{y_{hl}^H(n)\Phi_M(n)\Phi_M^H(n)y_{hl}(n)\} + E\{y_{hl}(n)\Phi_M(n)\Phi_M^H(n)y_{hl}^H(n)\}
$$

$$
= r_{MM}M_{hl} + \varphi_{hl}\varphi_{hl}^H.
$$

(C1)

For $l, t = 1, 2, \ldots, p$. Similarly, we get

$$
E\{\tilde{z}_{f2}(n)\tilde{z}_{f2}^H(n)\} = r_{f1}M_{ft+1} + \varphi_{ft+1}\varphi_{ft+1}^H.
$$

(C2)

$$
E\{\tilde{z}_{hl}(n)\tilde{z}_{hl}^H(n)\} = r_{hl}M_{hl} + \varphi_{hl}\varphi_{hl}^H.
$$

(C3)

$$
E\{\tilde{z}_{hl}(n)\tilde{z}_{hl}^H(n)\} = r_{MM}M_{hl} + \varphi_{hl}\varphi_{hl}^H.
$$

(C4)

Thus, from (C1)–(C4), the expectation $E\{\Phi_1(n)\Phi_1^H(n)\}$ is given by

$$
E\{\Phi_1(n)\Phi_1^H(n)\}
$$

$$
= \sum_{l=1}^{p} E\{\tilde{z}_{hl}(n)\tilde{z}_{hl}^H(n)\}
$$

$$
= \sum_{l=1}^{p} (\varphi_{hl}\varphi_{hl}^H + \Phi_{ft+1}\Phi_{ft+1}^H + \varphi_{hl}\varphi_{hl}^H + \Phi_{hl}\Phi_{hl}^H)
$$

$$
+ \sum_{l=1}^{p} \left[ r_{MM}(M_{ft+1} + M_{hl+1}) + r_{11}(M_{ft+1} + M_{hl+1}) \right]
$$

$$
= 11(M_{ft+1} + M_{hl+1} + M_{hl+1}) + \varphi_{hl}\varphi_{hl}^H.
$$

(C5)

Next, we reexpress the $(M - p) \times p$ matrices $W_f(n)$, $W_f(n)$, $W_b(n)$, and $W_b(n)$ given by (21) as $W_f(n) =$
\[ \bar{W}(n) = [\bar{w}_f(n), \bar{w}_g(n), \ldots, \bar{w}_{f+1}(n)], \quad \bar{W}_b(n) = [\bar{u}_1(n), \bar{u}_2(n), \ldots, \bar{u}_{g+1}(n)) \]
for \( i = 1, 2, \ldots, p \). Furthermore, we easily get
\[ E\{\bar{z}_{ik}(n)\bar{y}_k^H(n)\} = E\{\bar{z}_{ik}(n)\bar{w}_{ik}^H(n)\} = \sigma^2[I_p, O_{p \times (M-2p)}] \]  
for \( k = 1, 2, \ldots, p \). Hence, from (C6)-(C10), the expectation \( E\{\Phi_1(n)G^H(n)\} \) is given by
\[ E\{\Phi_1(n)G^H(n)\} = 2\rho \sigma^2 (r_{11} + r_{MM}) [I_p, O_{p \times (M-2p)}] \]

**APPENDIX E**
**EVALUATION OF EXPECTATIONS**

Let \( \bar{z}, \bar{z}_k, \bar{z}, \bar{z}_k, \bar{z}_q \) be four \( M \times 1 \) complex Gaussian random vectors while \( \bar{Y} \) and \( \bar{Y}_k \) be two \( M \times K \) complex Gaussian random matrices with zero-mean, and assume that these matrices are independent from these vectors. First, by expressing the matrix \( \bar{Y} \bar{Y}_k^H \triangleq \bar{Y} \) in terms of its column vectors \( \{\bar{y}_{ik}\} \), the \( q \)th element of the product \( \bar{Z} \triangleq \bar{z}_k^H \bar{Y} \bar{Y}_k^H \bar{z}_k^H \) can be rewritten as
\[ \bar{Z}_{ik} = \bar{z}_k^H \bar{Y} \bar{Y}_k^H \bar{z}_k^H \]

where \( \cdot_{ik} \) and \( \cdot_{ik} \) denote the \( ik \)th and \( ik \)th element of the bracketed matrix and vector. By invoking the independence assumption for the matrices and vectors, we get [51]
\[ E\{\bar{Z}_{ik}\} = \sum_{l=1}^{M} E\{\bar{y}_{ik}(n)E[z_k^H(z_k^H)] \}
\]

\[ + E\{x_q \bar{z}_k\} E\{z_k^H(z_k^H)\}_{tr} + E\{x_q \bar{z}_k\} E\{z_k^H(z_k^H)\}_{tr} \]

Thus, we can obtain the expectation \( E\{\bar{z}_k^H \bar{Y} \bar{Y}_k^H \bar{z}_k^H \} \) in matrix notation
\[ E\{\bar{z}_k^H \bar{Y} \bar{Y}_k^H \bar{z}_k^H \} = E\{\bar{z}_k^H \} E\{\bar{Y} \bar{Y}_k^H \bar{z}_k^H \}
\]

**Remark:** The expectation formulas for the product of the six Gaussian random vectors given in [29], [30], and [53] are special cases of the general expression (D3).
(for \(-q\)) diagonal off the major diagonal and zeros elsewhere, and their elements are given by [23], [54]

\[
(f_i^{-q})_{ik} = \begin{cases} 1, & \text{for } i = k = q \\ 0, & \text{otherwise} \end{cases}
\]

Similarly, we easily obtain [54]

\[
E\{\mathbf{w}_{rf}(n)\mathbf{w}_{rf}^H(n)\} = \begin{cases} \sigma^2 I_{M-p}, & \text{for } i - k = 0 \\ \sigma^2 \mathbf{J}_{M-p}, & \text{for } 0 < |i - k| \leq M - p - 1 \triangleq \Sigma_{ik} \\ \sigma^2 \mathbf{J}_{M-p}, & \text{for } |i - k| > M - p - 1 \end{cases}
\]

(E3)

\[
E\{\mathbf{w}_{rb}(n)\mathbf{w}_{rb}^H(n)\} = \Sigma_{ik}.
\]

(E4)

Furthermore by defining \(\mathbf{w}_{rf}(n)\) and \(\mathbf{w}_{rb}(n)\) as element-reversed versions of \(\mathbf{w}_{rf}(n)\) and \(\mathbf{w}_{rb}(n)\), i.e., \(\mathbf{w}_{rf}(n) \triangleq \begin{bmatrix} u_{p+1-L(2n)}, \ldots, u_{p+1/(n)} \end{bmatrix}^T\) and \(\mathbf{w}_{rb}(n) \triangleq \begin{bmatrix} u_{p+2-L(2n)}, \ldots, u_{p+2-L(n)} \end{bmatrix}^T\), we obtain [54]

\[
\mathbf{w}_{rf}(n) = \mathbf{w}_{rf}^H, \quad \mathbf{w}_{rb}(n) = \mathbf{w}_{rb}^H(n).
\]

(E5)

Then, under the assumption for the additive noise, we get (E6) and (E7), shown at the bottom of the page, where \(\mathbf{J}_{m}^{(q)}\) represents an \(m \times m\) matrix with unity elements along the \(q\)th (1 \(\leq q \leq m - 1\)) upper (for \(+q\)) or lower (for \(-q\)) diagonal off the major cross-diagonal and zeros elsewhere, and their elements are given by [23], [54]

\[
\mathbf{J}_{m}^{(q)} = \begin{cases} 1, & \text{for } i = k = q + 1 \\ 0, & \text{otherwise} \end{cases}
\]

Next, under the independence assumption for \(\mathbf{P}(n-1)\) and \(\Phi_1(n)\), by using (CS) and (D3) and after some straightforward manipulations, we obtain

\[
E\{\Phi_1(n)\mathbf{K}^H(n)\mathbf{P}(n-1)\mathbf{K}^H(n-1)\} = \sum_{l=1}^{p} \sum_{t=1}^{p} \sum_{i=1}^{4} \sum_{k=1}^{4} E\{\mathbf{z}_l(n)\mathbf{z}_l^H(n)\mathbf{P}(n-1)\mathbf{P}(n-1)\}
\]

\[
\triangleq \mathbf{K}_{1} + \mathbf{K}_{2} + \mathbf{K}_{3} + \mathbf{K}_{4}
\]

(E8)

\[
E\{\mathbf{w}_{rf}(n)\mathbf{w}_{rf}^H(n)\} = E\{\mathbf{w}_{rf}(n)\mathbf{w}_{rf}^H(n)\} = \begin{cases} O_{p \times (M-p)}, & \text{for } i = k < q + 1 \\ \sigma^2 \mathbf{O}_{p \times (M-p)}, & \text{for } i = k = q + 1 \\ \sigma^2 \mathbf{O}_{p \times (M-p)}, & \text{for } i = k > q + 1 \\ \sigma^2 \mathbf{O}_{p \times (M-p)}, & \text{for } i = k = q - 1 \\ \sigma^2 \mathbf{O}_{p \times (M-p)}, & \text{for } i = k > q - 1 \\ \sigma^2 \mathbf{O}_{p \times (M-p)}, & \text{for } i = k = q + 1 \end{cases}
\]

(E7)
TABLE IV
RESULTS OF EXPECTATION $\Gamma_{i,k,t}$ FOR $i, k = 1, 2, 3, 4$, AND $l, t = 1, 2, \ldots, p$

<table>
<thead>
<tr>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i = 1$</td>
<td>$O_{pm(M-p)}$</td>
<td>$O_{pm(M-p)} \begin{cases} 0 \ \sigma^2 \varphi_p e_M^T, t = 1 \end{cases}$</td>
<td>$\sigma^2 \varphi_p e_M^T, t = 1$</td>
</tr>
<tr>
<td>$i = 2$</td>
<td>$O_{pm(M-p)}$</td>
<td>$O_{pm(M-p)} \begin{cases} 0 \ \sigma^2 \varphi_p e_M^T, t = 1 \end{cases}$</td>
<td>$\sigma^2 \varphi_p e_M^T, t = 1$</td>
</tr>
<tr>
<td>$i = 3$</td>
<td>$r_{im} \Sigma_{lt}$</td>
<td>$r_{im} \Sigma_{lt+1}$</td>
<td>$O_{pm(M-p)} \begin{cases} 0 \ \sigma^2 \varphi_p e_M^T, t = 1 \end{cases}$</td>
</tr>
<tr>
<td>$i = 4$</td>
<td>$r_{im} \Sigma_{lt+1}$</td>
<td>$r_{im} \Sigma_{lt+1}$</td>
<td>$O_{pm(M-p)} \begin{cases} 0 \ \sigma^2 \varphi_p e_M^T, t = 1 \end{cases}$</td>
</tr>
</tbody>
</table>

TABLE V
RESULTS OF EXPECTATION $\hat{\Gamma}_{i,k,t}$ FOR $i, k = 1, 2, 3, 4$, AND $l, t = 1, 2, \ldots, p$

<table>
<thead>
<tr>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i = 1$</td>
<td>$r_{im} \Sigma_{lt}$</td>
<td>$r_{im} \Sigma_{lt+1}$</td>
<td>$\sigma^2 \hat{J}_{(M-p)^{-1}}^{(M-p)}$, $l = t = 1$</td>
</tr>
<tr>
<td>$i = 2$</td>
<td>$r_{im} \Sigma_{lt+1}$</td>
<td>$r_{im} \Sigma_{lt+1}$</td>
<td>$O_{pm(M-p)} \begin{cases} 0 \ \sigma^2 \varphi_p e_M^T, t = 1 \end{cases}$</td>
</tr>
<tr>
<td>$i = 3$</td>
<td>$O_{pm(M-p)} \begin{cases} 0 \ \sigma^2 \varphi_p e_M^T, t = 1 \end{cases}$</td>
<td>$r_{im} \Sigma_{lt}$</td>
<td>$r_{im} \Sigma_{lt+1}$</td>
</tr>
<tr>
<td>$i = 4$</td>
<td>$O_{pm(M-p)} \begin{cases} 0 \ \sigma^2 \varphi_p e_M^T, t = 1 \end{cases}$</td>
<td>$O_{pm(M-p)} \begin{cases} 0 \ \sigma^2 \varphi_p e_M^T, t = 1 \end{cases}$</td>
<td>$O_{pm(M-p)} \begin{cases} 0 \ \sigma^2 \varphi_p e_M^T, t = 1 \end{cases}$</td>
</tr>
</tbody>
</table>

where

\[ K_5 \triangleq \sum_{k=1}^{p} \sum_{t=1}^{4} \sum_{i=1}^{4} \sum_{l=1}^{4} \mathbf{F}_{it,k,l} E\{\mathbf{P}^*(n-1)}\} \mathbf{Q}^T \mathbf{I}_{kl,il} \]

\[ K_6 \triangleq \sum_{k=1}^{p} \sum_{t=1}^{4} \sum_{i=1}^{4} \sum_{l=1}^{4} \mathbf{F}_{it,k,l} \text{tr}\{\mathbf{F}_{it,k,l} Q E\{\mathbf{P}^H(n-1)}\} \]

with $\mathbf{I}_{kl,il} \triangleq E\{\mathbf{I}_{kl}(n)\} \mathbf{I}_{il}(n)$, and the expectation $\hat{\Gamma}_{k,t,l}$ are summarized in Table VI for $i, k = 1, 2, 3, 4$ AND $l, t = 1, 2, \ldots, p$, where the results in (E1) and (E2) are used implicitly.

APPENDIX F
PROOF OF THEOREM 2

By using the algebraic identities for the matrices with compatible dimensions (e.g., [52] and [48])

\[ \text{vec}(\mathbf{XYZ}) = (\mathbf{Z}^T \otimes \mathbf{Y}) \text{vec}(\mathbf{X}) \]  \hspace{1cm} (F1)

\[ \text{tr}\{\mathbf{XY}^T\} = \text{vec}^H(\mathbf{X}^H) \text{vec}(\mathbf{Y}) \]  \hspace{1cm} (F2)

where vec(⋅) converts the matrix into a column vector by stacking the matrix columns one beneath the other beginning with the leftmost column, from (50), we obtain the following vector relation after some manipulations:

\[ \text{vec}(\mathbf{K}(n)) = (\mathbf{I}_{(p+1)} - \mu \mathbf{C} + \mu^2 \mathbf{C} \text{vec}(\mathbf{K}(n-1)) \]

\[ + \mu^2 \mathbf{K}_1 \text{vec}(\mathbf{K}^T(n-1)) \]

\[ + \mu \mathbf{c}_1(n-1) - \mu^2 \mathbf{c}_2(n-1) \]  \hspace{1cm} (F3)

with

\[ \mathbf{c}_1(n-1) \triangleq \alpha \text{vec}(\mathbf{P} \otimes \mathbf{P} \text{vec}(\mathbf{E}\{\mathbf{P}^H(n-1)}\} \]

\[ + \alpha \text{vec}(\mathbf{P}^T \otimes \mathbf{I}_p) \text{vec}(\mathbf{E}\{\mathbf{P}^H(n-1)}\} \]  \hspace{1cm} (F4)

\[ \mathbf{c}_2(n-1) \triangleq \alpha \text{vec}(\mathbf{P} \otimes \mathbf{P} \text{vec}(\mathbf{E}\{\mathbf{P}^H(n-1)}\} \]

\[ + \alpha \text{vec}(\mathbf{P}^T \otimes \mathbf{I}_p) \text{vec}(\mathbf{E}\{\mathbf{P}^H(n-1)}\} \]  \hspace{1cm} (F5)
TABLE VI
RESULTS OF EXPECTATION $\hat{\Gamma}_{M,i}$ FOR $i = 1,2,3,4$, AND $l, t = 1,2,\ldots, p$

<table>
<thead>
<tr>
<th>$i = 1$</th>
<th>$i = 2$</th>
<th>$i = 3$</th>
<th>$i = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 1$</td>
<td>$r_{MM}\hat{\Sigma}_{t}$</td>
<td>$r_{MM}\hat{\Sigma}_{t+1}$</td>
<td>${\sigma_{i}^{2}\hat{\varphi}<em>{p}\epsilon</em>{l}^{t}, \ l = 1 }$</td>
</tr>
<tr>
<td>$k = 2$</td>
<td>$r_{MM}\hat{\Sigma}_{t+1,l}$</td>
<td>$r_{MM}\hat{\Sigma}_{t+1,l+1}$</td>
<td>$O_{p(\rho-M,-p)}$</td>
</tr>
<tr>
<td>$k = 3$</td>
<td>${\sigma_{i}^{2}\hat{\varphi}<em>{p}\epsilon</em>{l}^{t}, \ l = 1 }$</td>
<td>$O_{p(\rho-M,-p)}$</td>
<td>$r_{MM}\hat{\Sigma}_{t}$</td>
</tr>
<tr>
<td>$k = 4$</td>
<td>$O_{p(\rho-M,-p)}$</td>
<td>${\sigma_{i}^{2}\hat{\varphi}<em>{p}\epsilon</em>{l}^{t+1}, \ l = p }$</td>
<td>$r_{MM}\hat{\Sigma}_{t+1,l}$</td>
</tr>
</tbody>
</table>

in which $p \times p$ matrices $F_{dt,k}$ and $\Gamma_{dt,k}$, $p \times (M-p)$ matrices $\Gamma_{ik,kt}$ and $\Gamma_{ik,kt+1}$, and $(M-p) \times (M-p)$ matrix $\Gamma_{dt,kt}$ are given in Tables II–VI of Appendix E. Since the $p \times p$ matrix $K(n)$ is Hermitian and its diagonal elements involve the mean-squared weight-errors $[(\hat{P}(n))_{jk}]^{2}$ of the matrix $P(n)$, to facilitate the analysis of mean-square stability, we write the matrix $K(n)$ and vectors $c_{1}(n-1) + j\epsilon_{2}(n-1)$ in terms of their real and imaginary parts as $K(n) \triangleq K_{r}(n) + jK_{i}(n)$, $c_{1}(n-1) \triangleq c_{1r}(n-1) + j\epsilon_{1i}(n-1)$, and $c_{2}(n-1) \triangleq c_{2r}(n-1) + j\epsilon_{2i}(n-1)$. Then, the vector recursion (F3) can be expressed in its real and imaginary parts

$$\text{vec}(K_{r}(n)) = F_{r}\text{vec}(K_{r}(n-1)) + j\epsilon_{2r}(n-1) + \mu^{2}\epsilon_{2r}(n-1)$$

$$\text{vec}(K_{i}(n)) = F_{i}\text{vec}(K_{i}(n-1)) + \mu\epsilon_{2i}(n-1) + \mu^{2}\epsilon_{2i}(n-1)$$

where

$$F_{r} = I_{p^{2}} - \mu C + \mu^{2}\hat{C}, \quad F_{i} = I_{p^{2}} - \mu C + \mu^{2}\hat{C}.$$ (F14)

Hence, we conclude that the convergence of recursion (F3) is governed by the stability of the $p^{2} \times p^{2}$ matrices $F_{r}$ and $F_{i}$ (i.e., all their eigenvalues $\lambda(F)$ and $\lambda(F')$ should lie inside the unit circle) for the multiple signal case [36], [28], while the parabola $F_{r} - F_{ms} \triangleq 1 - \mu C + \mu^{2}\hat{C}$ dominates the stability of (F3) (i.e., $F_{ms}$ should satisfy the inequality $0 < F_{ms} < 1$) for the single signal case (see Section IV–E for more details). From (52), (55), (56), and (53), we easily see that the $p^{2} \times p^{2}$ matrices $C$ and $\hat{C}$ are Hermitian. Because the eigenvalues of $C$ are all the combinations $\{\lambda_{i} + \lambda_{k}\}$ of the eigenvalues $\{\lambda_{i}\}$ of matrix $\hat{\Psi}_{1}$ for $1 \leq i, k \leq p$ [28], we can find that the matrix $C$ is positive definite and invertible in view of that $\lambda_{i} > 0$ for $i = 1,2,\ldots, p$. We can also see that the Hermitian matrices $\hat{C}$ and $C$ are nonnegative definite. Thus, we can find that the matrices $F_{r}$ and $F_{i}$ in (F14) are stable if and only if $\mu$ satisfies (51) [36], [28]. As a result, the stability condition of the LMS algorithm in the mean-square sense in (51) is obtained immediately.
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