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Abstract—In many application scenarios, the signals impinging on the array of sensors comprise the noncoherent (uncorrelated and/or partially correlated) signals and the coherent signals with several groups due to multipath propagation. In this paper, we consider the problem of estimating the number of noncoherent narrowband signals and that of coherent narrowband signals with multiple groups impinging on a planar sensor array composed of two parallel uniform linear arrays (ULAs), and an oblique projection-based enumerator for the mixed signals (OPEMS) is proposed by utilizing the QR decomposition-based ratio criterion (QRRC) for rank determination of a matrix. In the OPEMS, the number of noncoherent signals and that of coherent signals in each group are estimated separately, where only the elevation angles of noncoherent signals are estimated to isolate the coherent signals from the noncoherent ones, and the computationally intensive and time-consuming eigendecomposition procedure is avoided. The consistency of the proposed OPEMS is analyzed, and its effectiveness is verified through numerical examples.

Index Terms—Detection of the number of signals, direction-of-arrival estimation, eigendecomposition, multipath propagation environment, oblique projection, QR decomposition.

I. INTRODUCTION

Detection of the number of multiple signals impinging on an array of sensors and estimation of their direction-of-arrival (DOAs) from the noisy measurements are two essentially important problems in array signal processing (cf. [1], [2]). Most of high-resolution subspace-based one-dimensional (1-D) DOA (i.e., azimuth angle) or 2-D DOA (i.e., elevation and azimuth angles) estimation methods with/without eigendecomposition (e.g., [3]–[16]) require the number of incident signals, and their performance is strongly dependent on the successful number determination of the incident signals (i.e., enumeration). Numerous enumeration methods were proposed from different perspectives in the literature (e.g., [17]–[37]), and they can be broadly classified into two categories: separable detection methods and joint detection-estimation methods [2], where the DOA estimation is not required in the former, while the number of signals and the DOAs of all incident signals are estimated simultaneously in the latter.

In many application scenarios, multipath propagation is usually encountered due to various reflections caused by reflectors and scatterers (see, e.g., [1], [2] and references therein), and consequently the signals impinging on the array is a mixture of the noncoherent (uncorrelated and/or partially correlated) signals and the coherent (i.e., full correlated) signals with several groups (cf. [10]–[12], [29], [38]), where the rank of the noiseless array covariance matrix (i.e., the dimension of signal subspace) becomes less than the number of all incident signals. Although some aforementioned separable detection methods and joint detection-estimation methods (e.g., [25]–[37]) were proposed for the coherent signals, all of them can only estimate the total number of mixed signals, while the number of noncoherent signals and the numbers of coherent signals in each group can not be estimated separately. To the best of our knowledge, two separable detection methods [39], [41] were studied for the mixed noncoherent signals and coherent signals in the literature of array processing. With the aid of the (forward/backward) spatial smoothing (SS) preprocessing technique [42]–[44] and the information theoretic criteria such as the Akaike information criterion (AIC) or the minimum description length (MDL) [17], the smoothed rank profile (SRP) test [39] and its modification [40] were developed to estimate the number of noncoherent signals and the numbers of coherent signals in each group with the so-called SRP, which is defined as the rank profile of a telescoping series of matrices obtained by averaging smaller and smaller principal diagonal submatrices of the array covariance matrix, but its detection performance generally degrades, when the signal-to-noise ratio (SNR) is low and/or the number of snapshots is small. The eigenvalue-threshold method [41] requires the selection of a judiciously chosen threshold, which is not easy without any a priori knowledge in the case of a finite number of snapshots. Furthermore, almost all of the separable detection methods and the joint detection-estimation methods aforementioned involve the eigendecomposition procedure, which is computationally burdensome and time-consuming (cf. [45]–[47]), and hence it makes their real-time implementation be difficult, especially when the number of sensors is large (e.g., [9], [30], [48]–[52]). Additionally we proposed an enumeration method for the mixed signals [53], but it was applicable only for the case of a mixed uncorrelated signals and coherent signals with one group.

The array geometric configurations can be exploited to develop computationally efficient direction estimation and enumeration methods (cf. [54]). Some planar sensor arrays
structured by two or more uniform linear arrays (ULAs) with simple and specified geometry configurations have advantages in geometric configuration and implementation compared with conventional uniform rectangular planar array, and they have received considerable attention in direction estimation (e.g., [55]–[59], [15], [16] and references therein), where the complicated 2-D DOA estimation with pair-matching can be accomplished with reduced computational complexity by applying most 1-D subspace-based estimation methods. Especially we proposed an oblique projection based approach for 2-D direction estimation (OPADE) for the mixed noncoherent and coherent narrowband signals impinging upon two parallel ULAs [16], but the numbers of the noncoherent and coherent signals were assumed to be known a priori.

Therefore the purpose of this paper is to investigate a new enumeration method for the noncoherent narrowband signals and the coherent narrowband signals with multiple groups impinging upon two parallel ULAs. By applying the oblique projection to isolate the coherent signals from the noncoherent ones (cf. [60]) and exploiting forward/backward (subarray) averaging to decorrelate the signals coherency and to enhance the performance of parameter estimation (e.g., [42]–[44], [61]), we propose an oblique projection based enumerator for the mixed signals (OPEMS), where the eigendecomposition procedure is avoided. Firstly, the number of noncoherent signals and the number of coherent groups are estimated from the rank of a cross-covariance matrix and that of a combined matrix with a QR decomposition based ratio criterion (QRRC), where the QR decomposition is a useful alternative to the eigendecomposition, because it requires much lesser computational load than the latter and is more amenable to real-time implementation (cf. [45]–[47], [62]–[65], [49], [50]). Then, the elevation angles of noncoherent signals are estimated from the cross-covariance matrix of two ULAs through a linear operator, and an oblique projector is obtained by using these estimated elevation angles. Finally, by using the estimated oblique projector to isolate the coherent signals from the noncoherent ones, a telescoping series of matrices which only contain the information of coherent signals are constructed, and the numbers of coherent signals in each group (i.e., the source coherency structure) are determined from the ranks of these telescoping matrices. Thus the proposed OPEMS can resolve more incident signals, because the number of noncoherent signals and that of coherent ones in each group are determined separately. Furthermore, the OPEMS is a companion to the previously proposed OPADE for 2-D DOA estimation of the mixed noncoherent and coherent signals [16]. The consistency of the proposed OPEMS is analyzed, and the simulation results demonstrate that the OPEMS has good performance in detecting the closely-spaced noncoherent and coherent signals, when the number of snapshots is small and/or the SNR is low.

II. PROBLEM STATEMENT

A. Basic Notation

The following notational conventions are used throughout this paper: the italic letters, lower-case boldface letters and capital boldface letters indicate the scalars, column vectors and matrices, and $I_M$ and $J_M$ are the $M \times M$ identity matrix and $M \times M$ exchange matrix, which has unity elements along the counter-diagonal and zeros elsewhere, while $E\{\cdot\}$, $(\cdot^*)$, $(\cdot)^T$, and $(\cdot)^H$ denote the statistical expectation, complex conjugate, transposition, and Hermitian transposition respectively. Further $\text{diag}(\cdot)$, $\text{blkdiag}(\cdot)$, $\min(\cdot)$, and $\rho(\cdot)$ represent the diagonal matrix operator, block diagonal matrix operator, minimum operator, and the rank of the bracketed matrix, while $\mathcal{R}(\cdot)$ and $\mathcal{N}(\cdot)$ signify the range space or the null space of the bracketed matrix. Additionally $\otimes$, $\oplus$, and $\cap$ indicate the Kronecker product, the direct sum operator and the intersection operator, while $\text{tr}(\cdot)$ and $\text{vec}(\cdot)$ denote the trace of the bracketed matrix and a matrix operation stacking the columns of the bracketed matrix one under the other to form a single column beginning with the leftmost column, while $\hat{x}$ means the estimate of $x$.

B. Data Model

As shown in Fig. 1, we consider a planar array consisting of two parallel ULAs placed in the $x$-$y$ plane and assume that $K$ narrowband signals $\{s_k(t)\}_{k=1}^K$ are a mixture of $K_n$ noncoherent (including uncorrelated and partially correlated) and $K_c$ coherent narrowband signals impinging on the array from far-field along 2-D distinct elevation-azimuth angles $\{ (\alpha_k, \beta_k) \}$, where $K = K_n + K_c$. Each ULA has $M$ omnidirectional sensors with spacing $d_x$, and the interelement spacing between two ULAs is $d_z$, while $\alpha_k$ and $\beta_k$ are measured relatively to the $y$ axis or the $x$ axis as depicted in Fig. 1 (e.g., [2], [56], [58], [16]), and these angles and the conventional elevation and azimuth angles $\{ (\theta_k, \phi_k) \}$ satisfy the simple relations that $\cos \alpha_k = \sin \theta_k \sin \phi_k$ and $\cos \beta_k = \sin \theta_k \cos \phi_k$ (cf. (Remark 2, [16])).

Herein we suppose that $\{s_k(t)\}_{k=1}^{K_n}$ and $\{s_k(t)\}_{k=K_n+1}^{K}$ are the noncoherent signals and coherent ones and these $K_c$ coherent signals consist of $P$ groups from $P$ statistically independent sources $\{ s_p(t) \}_{p=1}^P$ under the flat-fading multipath propagation (cf. [10]–[12], [43]), where the $p$th group has $K_p$ coherent signals with its $\ell$th signal expressed as $s_{p,\ell}(t) = \eta_{p,\ell} s_{R_p}(t)$, in which $\eta_{p,\ell}$ is complex attenuation coefficient relative to $s_{R_p}(t)$ with $\eta_{p,\ell} \neq 0$ and $\eta_{p,1} = 1$ for $p = 1, 2, \ldots, P$ and $k = 1, 2, \ldots, K_p$, while the corresponding elevation and azimuth angles are re-expressed as $(\alpha_{p,k}, \beta_{p,k})$, and $K_c = \sum_{p=1}^P K_p \geq 2P$. Hence the incident signals (including the noncoherent and coherent signals) can be expressed in a compact form as [16]

$$s(t) \triangleq [s_1(t), s_2(t), \ldots, s_K(t)]^T = \Gamma \mathbf{s}(t) \quad (1)$$

Fig. 1. The geometrical configuration of the planar array consisting of two parallel ULAs.
where
\[ \Gamma = \text{blkdiag}(I_{K_n}, \Lambda), \Lambda \triangleq \text{blkdiag}(\eta_1, \eta_2, \ldots, \eta_P), \]
\[ \eta_p \triangleq [\eta_{p,1}, \eta_{p,2}, \ldots, \eta_{p,K_p}]^T, \]
\[ s(t) \triangleq [s_1(t), s_2(t), \ldots, s_{K_n}(t)]^T, \]
\[ \text{s}(t) \triangleq [s_1(t), s_2(t), \ldots, s_{K_n}(t)]^T, \]
and \( \text{s}(t) \) is the “compressed” signal vector composed of the \( K_n \) noncoherent signals (i.e., \( s_n(t) \)) and the \( P \) coherent source signals (i.e., \( s_c(t) \)). Thus, the received signals vectors of two ULAs can be expressed as [16]
\[ \mathbf{x}(t) \triangleq [x_1(t), x_2(t), \ldots, x_M(t)]^T = AD\Gamma s(t) + w_x(t) \]  
\[ (2) \]
\[ \mathbf{y}(t) \triangleq [y_1(t), y_2(t), \ldots, y_M(t)]^T = \overline{A\mathbf{s}}(t) + w_y(t) \]  
\[ (3) \]
where \( A \triangleq [A_n, A_c], A_n \) and \( A_c \) are the Vandermonde array response matrices corresponding to the \( K_n \) noncoherent signals and the \( K_c \) coherent signals and their columns are given by
\[ a(\alpha) \triangleq \begin{bmatrix} e^{j\alpha_1}, & e^{j(M-1)\alpha_1} \end{bmatrix}, \]
\[ a(\alpha, \beta) \triangleq \begin{bmatrix} e^{j\alpha_1}, & e^{j(M-1)\alpha_1} \end{bmatrix}, \]
\[ \tau(\alpha) \triangleq \begin{bmatrix} 2\pi d_y \cos \alpha / \lambda, & \tau(\alpha) \triangleq 2\pi d_y \cos \alpha / \lambda, \end{bmatrix}, \]
\[ \epsilon(\beta) \triangleq \begin{bmatrix} e^{j\beta_1}, & e^{j\beta_2}, \ldots, e^{j\beta_n} \end{bmatrix}, \]
\[ \gamma(\beta) \triangleq \begin{bmatrix} 2\pi d_x \cos \beta_1 / \lambda, & \gamma(\beta) \triangleq 2\pi d_x \cos \beta_1 / \lambda, \end{bmatrix}, \]
\[ \overline{A} \triangleq [A_n, A_c], \]
and \( \overline{A} \) is a Vandermonde array response matrix with \( \lambda \) and \( \epsilon(\beta) \) being the wavelength. In this paper, we make the following basic assumptions on the data model:

1) The array is calibrated, and the array response matrix \( A \) and the generalized one \( \overline{A} \) have full rank and are unambiguous.

2) The noncoherent signals \( \{s_k(t)\}_{k=1}^{K_n} \) and the coherent source signals \( \{s_c(t)\}_{p=1}^{P} \) are temporally complex Gaussian random processes with zero mean, while the coherent source signals are uncorrelated with each other, and they are uncorrelated with the noncoherent signals.

3) The additive noises \( \{w_y(t)\} \) and \( \{w_x(t)\} \) are temporally and spatially complex white Gaussian random processes with zero mean, and the covariance matrices are 
\[ E\{w_y(n)w_y^H(t)\} = \sigma^2 I_M \delta_{n,t}, \]
\[ E\{w_x(n)w_x^H(t)\} = \sigma^2 I_M \delta_{n,t}, \]
\[ E\{w_y(n)w_x^H(t)\} = E\{w_x(n)w_y^H(t)\} = O_M \times M, \forall n,t. \]

4) The numbers of noncoherent signals, coherent signals, coherent signals in each group and coherent groups \( K_n, K_c, \{K_p\} \) and \( P \) satisfy the relation \( M \geq \max \{K_n + 2P, K_c + L\} + 1 \) (see Remark 6 for details), where \( L \) is the highest degree of coherency present (i.e., the maximum number of signals that are coherent with one another) defined by \( L \triangleq \max \{K_p\} \) for \( p = 1, 2, \ldots, P \).

Under the basic assumptions, from (2) and (3), we can obtain the cross-covariance matrix \( R_{yx} \) as
\[ R_{yx} \triangleq E \{ y(t) x^H(t) \} = \overline{A} R_x \Gamma^H D^H A^H \]  
\[ (4) \]

where \( R_x \triangleq E \{ \text{s}(t) \text{s}^H(t) \} = \text{blkdiag}(R_n, R_c), R_n \triangleq E \{ s_n(t) \cdot s_n^H(t) \}, \) and \( R_c \triangleq E \{ \text{s}_c(t) \text{s}_c^H(t) \}, \) while \( R_x \) is a nonsingular covariance matrix of noncoherent signals, and \( R_{yx} \) is a diagonal covariance matrix of the coherent source signals. Since \( \overline{A} \) is full rank and the rank of \( R_x \) is given by \( \rho(R_x) = K_n + P < K, \) clearly \( \rho(R_{yx}) = K_n + P, \) and neither the number of noncoherent signals \( K_n \) nor the numbers of coherent signals \( \{K_p\}_{p=1}^{P} \) in each group can be determined from \( R_{yx} \) directly.

In the following, we concentrate on the problem of estimating the number of noncoherent signals \( K_n \) and the numbers of coherent signals in each group \( \{K_p\}_{p=1}^{P} \) from finite noisy array data \( \{y(t)\}_{t=1}^{N_y} \) and \( \{x(t)\}_{t=1}^{N_x} \), where \( N_y \) is the number of snapshots.

Remark 1: When the additive noises \( \{w_y(t)\} \) and \( \{w_x(t)\} \) are not temporally and spatially complex white Gaussian random processes, but they are uncorrelated with each other, i.e., 
\[ E \{ w_y(n) w^H_x(t) \} = O_M \times M, \forall n,t, \] the proposed OPEMS is still valid.

III. OBLIQUE PROJECTION BASED ENUMERATOR FOR MIXED SIGNALS—OPEMS

Here we develop a method called OPEMS for determining the numbers of noncoherent and coherent signals with multiple groups and the source coherency structure by exploiting the special configuration of two parallel ULAs and the oblique projection technique. The proposed OPEMS includes three stages: 1) detection of the number of noncoherent signals, 2) 1-D estimation of the elevation angles of noncoherent signals and estimation of oblique projector, and 3) detection of the numbers of coherent signals in each group with a telescoping series of matrices obtained from the projected array data, where the eigendecomposition is not required.

A. Enumeration of Noncoherent Signals and Coherent Groups

From (4), we obtain an outer-product matrix \( \Psi \) of \( R_{yx} \) as
\[ \Psi \triangleq R_{yx} R_{yx}^H = \overline{A} R_x \Gamma^H D^H A^H \]  
\[ (5) \]

We easily find \( \rho(\Psi) = \rho(R_{yx}) = K_n + P. \) By employing the forward-backward averaging to effectively double the amount of available data and enhance the detection performance [61], from (4), we define an \( M \times 2M \) combined matrix \( \overline{R}_{yx} \) as
\[ \overline{R}_{yx} \triangleq \begin{bmatrix} R_{yx}, J_M R_{yx}^* \end{bmatrix} \]
\[ = \begin{bmatrix} \overline{A} R_x \Gamma^H D^H A^H, \overline{A} \overline{D}^{-1} \Gamma^H R_x \Gamma^H D^H A^H \end{bmatrix} \]
\[ = \overline{ABC} \]  
\[ (6) \]
where
\[ C \triangleq \begin{bmatrix} \Gamma, \mathcal{D}^{-(M-1)} \Gamma^* \end{bmatrix}, \mathcal{D} \triangleq \text{blkdiag} \left( \mathcal{D}_n, \mathcal{D}_c \right), \]
\[ \mathcal{D}_n \triangleq \text{diag} \left( e^{j \alpha(n_1)}, e^{j \alpha(n_2)}, \ldots, e^{j \alpha(n_{K_n})} \right), \]
\[ \mathcal{D}_c \triangleq \text{blkdiag} \left( \mathcal{D}_1, \mathcal{D}_2, \ldots, \mathcal{D}_p \right), \]
\[ \mathcal{D}_p \triangleq \text{diag} \left( e^{j \alpha(p_1)}, e^{j \alpha(p_2)}, \ldots, e^{j \alpha(p_{K_p})} \right), \]
and \( B \triangleq \text{blkdiag} \left( R_{\text{T}}^{H} \mathcal{D}^{H} A^H, R_{\text{T}}^{\Gamma} \mathcal{D}^{H} A^H \right) \). Evidently \( M > K_n + P \), the rank of the \( 2 \times (K_n + P) \) block diagonal matrix \( B \) is given by \( \rho(B) = 2 \rho \left( R_{\text{T}}^{H} \mathcal{D}^{H} A^H \right) = 2 \times (K_n + P) \). Because the rank of a matrix is not changed by the elementary column operations, the rank of the \( K \times 2 \) matrix \( C \) is obtained as
\[ \rho(C) = \rho \left( \begin{bmatrix} \text{blkdiag} \left( I_{K_n}, \Lambda \right), \text{blkdiag} \left( \mathcal{D}_n^{-(M-1)}, \mathcal{D}_c^{-(M-1) \Lambda} \right) \end{bmatrix} \right) \]
\[ = \rho \left( \text{blkdiag} \left( \left[ I_{K_n}, \mathcal{D}_n^{-(M-1)} \right], \left[ \Lambda, \mathcal{D}_c^{-(M-1) \Lambda} \right] \right) \right) \]
\[ = \rho \left( \left[ I_{K_n}, \mathcal{D}_n^{-(M-1)} \right] \right) + \rho \left( \left[ \Lambda, \mathcal{D}_c^{-(M-1) \Lambda} \right] \right) \]
(7)
where
\[ \rho \left( \left[ \Lambda, \mathcal{D}_c^{-(M-1) \Lambda} \right] \right) = \rho \left( \text{blkdiag} \left( \left[ \eta_1, \mathcal{D}_1^{-(M-1)} \eta_1^* \right], \ldots, \left[ \eta_P, \mathcal{D}_P^{-(M-1)} \eta_P^* \right] \right) \right) \]
\[ = \sum_{p=1}^{P} \rho \left( \left[ \eta_p, \mathcal{D}_p^{-(M-1)} \eta_p^* \right] \right) = 2P \]
(8)
and
\[ \rho \left( \left[ I_{K_n}, \mathcal{D}_n^{-(M-1)} \right] \right) = K_n. \]
Hence we have the ranks of \( C \) and \( \mathcal{R}_{y \times y} \) as \( \rho(C) = K_n + 2P \) and \( \rho(\mathcal{R}_{y \times y}) = \min \{ K, K_n + 2P, 2 \times (K_n + P) \} = K_n + 2P \) if \( M > K \) (i.e., \( M > K_n + K_c \)). Then by defining an auto-product matrix \( \mathcal{V} \) of \( \mathcal{R}_{y \times y} \) in (6) as
\[ \mathcal{V} \triangleq \mathcal{R}_{y \times y} \mathcal{R}_{y \times y}^H = A \mathcal{C} \mathcal{B} \mathcal{B}^H \mathcal{C}^H \mathcal{A}^H \]
(9)
we easily get \( \rho(\mathcal{V}) = \rho(\mathcal{R}_{y \times y}) = K_n + 2P \). Thus we obtain the relation between the number of noncoherent signals and the ranks of the matrices \( \mathcal{V} \) and \( \hat{\mathcal{V}} \) in (5) and (9) as \( \hat{K}_n = 2P \rho(\mathcal{V}) \). Then by exploiting the idea proposed in the method for estimating the number of signals without eigendecomposition (MENSE) [30], the ranks of \( \mathcal{V} \) and \( \hat{\mathcal{V}} \) can be determined by the QRRC (see Appendix for details), and when the number of snapshots is finite, the number of noncoherent signals can be estimated as
\[ \hat{K}_n = 2 \left\{ \arg \max_{i \in \{1,2,\ldots,M-1\}} \text{QRRC}_{\hat{\mathcal{V}}}(i) \right\} \]
\[ - \arg \max_{i \in \{1,2,\ldots,M-1\}} \text{QRRC}_{\mathcal{V}}(i). \]
(10)

As a result, we can immediately determine the number of the groups of coherent signals (i.e., the coherent sources) as
\[ \hat{P} = \arg \max_{i \in \{1,2,\ldots,M-1\}} \text{QRRC}_{\hat{\mathcal{V}}}(i) - \hat{K}_n. \]
(11)

Remark 2: Theoretically the columns \( \eta_p, \mathcal{D}_p^{-(M-1)} \eta_p^* \) can be linearly correlated with each other in a special case, i.e., \( \mathcal{D}_p^{-(M-1)} \eta_p = \text{diag} \left( \epsilon_{p,1}, \epsilon_{p,2}, \ldots, \epsilon_{p,K_p} \right) \eta_p = c \eta_p \) with the equality condition \( \epsilon_{p,1} = \epsilon_{p,2} = \cdots = \epsilon_{p,K_p} = c \), where \( \epsilon_{p,k} = e^{-j \alpha(p,k)} \eta_p^*/k \). Therefore we can conclude that \( \rho(\mathcal{D}_p^{-(M-1)} \eta_p^*) = 1 \neq 2 \). However, as studied in the forward/backward spatial smoothing (p. 11, [43]), this case almost never occurs in practice, because the element \( \eta_p \) of \( \eta_p \) is a signal property, which represents the complex attenuation of the \( k \)th signal \( s_{p,k} \) (in the \( p \)th group) with respect to the source signal \( s_{p,k} \). Therefore \( \hat{P} \) will be distinct in an actual situation and the simultaneous equality condition for all \( \epsilon_{p,k} \) makes an almost never occurring event. Therefore we can conclude that \( \rho(\mathcal{D}_p^{-(M-1)} \eta_p^*) = 2 \) with probability one (w.p.1).

B. Oblique Projector with Estimated Elevation Angles of Noncoherent Signals [16]

From (3), we can see that the range spaces \( \mathcal{R}(A_n) \) and \( \mathcal{R}(\hat{A}_n) \) associated with the noncoherent and coherent signals are nonoverlapping (or disjoint) and not orthogonal, i.e., \( \mathcal{R}(\hat{A}) = \mathcal{R}(A_n) \oplus \mathcal{R}(\hat{A}_n) \) and \( \mathcal{R}(A_n) \cap \mathcal{R}(\hat{A}_n) = \{0 \} \), where the orthogonal projector does not completely cancel the influence of the noncoherent signals on the detection of the coherent ones. In order to isolate the coherent signals from the noncoherent ones, as studied in [16], we consider the computation of oblique projector without eigendecomposition by using the estimated elevation angles of noncoherent signals obtained from the noisy array data.

By dividing the ULA \( y(t) \) into two nonoverlapping forward subarrays with \( K_n + P \) and \( M - K_n - P \) sensors, the corresponding signal vectors \( \mathcal{Y}_1 \) and \( \mathcal{Y}_2 \) is given by
\[ \mathcal{Y}_1 \triangleq \begin{bmatrix} y_1(t) \ y_2(t) \ \ldots \ y_{K_n+P}(t) \end{bmatrix}^T \]
\[ = A_1 \Gamma \hat{\mathcal{V}} \ (t) + \mathbf{w}_{\mathcal{V}} \ (t) \]
(12)
\[ \mathcal{Y}_2 \triangleq \begin{bmatrix} y_{K_n+P+1}(t) \ y_{K_n+P+2}(t) \ \ldots \ y_{M}(t) \end{bmatrix}^T \]
\[ = A_2 \Gamma \hat{\mathcal{V}} \ (t) + \mathbf{w}_{\mathcal{V}} \ (t) \]
(13)
where \( A_1 \) and \( A_2 \) are the submatrices of the \( M \times K \) matrix \( A \) consisting of the first \( K_n + P \) rows or the last \( M - K_n - P \) rows, while \( \mathbf{w}_{\mathcal{V}} \) and \( \mathbf{w}_{\mathcal{V}} \) are the corresponding vectors of additive noises. From (4), we easily obtain two cross-correlation matrices between \( \mathcal{Y}_1 \) and \( \mathcal{Y}_2 \) of these subarrays and \( x(t) \) of another ULA as
\[ R_{\mathcal{Y}_1 \mathcal{Y}_2} \triangleq E \left\{ \mathcal{Y}_1 (t) x^H(t) \right\} = A_1 R_{\mathcal{X} \mathcal{Y}} A^H \]
(14)
\[ R_{\mathcal{Y}_2 \mathcal{Y}_1} \triangleq E \left\{ \mathcal{Y}_2 (t) x^H(t) \right\} = A_2 R_{\mathcal{X} \mathcal{Y}} A^H \]
(15)
where $\mathbf{A}_1 \triangleq A_1 \Gamma$, and $\mathbf{A}_2 \triangleq A_2 \Gamma$, which are two submatrices of the $M \times (K_n + P)$ matrix $\mathbf{A}$ given by $\mathbf{A} = [\mathbf{A}_1^T, \mathbf{A}_2^T]^T$. As analyzed early, the generalized array response matrix $\mathbf{A}$ has a full rank as $\rho(\mathbf{A}) = K_n + P$, and $\mathbf{A}_1$ is invertible. Then the rows of $\mathbf{A}_2$ can be expressed as a linear combination of linearly independent rows of $\mathbf{A}_1$; equivalently, there is a $(K_n + P) \times (M - K_n - P)$ linear operator $P_{\alpha n}$ between $\mathbf{A}_2$ and $\mathbf{A}_1$ [9], [8]

$$P_{\alpha n}^H \mathbf{A}_1 = \mathbf{A}_2.$$  

(16)

From (14) and (15), $P_{\alpha n}$ in (16) can be obtained [9]

$$P_{\alpha n} = (\mathbf{A}_1)^{-H} \mathbf{A}_2^H = (R_{\gamma x} R_{\gamma x}^H)^{-1} R_{\gamma x} R_{\gamma x}^H.$$  

(17)

Further from (16), we easily get

$$Q_{\alpha n}^H \mathbf{A} = O_{(M - K_n - P) \times (K_n + P)}.$$  

(18)

where $Q_{\alpha n} \triangleq [P_{\alpha n}^T, -I_{(M - K_n - P)}^T]$. Evidently the columns of the $M \times (M - K_n - P)$ matrix $Q_{\alpha n}$ form a basis of the null space $\mathcal{N}(\mathbf{A}^H)$, and the orthogonal projector onto $\mathcal{N}(\mathbf{A}^H)$ is given by $\Pi_{\alpha n} \triangleq Q_{\alpha n} Q_{\alpha n}^H$, which implies that (e.g., [9], [8])

$$\Pi_{\alpha n} \mathbf{A} = O_{M \times (K_n + P)}. $$  

(19)

Since no linear combination of array response vectors with Vandermonde form can result in another array response vectors [43], and in view of $\mathbf{A} = [\mathbf{A}_1, \mathbf{A}_2, \ldots, \mathbf{A}_P]$, where $\mathbf{A}_k \Lambda = [\mathbf{A}_k \eta_1, \mathbf{A}_k \eta_2, \ldots, \mathbf{A}_k \eta_P]$, we find that the generalized array response vector $\{\mathbf{A}_y \eta_y\}$ for each coherent source is no longer a legitimate array response vector and it does not belong to the array manifold $\mathcal{A}$ [10], i.e., $\mathcal{R}(\mathbf{A}) = \mathcal{R}(\mathbf{A}_n) \oplus \mathcal{R}(\mathbf{A}_\Lambda)$ and $\mathcal{R}(\mathbf{A}_n) \cap \mathcal{R}(\mathbf{A}_\Lambda) = \{0\}$. Hence it follows that

$$\Pi_{\alpha n} \mathbf{A}_n = O_{M \times K_n}, $$  

(20)

$$\Pi_{\alpha n} \mathbf{A}_n \Lambda = O_{M \times P}. $$  

(21)

Thus according to the relation (20), when only finite snapshots of array data are available, the elevation angles $\{\alpha_k\}_{k=1}^{K_n}$ of noncoherent signals can be obtained as the minimizing argument of the following cost function

$$f_n (\alpha) \triangleq a^H (\alpha) \tilde{\Pi}_n \alpha (\alpha)$$  

(22)

where $a (\alpha) \triangleq [1, e^{j \tau (\alpha)}, \ldots, e^{j (M - 1) \tau (\alpha)}]^T$, and $\tau (\alpha) \triangleq 2 \pi d_g \cos \alpha / \lambda$. Then by defining the orthogonal projector onto the null space $\mathcal{N}(\mathbf{A}_n^H)$ of $\mathbf{A}_n^H$ as $\Pi_{\alpha n} \triangleq I_{\mathbf{A}_n} - a_n (\mathbf{A}_n^H a_n)^{-1} \mathbf{A}_n^H$, from (4), we obtain a new $M \times M$ matrix $\hat{R}_{\gamma x}$ as

$$\hat{R}_{\gamma x} \triangleq R_{\gamma x} \Pi_{\alpha n} = \mathbf{A}_n \mathbf{R} \mathbf{e} \Lambda^H D_{\mathbf{e}}^H \mathbf{A}_n^H \Pi_{\alpha n}$$  

(23)

where $D_{\mathbf{e}} \triangleq \text{diag}(e^{j (\beta_1, 1)}, e^{j (\beta_1, 2)}, \ldots, e^{j (\beta_P, K_P)}).$ Since the rank of $\hat{R}_{\gamma x}$ is given by $\rho(\hat{R}_{\gamma x}) = P$, its QR decomposition can be expressed (cf. [45])

$$\hat{R}_{\gamma x} \Pi = \hat{Q} \hat{R} = [\hat{q}_1, \hat{q}_2, \ldots, \hat{q}_M \left[ \begin{array}{c} \hat{R}_1 \\ O_{(M - P) \times M} \end{array} \right] \right]_P = Q_1 \hat{R}_1$$  

(24)

where $Q$ is the $M \times M$ unitary matrix given by $Q \triangleq [Q_1, Q_2]$ with $Q_1 \triangleq [q_1, q_2, \ldots, q_P]$, $Q_2 \triangleq [q_{P+1}, q_{P+2}, \ldots, q_M]$, and $\hat{R}$ is a $P \times M$ full row rank matrix, while $\Pi$ is the $M \times M$ permutation matrix, which does not change the correlation of the columns in $R_{\gamma x}$. From (23) and (24), we can see that $\mathcal{R}(R_{\gamma x}) = \mathcal{R}(\mathbf{A}_n) = \mathcal{R}(Q_1)$ and the orthogonal projector onto $\mathcal{N}(Q_1^H)$ can be obtained

$$\Pi_{Q_1} \triangleq I_{M} - Q_1 Q_1^H Q_1^{-1} Q_1^H = Q_1 \hat{Q}_2^H.$$  

(25)

Consequently by using the property that orthogonal projector is invariant to change of the base, we have the orthogonal projector onto $\mathcal{N}(\mathbf{A}^H)$ defined by $\Pi_{\mathbf{A}} \triangleq I_{M} - \mathbf{A}_n \mathbf{A}_n^H \mathbf{A}_n^{-1} \mathbf{A}_n^H$ as (see (Appendix A, [16]) for details)

$$\Pi_{\mathbf{A}} = \Pi_{Q_1} = Q_1 \hat{Q}_2^H.$$  

(26)

Hence by expressing the oblique projector which projects onto the space $\mathcal{R}(\mathbf{A}_n)$ along a direction parallel to the space $\mathcal{R}(\mathbf{A}_\Lambda)$ as $E_{\mathbf{A}_n | \mathbf{A}_\Lambda}$, which is given by (e.g., [60])

$$E_{\mathbf{A}_n | \mathbf{A}_\Lambda} = A_n (A_n^H \Pi_{\mathbf{A}} A_n)^{-1} A_n^H \Pi_{\mathbf{A}}$$  

(27)

where $E_{\mathbf{A}_n | \mathbf{A}_n} = A_n$, and $E_{\mathbf{A}_n | \mathbf{A}_\Lambda} = O_{M \times P}$. From (26) and (27), we can obtain the oblique projector $E_{\mathbf{A}_n | \mathbf{A}_\Lambda}$ as

$$E_{\mathbf{A}_n | \mathbf{A}_\Lambda} = A_n (A_n^H \hat{Q}_2 \hat{Q}_2^H A_n)^{-1} A_n^H \hat{Q}_2 \hat{Q}_2^H.$$  

(28)

Evidently the oblique projector $E_{\mathbf{A}_n | \mathbf{A}_\Lambda}$ in (28) is not affected by the unknown projector $\Pi_{\mathbf{A}}$ and can be obtained from $R_{\gamma x}$ and $\mathbf{A}_n$ (i.e., the elevation angles $\{\alpha_k\}_{k=1}^{K_n}$ of the noncoherent signals) with available array data, while the eigendecomposition is not required.

C. Determination of Source Coherency Structure

Now we consider the determination of the numbers of coherent signals in each group (i.e., the source coherency structure) by utilizing the oblique projector $E_{\mathbf{A}_n | \mathbf{A}_\Lambda}$ obtained in (28) to isolate the coherent signals from the noncoherent ones and by applying the forward subarray averaging to decorrelate the coherency of some incident signals.

By using the properties of oblique projector, from (28) and (3), we obtain the projected data vector $\hat{y} (t)$ as

$$\hat{y} (t) \triangleq \left( I_M - E_{\mathbf{A}_n | \mathbf{A}_\Lambda} \right) y (t) = A_n \Lambda \mathbf{x}_c (t) + (I_M - E_{\mathbf{A}_n | \mathbf{A}_\Lambda}) w_y (t).$$  

(29)

Clearly the noncoherent signals are eliminated in (29). From (2) and (29), we obtain a new cross-correlation matrix $R_{\gamma x}$ as

$$R_{\gamma x} \triangleq E \{ \hat{y} (t) x_h^H (t) \} = (I_M - E_{\mathbf{A}_n | \mathbf{A}_\Lambda}) R_{\gamma x}$$  

(30)

$$= A_n \Lambda R_{\mathbf{e} \Lambda}^H D_{\mathbf{e}}^H A_n^H$$  

(31)

where $R_{\gamma x}$ only contains the information of coherent signals. In the following, we deal with the number detection of coherent signals in each group (i.e., $\{K_p\}_{p=1}^{P}$) from $R_{\gamma x}$.
By defining the $(M - m) \times M$ selection matrix $F^{(r)}_m$ as
\[ F^{(r)}_m \triangleq \begin{bmatrix} O_{(M - m) \times (r-1)}, I_{M-m}, O_{(M-m) \times (m-r+1)} \end{bmatrix} \tag{32} \]
where $r = 1, 2, \ldots, m + 1$, and $0 \leq m \leq M - K_c - 1$ (see Remark 3 for the determination of $M$), we obtain a telescoping series of the matrix $R_x$ as (cf. [39])
\[ \{ T_0, T_1, T_2, \ldots, T_M \} \tag{33} \]
where the $(M - m) \times (m + 1)$ telescoping matrix $T_m$ is defined by
\[ T_m \triangleq \begin{bmatrix} T^{(1)}_m, T^{(2)}_m, \ldots, T^{(m+1)}_m \end{bmatrix} \tag{34} \]
in which the $r$th $(M - m) \times M$ submatrix $T^{(r)}_m$ is given by
\[ T^{(r)}_m \triangleq F^{(r)}_m R\hat{g} \tag{35} \]
\[ = A^\mu(m) \begin{bmatrix} \Lambda R_c - \Lambda^H D_c^H A_c^H \end{bmatrix} \tag{36} \]
and $A^\mu(m)$ is the submatrix of $A_c$ consisting of the first $M - m$ rows, while evidently $T_0 = R\hat{g}_x$. By substituting (36) into (34), we can reexpress $T_m$ as
\[ T_m = A^\mu(m) C_m G_m \tag{37} \]
where the $K_c \times (m + 1)$ $P$ matrix $C_m$ and the $(m + 1) P \times (m + 1)$ $M$ matrix $G_m$ are given by
\[ C_m = \begin{bmatrix} \Lambda, \mathcal{D}_c \Lambda, \ldots, \mathcal{D}_c^m \Lambda \end{bmatrix} \tag{38} \]
\[ G_m = I_{m+1} \otimes (R_c - \Lambda^H D_c^H A_c^H) \tag{39} \]
and $A^\mu(m)$ is full column rank with $\rho(A^\mu(m)) = K_c$ if $M - m \geq K_c$, while the $G_m$ is full row rank with
\[ \rho(G_m) = \rho(I_{m+1}) \rho(R_c - \Lambda^H D_c^H A_c^H) = (m + 1) P. \tag{40} \]
Hence we obtain the rank of the telescoping matrix $T_m$ as
\[ \rho(T_m) = \rho(C_m) \tag{41} \]
Further since the rank of a matrix is not changed by the elementary column operations, the rank of $C_m$ is obtain
\[ \rho(C_m) = \rho(\text{blkdiag}(\eta_1, \ldots, \eta_p), \text{blkdiag}(\mathcal{D}_1 \eta_1, \ldots, \mathcal{D}_p \eta_p), \ldots, \text{blkdiag}(\mathcal{D}_1^m \eta_1, \ldots, \mathcal{D}_p^m \eta_p)) \]
\[ = \sum_{p=1}^{P} \rho\left(\begin{bmatrix} \eta_p, \mathcal{D}_p \eta_p, \ldots, \mathcal{D}_p^m \eta_p \end{bmatrix}\right) \]
\[ = \sum_{p=1}^{P} \rho\left(\mathcal{H}_p (\hat{A}^\mu(m))_p^T \right) \tag{42} \]
where $\mathcal{H}_p \triangleq \text{diag}(\eta_{p,1}, \eta_{p,2}, \ldots, \eta_{p,K_c})$, and $\hat{A}^\mu(m)$ is a submatrix of $A_{cp}$ consisting of the first $m + 1$ rows. Evidently $\mathcal{H}_p$ is full rank matrix, and the rank of $\hat{A}^\mu(m)$ is given by
\[ \rho(\hat{A}^\mu(m)) = \min\{m + 1, K_p\}. \tag{43} \]
Thus when $M - m \geq K_c$, from (41) and (43), we obtain the rank of telescoping matrix $T_m$ in (37) (i.e., (34)) as
\[ \rho(T_m) = \rho(C_m) = \sum_{p=1}^{P} \min\{m + 1, K_p\}. \tag{44} \]

Then by denoting the number of coherent groups with degree $l$ as $\{g_l\}$ for $l = 2, 3, \ldots, L$ (cf. [39]), i.e., $g_l$ denotes the number of groups with $l$ coherent signals, we have the relations between the number of coherent groups $P$, the numbers of coherent signals in each group $\{K_p\}$, and the total number of coherent signals $K_c$ as
\[ m \leq \sum_{l=2}^{L-1} l g_l = \sum_{p=1}^{P} K_p = K_c. \tag{45} \]

Clearly we note that $\{g_2, g_3, \ldots, g_L\}$ and $\{K_1, K_2, \ldots, K_P\}$ are equivalent characterization of the source coherence structure, and hence the determination of numbers of coherent signals $\{K_p\}$ is converted to the estimation of $\{g_2, g_3, \ldots, g_L\}$. From (44) and (45), the rank of $T_m$ can be expressed as
\[ \rho(T_m) = \begin{cases} P, & m = 0 \\ \sum_{l=2}^{m+1} l g_l + (m+1) \sum_{l=m+2}^{L-2} g_l, & 1 \leq m \leq L-2 \\ K_c, & m \geq L-1 \end{cases} \tag{46} \]
and from (46), we can get
\[ \rho(T_{m+1}) - \rho(T_m) = \sum_{l=m+2}^{L} g_l > 0 \tag{47} \]
for $0 \leq m \leq L - 2$. Further by defining the outer-product matrix $\Phi_m$ of $T_m$ in (37) (i.e., (34)) as
\[ \Phi_m \triangleq T_m T_m^H \tag{48} \]
we easily obtain the rank of this $(M - m) \times (M - m)$ matrix $\Phi_m$ as $\rho(\Phi_m) = \rho(T_m)$. From (46) and (47), we find that the rank of $\Phi_m$ increases monotonously until it reaches $K_c$ with the increasing $m$, while it and the number of coherent groups $\{g_l\}$ satisfy the relation as
\[ g_{m+2} = 2 \rho(\Phi_{m+1}) - \rho(\Phi_m) - \rho(\Phi_{m+2}) \tag{49} \]
for $0 \leq m \leq L - 2$, and the rank of the telescoping matrix $\Phi_m$ becomes to be stationary as (cf. [39], [27])
\[ \rho(\Phi_{L-1}) = \rho(\Phi_L) = \cdots = \rho(\Phi_{M-K_c-1}) = K_c \tag{50} \]
for $L - 1 \leq m \leq M - K_c - 1$.

Thus from (49) and (50), when only finite snapshots of array data are available, the numbers of coherent groups $\{g_l\}$ with degree $l$ and the number of coherent signals $K_c$ can be estimated from the ranks of telescoping matrices $\{\Phi_m\}$ (i.e., $\{T_m\}$) with
the QRRC as
\[
P\left(\hat{\Phi}_m\right) = \arg\max_{i \in \{1, 2, \ldots, M-m-1\}} \text{QRRC}_{\hat{\Phi}_m}(i) \quad (51)
\]
\[
\hat{L} = m, \quad \text{if} \ P\left(\hat{\Phi}_m\right) = P\left(\hat{\Phi}_{m-1}\right) \quad \text{and} \quad \rho\left(\hat{\Phi}_{m-1}\right) \geq \rho\left(\hat{\Phi}_{m-2}\right) \quad (52)
\]
\[
\hat{K}_c = \rho\left(\hat{\Phi}_L\right) \quad (53)
\]
\[
\hat{g}_{m+2} = 2 \rho\left(\hat{\Phi}_{m+1}\right) - \rho\left(\hat{\Phi}_m\right) - \rho\left(\hat{\Phi}_{m+2}\right),
\]
\[
\text{for} \ 0 \leq m \leq \hat{L} - 2 \quad (54)
\]
and hence we can determine the numbers of coherent signals \(\{\hat{K}_p\}_{p=1}^P\) from \(\{\hat{g}_l\}_{l=1}^L\), which characterize the same coherency structure of incident coherent signals with multiple groups.

**Remark 3:** Under Assumption 4, the rank profile of the telescoping series of matrices \(\{\hat{\Phi}_m\}\) has two stationary points as \(\rho\left(\hat{\Phi}_{L-1}\right) = \rho\left(\hat{\Phi}_L\right) = \hat{K}_c\), if the number of sensors \(M\) equals the minimum number of sensors required by the OPEMS, i.e., \(M = M_{\text{OPEMS}} \triangleq \max\{K_n + 2P, K_c + L\} + 1\) (see Remark 6 for details), while it has more than two stationary points as \(\rho\left(\hat{\Phi}_{L-1}\right) = \rho\left(\hat{\Phi}_L\right) = \cdots = \rho\left(\hat{\Phi}_{M-K_c-1}\right) = \hat{K}_c\) if \(M > M_{\text{OPEMS}}\). Hence the parameter \(M\) in (32) can be determined as \(M = m = L\) if \(\rho\left(\hat{\Phi}_m\right) = \rho\left(\hat{\Phi}_{m-1}\right)\) for \(m = 1, 2, \ldots\)

\[\square\]

**D. Implementation of Proposed OPEMS**

When finite array data \(\{y(t)\}_{i=1}^{N_i}\) and \(\{x(t)\}_{i=1}^{N_i}\) are available, as shown in Fig. 2, the implementation of the proposed OPEMS can be summarized as follows.

**Step 1:** Calculate the sample cross-correlation matrix \(\hat{R}_{yx}\) from the array data \(\{y(t)\}_{i=1}^{N_i}\) and \(\{x(t)\}_{i=1}^{N_i}\) as
\[
\hat{R}_{yx} = \frac{1}{N_t} \sum_{t=1}^{N_t} y(t) x^H(t).
\]
**Step 2:** By forming the estimates \(\hat{\Psi}\) with (5) and \(\hat{\Psi}\) with (6) and (9) from \(\hat{R}_{yx}\), estimate the number of noncoherent signals \(K_n\) and that of the groups of coherent signals \(P\) with (10) and (11). 

\[52M^3 - 7M^2 + 53M \text{ flops}\]

**Step 3:** By partitioning the matrix \(\hat{R}_{yx}\) as
\[
\hat{R}_{yx} = \begin{bmatrix} \hat{R}_{yx,1} & \ldots & \hat{R}_{yx,M} \end{bmatrix} \begin{bmatrix} \hat{K}_c + \hat{P} \\ \hat{K}_c + \hat{P} \end{bmatrix},
\]

**Step 4:** By calculating the estimated oblique projector \(\hat{E}_{A_n} \mid \tau\) from \(\hat{R}_{yx}\) and \(\hat{\Pi}_{A_n}\) (i.e., \(A_n\) or \(A_{\tau}\) with (23), (24) and (28), form the estimate \(\hat{R}_{yx}\) with (30).

\[38M^3 - 2M^2 + 52MK^2_n + 24M^2K_n - 8M^2P - 8MK^2_n - 16MK_n P + 20 \left(\hat{K}_c\right)^2 \text{ flops}\]

**Step 5:** By setting \(m = 0\), denote \(T_0 = \hat{R}_{yx}\) and the rank of \(\hat{\Phi}_0\) as \(\rho\left(\hat{\Phi}_0\right) = \hat{P} \ldots 0\) flops

**Step 6:** By setting \(m = m + 1\) and forming the estimate \(T_m\) with (32), (34) and (35), estimate the rank of \(\hat{\Phi}_m\) with (51).

\[6M^2(N_t - m) + 14(M - m) \text{ flops}\]

**Step 7:** If \(\rho\left(\hat{\Phi}_m\right) \neq \rho\left(\hat{\Phi}_{m-1}\right)\), return to Step 6; otherwise, estimate the highest degree of coherency \(L\) and the number of coherent signals \(K_c\) with (52) and (53). 

\[0 \text{ flops}\]
Step 8: By using the estimated ranks \( \rho(\tilde{\Phi}_0), (\tilde{\Phi}_1), \ldots, \rho(\tilde{\Phi}_M) \), estimate \( \{g_{iy}^L\}_{i=1}^l \) with (54) and the numbers of coherent signals \( \{\hat{K}_p\}_{p=1}^P \) with \( \{g_{iy}^L\}_{i=1}^l \) in Step 3. 4 m flops.

In above, the computational complexity of each step is roughly indicated in terms of the number of MATLAB flops, where a flop is defined as a floating-point addition or multiplication operation, and the estimates \( \hat{K}_n \) and \( \hat{P} \) are replaced with their true values \( K_n \) and \( P \) for convenience. Hence the computational complexity of the proposed OPEMS is approximately \( 8M^2N_l + 106M^3 + (L + 1) (4LM^2 + 14MF^2) \) flops when \( M \gg K \), which occurs often in applications of array processing.

Remark 4: In Step 3, the orthogonal projector \( \tilde{\Pi}_{ano} \) is calculated by using the matrix inversion lemma implicitly [9], and the polynomial roots can be found by using the Lindsey-Fox root finding algorithm [60] (see Remark 5, [16]) for details.

Remark 5: The SRP test [39] can be extended to the enumeration problem with two parallel ULAs considered herein, and its implementation consists of the following four major steps: 1) computation of the sample cross-covariance matrix \( \tilde{R}_{yy} \) as (55), where it requires \( 8M^2N_l + 6M^2 \) flops; 2) formulation of the \( m \times m \) spatially smoothed cross-covariance matrix \( \tilde{R}_m \) from \( \tilde{R}_{yy} \) as \( \tilde{R}_m = (1/(M - m + 1)) \sum_{i=1}^{M-m+1} \tilde{R}_{iy}^{(i)} \) for \( 1 < m < M \), where it needs \( 2m^2(2M - m + 1) + 6m^2 \) flops for \( m \neq M \); \( \tilde{R}_m \) is the \( m \times m \) principal diagonal submatrix of \( \tilde{R}_{yy} \) given by \( \tilde{R}_m^{(i)} = \tilde{F}_m^{(i)} \tilde{R}_{yy}(\tilde{F}_m^{(i)})^T \), and \( \tilde{F}_m^{(i)} \triangleq \{O_{m \times (m - l)} \tilde{I}_m | O_{m \times (M - m + l)} \} \); 3) eigenvalue decomposition (EVD) of \( \tilde{R}_m \) for estimation of its eigenvalues \( \tilde{\lambda}_n \) for \( i = 1, 2, \ldots, m \), where it costs \( O(m^3) \) flops and 4) calculation of MDL criterion [17] for the rank determination of \( \tilde{R}_m \) with \( \{\tilde{\lambda}_n\} \), where it requires \( m(m + 16) \) flops. Especially the last three steps should be repeated for many times to obtain the set of ranks of the telescoping series \( \{\tilde{R}_m\} \) (i.e., the SRP of \( \tilde{R}_{yy} \)) (for example, \( m = M - 1, \ldots, M \)), and hence the estimated number of MATLOB flops required by the SRP test is approximately \( 8M^2N_l + 6M^2 + O(M^3) + M(M + 16) + \sum_{m=1}^{M-1} (O(m^3) + m(m + 16) + 2m^2(2M - m + 1) + 6m^2) \) flops (cf. (Remark 6, [30]).)

By denoting the numbers of MATLOB flops required by the SRP test and the OPEMS as \( f_{SRP} \) and \( f_{OPEMS} \), we define the relative efficiency ratio as \( f_{OPEMS}/f_{SRP} \). With some simulation-based examinations, the relative efficiency ratio \( f_{OPEMS}/f_{SRP} \) in terms of the number of sensors \( M \) of one ULA is shown in Fig. 3(a) for different highest degree of coherence \( L \), where \( M \) is verified when \( M = 11 \) to \( M = 90 \), \( L \) is varied from \( L = 2, 3, 4 \) to 5, and \( N_l = 100 \), while the ratio versus the number of snapshots \( N_l \) is plotted in Fig. 3(b) for different number of sensors \( M \), where \( N_l \) is verified from \( N_l = 20 \) to \( N_l = 5,000 \), \( M \) is varied from \( M = 10, 14 \) to 18, and \( L = 3 \). From Fig. 3, we can find that \( f_{OPEMS}/f_{SRP} < 1 \) (i.e., \( f_{OPEMS} < f_{SRP} \) and \( f_{OPEMS}/f_{SRP} \) decreases monotonically with the increasing \( M \), while \( f_{OPEMS}/f_{SRP} \) increases monotonically with the increasing \( N_l \) and approaches 1 when \( N_l \gg M \) and \( N_l \to \infty \) as the computational complexities of two methods will be dominated by the term \( 8M^2N_l \) (i.e., the calculation of the sample cross-covariance matrix) in this case. Evidently the computational complexity of the OPEMS is much less than that of the SRP test, and the computational load of the SRP test is mostly dominated by the calculation of the sample cross-covariance matrix and the EVD procedures of the telescoping series of matrices with different dimensions (i.e., Steps 1 and 3), when the number of snapshots \( N_l \) is not significantly larger than the number of sensors \( M \). Hence the quantitative comparisons show that the OPEMS is computationally efficient than the SRP test with EVD-based MDL, where the eigendecomposition procedure is avoided in the OPEMS.

Remark 6: In the proposed OPEMS, the resolvable conditions for estimating the numbers of noncoherent and coherent signals are \( M > K_n + 2P \), \( M - m > K_c \), and \( m \geq L = \max\{K_p\} \). Hence the minimum number of sensors required by the OPEMS is \( M_{OPEMS} = \max\{K_p + 2P, K_c + L \} + 1 \), while that necessitated by the SRP test [39] is \( M_{SRP} = K_n + K_c + L + 1 \). By considering that the relation \( K_c \geq 2P \), we can find that the OPEMS requires less number of sensors than the SRP test for a fixed number of incident signals, i.e., the OPEMS can detect more incident signals with the fixed number of sensors.

Remark 7: In this paper, the array geometry of two parallel ULAs is exploited to decorrelate the coherency of incident signals with the forward/backward subarray averaging [42], [43], [61], and the cross-correlations between two ULAs are used to alleviate the effect of additive noises. By selecting two arbitrary ULAs parallel to or along the \( y \) axis as depicted in Fig. 4, the proposed OPEMS can be straightforwardly extended as an enumerator to the 2-D DOA estimation with a uniform rectangular array (e.g., [2], [13], [67]), which can be regarded as the planar array consisting of more than two parallel ULAs.
IV. CONSISTENCY OF PROPOSED OPEMS

In this section, we study the consistency property of the proposed OPEMS and show that the OPEMS can yield the correct number of the noncoherent signals and that of the coherent signals in each coherent group w.p.1 as the number of snapshots approaches to infinity. Firstly we consider the asymptotical errors of $\hat{\Psi}$, $\hat{\Phi}$, and $\Phi_m$. 

Theorem 1: The asymptotical errors of the estimates of $\Psi$, $\hat{\Psi}$, and $\Phi_m$ in (5), (9) and (48) are given by

$$
E\{\hat{\Psi} - \Psi\} = \frac{1}{N_t} \text{tr} (R_{xx}) R_{yy}
$$

and

$$
E\{\hat{\Phi}_m - \Phi_m\} = \frac{1}{N_t} \text{tr} (R_{xx}) F_m \left\{ I_{n+1} \otimes \left( I_{M} - E_A, \mathcal{A}_n \right) \right\} F_m^H
$$

where $R_{yy}$ and $R_{xx}$ are the covariance matrices of the received signals $y(t)$ and $x(t)$ in (3) and (2) given by

$$
R_{yy} \triangleq E\{y(t)x^H(t)\} = \mathcal{X} R_{x} \mathcal{X}^H + \sigma^2 I_M
$$

and

$$
R_{xx} \triangleq E\{x(t)x^H(t)\} = AD \Gamma R_{x} \Gamma^H D^H A^H + \sigma^2 I_M
$$

and $F_m$ is a matrix constructed by the selection matrices $\{F_m^{(r)}\}_{r=1}^{m+1}$ in (32) defined as

$$
F_m \triangleq \left[ F_m^{(1)}, F_m^{(2)}, \ldots, F_m^{(m+1)} \right]
$$

for $m = 0, 1, \ldots, M$.

Proof: Under the basic assumptions and with the formula for the expectation of the product of four complex Gaussian random vectors with zero-mean (cf. [68]), from (5) and (55), we have

$$
E\{\hat{\Psi}\} = E\left\{ R_{yy} R_{yy}^H \right\}
$$

and

$$
E\{\hat{\Phi}_m\} = E\left\{ R_{yy} R_{yy}^H + J_M R_{yy}^H \hat{R}_{y} \hat{R}_{y}^T J_M \right\}
$$

Moreover by adopting the proof of Lemma 1 in [69], we can find that the cost function $f_{\alpha}(\alpha)$ in (22) converges to the true cost function $f_{\alpha}(\alpha)$ converges uniformly in $\alpha$ when $N_t \to \infty$, and hence the estimates $\hat{\alpha}_k$ of the elevation angles of noncoherent signals approach the true parameters $\alpha_k$ w.p.1 as $N_t \to \infty$ (cf. [9]), i.e., $\lim_{N_t \to \infty} \hat{\alpha}_k = \alpha_k$. Further as it is well known that the estimated cross-covariance matrix $\hat{R}_{y}$ in (55) is consistent, from (23), we easily obtain $\hat{\alpha}_k = \alpha_k$, and consequently the estimated oblique projector $\hat{E}_{A_n, \mathcal{A}_n}$ calculated from the matrix $\hat{A}_n$ and $\hat{R}_{y}$ is also consistent as the number of snapshots tends to infinity, i.e., $\lim_{N_t \to \infty} \hat{E}_{A_n, \mathcal{A}_n} = E_{A_n, \mathcal{A}_n}$. On the other hand, from (29), (30), (34), and (35), the sample cross-correlation matrix $\hat{R}_{y}$ and the estimated telescoping
matrix $\hat{T}_m$ can be expressed as
\begin{equation}
\hat{R}_{yx} = \frac{1}{N_t} \sum_{t=1}^{N_t} \hat{y}(t) x^H(t) = (I_M - \hat{E}_{A_n, |\Lambda|}) \hat{R}_{yx} \tag{67}
\end{equation}
\begin{align}
\hat{T}_m &= \left[ F_m^{(1)} \hat{R}_{yx}, F_m^{(2)} \hat{R}_{yx}, \ldots, F_m^{(m+1)} \hat{R}_{yx} \right] \\
&= F_m \left( I_{m+1} \otimes \hat{R}_{yx} \right). \tag{68}
\end{align}

Then from (48), (66), and (67), we have
\begin{equation}
E\{\hat{\Phi}_m\} = E\{\hat{T}_m \hat{R}_{yx}^H\} \\
= F_m \left( I_{m+1} \otimes \left( E\{\hat{R}_{yx} \hat{R}_{yx}^H\} \right) \right) F_m^H \tag{69}
\end{equation}
where
\begin{equation}
E\{\hat{R}_{yx} \hat{R}_{yx}^H\} = E\left\{ \left( I_M - \hat{E}_{A_n, |\Lambda|} \right) \left( \hat{R}_{yx} \hat{R}_{yx}^H \right) \right\}^H. \tag{70}
\end{equation}

Because the received signals $\{y(t)\}$ and $\{x(t)\}$ are temporally complex white Gaussian random processes under the basic assumptions and $\hat{R}_{yx} \hat{R}_{yx}^H$ in (70) is the time-average of the products $yx^H(t)$ for $1 \leq t \leq N_t$, we can find that $E_{A_n, |\Lambda|}$ in (70) tends to be "slowly" time-varying with respect to $yx^H(t)$ (i.e., $\hat{R}_{yx}$) and hence it is "almost" independent of $\hat{R}_{yx} \hat{R}_{yx}^H$ (cf. [70], [71]). Then, from (70), we can obtain
\begin{equation}
E\{\hat{R}_{yx} \hat{R}_{yx}^H\} = E\left\{ \left( I_M - \hat{E}_{A_n, |\Lambda|} \right) \left( \hat{R}_{yx} \hat{R}_{yx}^H \right) \right\}^H. \tag{71}
\end{equation}
Hence, from (64), (66), and (71), we have
\begin{equation}
E\{\hat{R}_{yx} \hat{R}_{yx}^H\} = \left( I_M - \hat{E}_{A_n, |\Lambda|} \right) (\Psi + \frac{1}{N_t} \text{tr}(R_{xx}) R_{yy}) \left( I_M - \hat{E}_{A_n, |\Lambda|} \right)^H. \tag{72}
\end{equation}

By substituting (72) into (69) and after some straightforward manipulations, we can obtain
\begin{equation}
E\{\hat{\Phi}_m\} = \Phi_m + \frac{1}{N_t} \text{tr}(R_{xx}) \left( I_{m+1} \otimes \left( I_M - \hat{E}_{A_n, |\Lambda|} \right) \right) R_{yy} \left( I_M - \hat{E}_{A_n, |\Lambda|} \right)^H F_m^H. \tag{73}
\end{equation}

Thus from (64), (65) and (73), the asymptotical errors $E\{\hat{\Psi} - \Psi\}$, $E\{\hat{\overline{\Psi}} - \overline{\Psi}\}$ and $E\{\hat{\Phi}_m - \Phi_m\}$ in (58)–(60) can be obtained immediately.

Obviously from (58)–(60), we can see that the asymptotical errors of the estimates $\hat{\Psi}$, $\hat{\overline{\Psi}}$ and $\hat{\Phi}_m$ approach zero w.p.1 as the number of snapshots $N_t$ tends to infinity, i.e., $\hat{\Psi} \to \Psi$, $\hat{\overline{\Psi}} \to \overline{\Psi}$ and $\hat{\Phi}_m \to \Phi_m$ almost sure (a.s.) as $N_t \to \infty$. Hence, from (10), (11), and (51)–(54), we can find that the estimated numbers of noncoherent and coherent signals are asymptotically consistent (cf. (Appendix C, [30])), i.e., $\hat{K}_n \to K_n$, $\hat{K}_p \to K_p$, and $\hat{P} \to P$ w.p.1 as $N_t \to \infty$. Thus as the number of snapshots $N_t$ tends to infinity, the proposed OPEMS is consistent.

\[ \text{Fig. 5. The rank profile of the telescoping series of matrices in Example 1} \]
\[ (M = 12, N_t = 128, \text{SNR} = 5\text{dB}, K_n = 2, K_1 = 2, K_2 = 3, K_c = 5, \text{and } P = 2). \]

V. NUMERICAL EXAMPLES

Here we evaluate the performance of the proposed OPEMS in estimating the numbers of the noncoherent and coherent signals through numerical examples. The ULAs and sensors are separated by a half-wavelength, i.e., $d_x = d_y = \lambda/2$, and the SNR is defined as the ratio of the power of signal to that of the additive noise at each sensor. All of the simulation results shown below are based on 1000 independent trials, and the SRP test with the EVD-based MDL criterion [39], [17] is carried out for performance comparison, where the OPEMS for detection of the noncoherent and coherent signals are denoted as the OPEMS-NS and OPEMS-CS, while the SRP test for the detection of noncoherent and that of coherent signals are indicated as the SRP-NS and SRP-CS, respectively.

Example 1: We examine the detection performance of the proposed OPEMS in terms of the SNR. There are two noncoherent signals coming from (35°, 38°) and (45°, 65°) with correlation coefficient 0.3ee−π/18, while five coherent signals with two groups coming from (60°, 52°) and (82°, 93°) with attenuation coefficients $\eta_1 = [1, e^{i\pi/6}]^T$ and (93°, 78°), (110°, 102°) and (130°, 20°) with attenuation coefficients $\eta_2 = [1, e^{-j\pi/12}, e^{i\pi/4}]^T$, where $K_n = 2, P = 2, K_1 = 2, K_2 = 3, K_c = 5, \text{and } N_t = 128$.

Firstly we inspect the ranks of the telescoping series of matrices $\{\hat{\Phi}_m\}$ obtained in Step 6 of the OPEMS implementation. When SNR = 5dB, the rank profile of $\hat{\Phi}_m$ in one independent trial is illustrated in Fig. 5, where $m = 0, 1, \ldots, M - K_c - 1, \text{and } M - K_c - 1 = 6$. Obviously we can see that the rank profile has two segments: the increasing segment at $m = 0, 1, 2$, where the rank increases monotonically with the unfolding of the deflated signal subspace due to the coherence of some incident signals (cf. [39]), and the stationary segment at $m = 2, 3, \ldots, 6$, where the rank becomes stationary since the entire subspace is fully restored. Then from (51)–(54) and Remark 3, we can obtain $\bar{M} = \bar{L} = 3, K_c = 5, \hat{g}_2 = 1, \text{and } \hat{g}_1 = 1$. As a result, from the source coherence structure $\{\hat{g}_i\}_{i = 2}^3$, we can find that there are one group of two coherent signals and one of three coherent signals, i.e.,
\begin{equation}
\{\hat{K}_1, \hat{K}_2\} = \left\{ \frac{2}{\hat{g}_2}, \frac{3}{\hat{g}_3} \right\}. \tag{74}
\end{equation}
Hence the number of coherent signals in each group (i.e., the source coherency structure) can be estimated correctly.

Fig. 6 shows the probabilities of correct detection of the proposed OPEMS and the SRP method versus the SNR for the noncoherent signals and the coherent signals with multiple groups, while the SNR is varied from −15 to 15 dB. The SRP test can estimate the numbers of noncoherent and coherent signals (i.e., \( K_a \), \( K_1 \), and \( K_2 \) together), but it performs poor at low and medium SNRs owing to the bias in the eigenvalue estimation. Since the influence of additive noises is mitigated by using the cross-correlations between the noisy data of two ULA and the oblique projector is utilized to isolate the coherent signals from the noncoherent ones, the proposed OPEMS can estimate the numbers of noncoherent and coherent signals independently, and it outperforms the SRP test, where the computationally cumbersome eigendecomposition is not needed.

**Example 2:** Then we test the detection performance versus the number of snapshots. The simulation conditions are similar to that in Example 1, except that the SNR is fixed at 0 dB, and the number of snapshots \( N_t \) is varied from 3 to 10000.

The probabilities of correct detection of the proposed OPEMS and the SRP test in terms of the number of snapshots are shown in Fig. 7. When the number of snapshots is relatively small, the estimated eigenvalues of array covariance matrix become inaccurate, and hence it cause the degraded detection performance with the SRP test. However, since the numbers of noncoherent and coherent signals are determined respectively with the aid of the cross-correlations of noisy array data and the oblique projector, the proposed OPEMS provides better detection performance than the SRP method with small number of snapshots.

**Example 3:** Now we assess the detection performance in terms of the angular separation between the noncoherent and coherent signals. There are one uncorrelated signal coming from \((\alpha_1, 40^\circ)\) and two coherent signals from \((65^\circ, 70^\circ)\) and \((\alpha_3, 55^\circ)\) with the attenuation coefficients \( \eta_1 = [1, e^{j\pi/6}]^T \), where \( \alpha_1 = \alpha_3 + \Delta \alpha \), \( \alpha_3 = 85^\circ \), and \( \Delta \alpha \) is varied from 1° to 15°. The number of sensors in one ULA is \( M = 7 \), and the number of snapshots is fixed as \( N_t = 128 \), while the SNR is set at 2.5 dB.

The probability of correct detection against the angular separation is plotted in Fig. 8. Since the SRP test estimates the number of noncoherent signals and that of coherent ones simultaneously, it has difficulty to distinguish the closely-spaced noncoherent and coherent signals. Hence the SRP method has lower detection probability for small angular separations. However, the proposed OPEMS isolates the coherent signals from the noncoherent one with the oblique projector, and consequently it is of advantage to resolve the closely-spaced noncoherent and coherent signals for small angular separations in this empirical scenario (the difference between the OPEMS-NS and OPEMS-CS is almost indistinguishable).

**Example 4:** Finally we validate the resolvability of the proposed OPEMS versus the SNR with relatively less number of sensors. There are one uncorrelated signals coming from \((35^\circ, 38^\circ)\) and two correlated signals from \((40^\circ, 65^\circ)\) and \((55^\circ, 52^\circ)\) with correlation coefficient 0.3\(e^{-j\pi/18}\), while seven coherent signals with three groups from \((75^\circ, 93^\circ)\) and \((86^\circ, 78^\circ)\) with attenuation coefficients \( \eta_1 = [1, e^{j\pi/6}]^T \), \( \eta_2 = [1, e^{-j\pi/3}]^T \) and \( \eta_3 = [1, e^{-j\pi/12}, e^{j\pi/4}]^T \). Herein \( K_n = 3 \), \( P = 3 \), \( K_1 = 2 \), \( K_2 = 2 \), \( K_3 = 3 \), and \( K_c = \sum_{p=1}^{P} K_p = 7 \). Additionally the number of snapshots is set as \( N_t = 128 \).
As analyzed in Remark 6, the minimum numbers of sensors required by the proposed OPEMS and the SRP test are $M_{\text{OPEMS}} = 11$ and $M_{\text{SRP}} = 14$, respectively. Fig. 9(a) depicts the detection performance in terms of the SNR, when the number of sensors in one ULA is set as $M = 11$. Evidently the proposed OPEMS can estimate the numbers of noncoherent and coherent signals separately even the number of sensors equals to the least necessary number of sensors (i.e., $M = M_{\text{OPEMS}} = 11$), however the SRP test fails to estimate the numbers of signals due to $M < M_{\text{SRP}} = 14$. Clearly for the fixed number of incident signals, the proposed OPEMS needs less array sensors and has stronger detection capability compared to the SRP test. Moreover, Fig. 9(b) exhibits the corresponding detection performance for $M = 10$. Although the proposed OPEMS does not success to estimate the number of coherent signals similar to the SRP test due to the facts $M < M_{\text{OPEMS}}$ and $M < M_{\text{SRP}}$, it still has capability to estimate the number of noncoherent signals correctly at higher SNRs, because the number of noncoherent signals and that of coherent signals are estimated independently, where $M > K_n + 2P$. Unfortunately, the SRP test also fails to determine the number of noncoherent signals, because it can not estimate the number of noncoherent signals and that of coherent signals separately.

VI. CONCLUSION

In this paper, a new enumeration method without eigendecomposition called OPEMS was proposed for determining the number of noncoherent signals and that of coherent signals with multiple groups impinging on two parallel ULAs. With the aid of oblique projector, the number of noncoherent signals and that of coherent signals in each group are estimated separately, where only elevation angles of noncoherent signals are estimated, and the computationally intensive eigendecomposition procedure is avoided in the number detection and DOA estimation. The consistency of the OPEMS was analyzed, and its effectiveness was verified through numerical examples. The simulation results demonstrated that the OPEMS has good performance in detecting the numbers of noncoherent and coherent signals with a small number of snapshots and/or at relatively low SNR and can detect more incident signals.

APPENDIX A

QR-BASED RANK DETERMINATION

For a square matrix $\Phi$ with dimension $M \times M$ and rank $p$, i.e., $\rho(\Phi) = p$, where $p < M$, its QR decomposition with column pivoting is given by (e.g., [45], [30])

$$
\Phi \Pi = QR = \begin{bmatrix} \bar{R}_{11} & \bar{R}_{12} \end{bmatrix} \begin{bmatrix} O_{(M-p)\times M} & I \end{bmatrix} \begin{bmatrix} I_p \end{bmatrix} M - p
$$

(A1)

where $\Pi$ is the $M \times M$ permutation matrix, $Q$ is the $M \times M$ unitary matrix, $\bar{R}_{11}$ is the $p \times p$ upper triangular and nonsingular matrix, and $\bar{R}_{12}$ is the $p \times (M - p)$ nonzero matrix. Clearly we have $\rho(\bar{Q}) = \rho(\bar{R}) = p$. In a similar way to [30], by introducing an auxiliary quantity $\zeta(i)$ in terms of the elements of the ith row of QR factor $\bar{R}$ as

$$
\zeta(i) = \sum_{k=1}^{M} |\bar{R}_{ik}| + \epsilon = \tilde{\zeta}_i + \epsilon, \text{ for } i = 1, 2, \ldots, M
$$

(A2)

where $\tilde{\zeta}_i = \sum_{k=1}^{M} |\bar{R}_{ik}|$, and $\epsilon$ is an arbitrary and positive small constant (e.g., $\epsilon = 10^{-6}$), we can define the QRRC for the matrix $\Phi$ as

$$
\text{QRRC}_{\Phi}(i) = \frac{\zeta(i)}{\zeta(i+1)}, \text{ for } i = 1, 2, \ldots, M - 1.
$$

(A3)

Then the ratio criterion $\text{QRRC}_{\Phi}(i)$ can be expressed as

$$
\text{QRRC}_{\Phi}(i) = \begin{cases}
\frac{\tilde{\zeta}_i + \epsilon}{\tilde{\zeta}_{i+1} + \epsilon} \approx \frac{\zeta(i)}{\zeta(i+1)} & \text{for } 1 \leq i < p \\
\frac{\tilde{\zeta}_i + \epsilon}{\zeta} \rightarrow \infty, & \text{for } i = p \\
\frac{\tilde{\zeta}_i + \epsilon}{\zeta} \rightarrow 1, & \text{for } p < i \leq M - 1
\end{cases}
$$

(A4)

(A5)

Thus the rank $p$ is determined as the value of the running index $i \in \{1, \ldots, M - 1\}$ for which the criterion $\text{QRRC}_{\Phi}(i)$ is maximized, i.e.,

$$
p = \arg \max_{i \in \{1, \ldots, M - 1\}} \text{QRRC}_{\Phi}(i).
$$

(A5)
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