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## 1. Proof of Theorem 1

Theorem 1. Let $l_{P}^{G}(\boldsymbol{\Theta})=l(\boldsymbol{\Theta})-P(\boldsymbol{\pi} ; \lambda)$, where $l(\Theta)$ is defined in (8). If we assume that $\left\{\boldsymbol{\Theta}^{(t)}\right\}$ is the sequence generated by Algorithm 1 and the sequence of likelihood values $\left\{l_{P}^{G}\left(\boldsymbol{\Theta}^{(t)}\right)\right\}$ is bounded above, then there exits a constant $l^{\star}$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} l_{P}^{G}\left(\boldsymbol{\Theta}^{(t)}\right)=l^{\star} \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\Theta}^{(t)}=\underset{\boldsymbol{\Theta}}{\arg \max }\left\{\Omega\left(\boldsymbol{\Theta} \mid \boldsymbol{\Theta}^{(t-1)}\right)+P\left(\boldsymbol{\pi}^{(t-1)} ; \lambda\right)-P(\boldsymbol{\pi} ; \lambda)\right\}, \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega\left(\boldsymbol{\Theta} \mid \boldsymbol{\Theta}^{(t-1)}\right)=\sum_{\mathbf{Z}} \mathbb{P}\left(\mathbf{Z} \mid \mathbf{E} ; \boldsymbol{\Theta}^{(t-1)}\right) \log \frac{\mathbb{P}(\mathbf{E}, \mathbf{Z} ; \boldsymbol{\Theta})}{\mathbb{P}\left(\mathbf{E}, \mathbf{Z} ; \boldsymbol{\Theta}^{(t-1)}\right)} \tag{3}
\end{equation*}
$$

Proof. (i) First, we calculate that

$$
\begin{aligned}
l_{P}^{G}(\boldsymbol{\Theta})-l_{P}^{G}\left(\boldsymbol{\Theta}^{(t)}\right) & =l(\boldsymbol{\Theta})-l\left(\mathbf{\Theta}^{(t)}\right)+P\left(\pi^{(t)} ; \lambda\right)-P(\pi ; \lambda) \\
& \left.=\log \sum_{\mathbf{Z}} \mathbb{P}\left(\mathbf{Z} \mid \mathbf{E} ; \boldsymbol{\Theta}^{(t)}\right) \frac{\mathbb{P}(\mathbf{E} \mid \mathbf{Z} ; \boldsymbol{\Theta}) \mathbb{P}(\mathbf{Z} ; \boldsymbol{\Theta})}{\mathbb{P}(\mathbf{Z} \mid \mathbf{E} ; \boldsymbol{\Theta}(t)}\right) \\
& -\log \mathbb{P}\left(\mathbf{E} ; \boldsymbol{\Theta}^{(t)}\right)+P\left(\pi^{(t)} ; \lambda\right)-P(\pi ; \lambda) \\
& \geq \sum_{\mathbf{Z}} \mathbb{P}\left(\mathbf{Z} \mid \mathbf{E} ; \boldsymbol{\Theta}^{(t)}\right) \log \frac{\mathbb{P}(\mathbf{E} \mid \mathbf{Z} ; \boldsymbol{\Theta}) \mathbb{P}(\mathbf{Z} ; \boldsymbol{\Theta})}{\mathbb{P}\left(\mathbf{Z} \mid \mathbf{E} ; \boldsymbol{\Theta}^{(t)}\right)} \\
& -\log \mathbb{P}\left(\mathbf{E} ; \boldsymbol{\Theta}^{(t)}\right)+P\left(\pi^{(t)} ; \lambda\right)-P(\pi ; \lambda) \\
& =\sum_{\mathbf{Z}} \mathbb{P}\left(\mathbf{Z} \mid \mathbf{E} ; \boldsymbol{\Theta}^{(t)}\right) \log \frac{\mathbb{P}(\mathbf{E} \mid \mathbf{Z} ; \boldsymbol{\Theta}) \mathbb{P}(\mathbf{Z} ; \boldsymbol{\Theta})}{\mathbb{P}\left(\mathbf{Z} \mid \mathbf{E} ; \boldsymbol{\Theta}^{(t)}\right) \mathbb{P}\left(\mathbf{E} ; \boldsymbol{\Theta}^{(t)}\right)} \\
& +P\left(\pi^{(t)} ; \lambda\right)-P(\pi ; \lambda) .
\end{aligned}
$$

Let $\Omega\left(\boldsymbol{\Theta} \mid \boldsymbol{\Theta}^{(t)}\right)=\sum_{\mathbf{Z}} \mathbb{P}\left(\mathbf{Z} \mid \mathbf{E} ; \boldsymbol{\Theta}^{(t)}\right) \log \frac{\mathbb{P}(\mathbf{E} \mid \mathbf{Z} ; \boldsymbol{\Theta}) \mathbb{P}(\mathbf{Z} ; \boldsymbol{\Theta})}{\mathbb{P}(\mathbf{Z} \mid \mathbf{E} ; \boldsymbol{\Theta}(t)) \mathbb{P}\left(\mathbf{E} ; \boldsymbol{\Theta}^{(t)}\right)}$, then

$$
\begin{equation*}
l_{P}^{G}(\boldsymbol{\Theta}) \geq l_{P}^{G}\left(\mathbf{\Theta}^{(t)}\right)+\Omega\left(\boldsymbol{\Theta} \mid \boldsymbol{\Theta}^{(t)}\right)+P\left(\pi^{(t)} ; \lambda\right)-P(\pi ; \lambda) . \tag{4}
\end{equation*}
$$

(ii) In the M step of Algorithm 1, it is obvious that

$$
\begin{aligned}
\boldsymbol{\Theta}^{(t+1)} & =\underset{\boldsymbol{\Theta}}{\arg \max }\left\{\sum_{\mathbf{Z}} \mathbb{P}\left(\mathbf{Z} \mid \mathbf{E} ; \boldsymbol{\Theta}^{(t)}\right) \log \mathbb{P}(\mathbf{E}, \mathbf{Z} ; \boldsymbol{\Theta})-P(\pi ; \lambda)\right\} \\
& =\underset{\boldsymbol{\Theta}}{\arg \max }\left\{\sum_{\mathbf{Z}} \mathbb{P}\left(\mathbf{Z} \mid \mathbf{E} ; \boldsymbol{\Theta}^{(t)}\right) \frac{\log \mathbb{P}(\mathbf{E}, \mathbf{Z} ; \boldsymbol{\Theta})}{\log \mathbb{P}\left(\mathbf{E}, \mathbf{Z} ; \boldsymbol{\Theta}^{(t)}\right)}-P(\pi ; \lambda)\right\} \\
& =\underset{\boldsymbol{\Theta}}{\arg \max }\left\{\Omega\left(\boldsymbol{\Theta} \mid \boldsymbol{\Theta}^{(t)}\right)+P\left(\pi^{(t)} ; \lambda\right)-P(\pi ; \lambda)\right\} .
\end{aligned}
$$

Thus, we have

$$
\begin{aligned}
& \Omega\left(\boldsymbol{\Theta}^{(t+1)} \mid \boldsymbol{\Theta}^{(t)}\right)+P\left(\pi^{(t)} ; \lambda\right)-P\left(\pi^{(t+1)} ; \lambda\right) \\
& \geq \Omega\left(\boldsymbol{\Theta}^{(t)} \mid \boldsymbol{\Theta}^{(t)}\right)+P\left(\pi^{(t)} ; \lambda\right)-P\left(\pi^{(t)} ; \lambda\right) \\
& =0
\end{aligned}
$$

Then, we can easily derive that

$$
\begin{equation*}
l_{P}^{G}\left(\boldsymbol{\Theta}^{(t+1)}\right) \geq l_{P}^{G}\left(\boldsymbol{\Theta}^{(t)}\right) \tag{5}
\end{equation*}
$$

Based on (5), the sequence $\left\{l_{P}^{G}\left(\boldsymbol{\Theta}^{(t)}\right)\right\}_{t=1}^{\infty}$ is nondecreasing and bounded above. Therefore, there exits a constant $l^{\star}$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} l_{P}^{G}\left(\boldsymbol{\Theta}^{(t)}\right)=l^{\star} \tag{6}
\end{equation*}
$$

## 2. Exponential Power Distribution

### 2.1. Three different forms of Exponential Power Distribution

The Exponential Power Distribution $(\mu=0)$ has the following three equvalent forms:

$$
\begin{equation*}
f_{p}(x ; 0, \sigma)=\frac{1}{2 \sigma p^{\frac{1}{p}} \Gamma\left(1+\frac{1}{p}\right)} \exp \left\{-\frac{|x|^{p}}{p \sigma^{p}}\right\} \tag{7}
\end{equation*}
$$

Let $\tau=\left(p \sigma^{p}\right)^{\frac{1}{p}}$, then

$$
\begin{equation*}
f_{p}(x ; 0, \tau)=\frac{1}{2 \tau \Gamma\left(1+\frac{1}{p}\right)} \exp \left\{-\left|\frac{x}{\tau}\right|^{p}\right\} \tag{8}
\end{equation*}
$$

Let $\eta=\frac{1}{\tau^{p}}$, then

$$
\begin{equation*}
f_{p}(x ; 0, \eta)=\frac{\eta^{\frac{1}{p}}}{2 \Gamma\left(1+\frac{1}{p}\right)} \exp \left\{-\eta|x|^{p}\right\} \tag{9}
\end{equation*}
$$

By making use of the property of $\Gamma$ function $\Gamma(1+x)=$ $x \Gamma(x)$, we get

$$
\begin{equation*}
\Gamma\left(1+\frac{1}{p}\right)=\frac{1}{p} \Gamma\left(\frac{1}{p}\right) \tag{10}
\end{equation*}
$$

### 2.2. Draw Samples from Exponential Power Distribution

The second form of exponential power distribution is

$$
\begin{equation*}
f_{p}(x ; 0, \tau)=\frac{1}{2 \tau \Gamma\left(1+\frac{1}{p}\right)} \exp \left\{-\left|\frac{x}{\tau}\right|^{p}\right\} \tag{11}
\end{equation*}
$$

Sampling from the exponential power distribution contains two cases: $p \geq 1$ and $0<p<1$.

### 2.2.1 case 1: $p \geq 1$

We adopt the method proposed in [2, 3, 4].

### 2.2.2 case 2: $0<p<1$

When $0<p<1$, the method proposed in [5] is used. We sample the distribution in two steps:

$$
\begin{align*}
&(w \mid p) \sim \frac{1+p}{2} G a\left(2+\frac{1}{p}, 1\right)+\frac{1-p}{2} G a\left(1+\frac{1}{p}, 1\right),  \tag{12}\\
&(\beta \mid \tau, w, p) \sim \frac{1}{\tau w^{\frac{1}{p}}}\left\{1-\left|\frac{\beta}{\tau w^{\frac{1}{p}}}\right|\right\}_{+} \tag{13}
\end{align*}
$$

where $w$ is a intermediate variable. (12) can be sampled directly but (13) is difficult. Therefore, we adopt the slice sampling strategy in [1].
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