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The amplitude modulation of ion-acoustic waves is investigated in an unmagnetized plasma containing positive ions, negative ions, and electrons obeying a kappa-type distribution that is penetrated by a positive ion beam. By considering dissipative mechanisms, including ionization, negative-positive ion recombination, and electron attachment, we introduce a comprehensive model for the plasma with the effects of sources and sinks. Via reductive perturbation theory, the modified nonlinear Schrödinger equation with a dissipative term is derived to govern the dynamics of the modulated waves. The effect of the plasma parameters on the modulation instability criterion for the modified nonlinear Schrödinger equation is numerically investigated in detail. Within the unstable region, first- and second-order dissipative ion-acoustic rogue waves are present. The effect of the plasma parameters on the characteristics of the dissipative rogue waves is also discussed.
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I. INTRODUCTION

Recently, plasma systems with high-energy ion beam have attracted considerable attention because of their wide range of potential applications in plasma lenses, heavy-ion fusion, and cosmic ray propagation.1,2 The presence of such ion beams can significantly modify the collective behavior in plasmas3,4 and introduce ion-ion instability.5 Spacecraft observations indicate that electron and ion beams can drive broadband electrostatic waves in the Earth’s plasma sheet boundary layer.6 Moreover, solitary waves with negative potential have been observed in the vicinity of the ion-beam region of the auroral zone.7 When an ion beam penetrates into an unmagnetized plasma with ion motion, three normal modes8 can propagate in the system: plasma ion-acoustic waves, fast ion-beam modes, and slow ion-beam modes. The behavior and characteristics of these electrostatic modes have been theoretically investigated9–13 and experimentally established14 in ion-beam plasmas.

Negative ions are ubiquitous in space environments as well as in laboratory plasmas. They have been found in the D- and F-regions of the Earth’s ionosphere,16 neutral beam sources, and plasma processing reactors.17 Because of elementary processes, such as dissociative and nondissociative electron attachment to neutrals,18 negative ions can appear in electronegative plasmas. Because the presence of negative ions can significantly modify the electron-energy-distribution function and charged species balance, many investigations have been performed on plasmas with negative ions.11,19,20

In most previous studies, unspecified sources and sinks were not taken into account in the conservation equations. However, the mechanisms, including ionization and recombination, are density-dependent processes, which means that the collective behavior in the system can be strongly affected. For example, plasma particles are continuously being created by ionization in real laboratory devices, such as gas discharge devices.18 These particles are also lost by volume recombination, which takes place in the same time scale as ionization. Therefore, it is important to investigate the effect of these relevant processes on the collective behavior in plasma systems.21–23

It is well-known that the velocity distribution of electrons has a great influence on wave motions in plasmas. In the past few decades, the classical Maxwellian particle distribution has been the most commonly used velocity distribution. However, energetic (superthermal) particles that depart from the Maxwellian distribution can occur because of the effect of external forces or wave-particle interactions.24 Because of the presence of superthermal electrons, a high-energy tail appears in the distribution function, which can be modeled by a kappa-type distribution.25 The kappa-type distribution can provide a powerful framework for the analysis of real data in space plasma environments. For example, theoretical analysis with $\kappa = 4$ is in good agreement with the electron distribution observed in the solar wind.26 Note that, the Maxwellian distribution can be recovered from the kappa-type distribution when $\kappa \to \infty$. Although some studies have been performed on the link between the kappa-type distribution and the Tsallis distribution,27 this analogy still appears to be a controversial topic.

Recently, understanding the origin of rogue waves in plasma physics has become a hot topic because of fundamental scientific interest and the complex mechanisms involved in its formation. A rogue wave, also known as an extreme wave, freak wave, or killer wave, is a single, rare, and high-energy event appearing in the ocean.28 The appearance of a rogue wave is mainly because of the modulation instability, where instability induced from a small external perturbation of a plane wave has the possibility to create a very high
amplitude wave that eventually “disappears without a trace.” An important mathematical model for the rogue wave is the rational solution of the nonlinear Schrödinger (NLS) equation in the unstable region. The features of rogue waves have been theoretically investigated in many plasma systems and confirmed in experiments.

The aim of this paper is to investigate the propagation of rogue waves in an ion-beam plasma containing negative ions, positive ions, and superthermal electrons with a kappa-type distribution. We take into account dissipative mechanisms, including ionization, negative-positive ion recombination, and electron attachment, in the plasma model. This paper is organized as follows. In Sec. II, we present the theoretical model and derive the modified NLS equation with a linear dissipative term via the reductive perturbation technique. In Sec. III, we discuss the basic features of modulation instability and nonlinear structures of dissipative ion-acoustic rogue waves. Finally, conclusions are given in Sec. IV.

II. THEORETICAL MODEL AND MODIFIED NLS EQUATION

Consider a one-dimensional unmagnetized plasma consisting of four components: superthermal electrons, positive ions, negative ions, and a positive ion beam. Because the thermal speed of electrons is much larger than that of ions, we ignore electron inertia and assume that electrons satisfy a kappa-type distribution. For simplicity, we also assume that the creation of negative ions is because of electron attachment. In our system, we also consider the ionization of neutral gas by fast electrons and positive-negative ion recombination. Here, our plasma model is based on a set of fluid equations for the ion beam, positive ions, and negative ions.

For positive ions, the normalized evolution equations are

\[
\frac{\partial n_p}{\partial t} + \frac{\partial (n_p u_p)}{\partial x} = \nu_{ion} n_e - \nu_{rec} n_p n_n, \tag{1}
\]

\[
\frac{\partial u_p}{\partial t} + u_p \frac{\partial u_p}{\partial x} = -\frac{\partial \Phi}{\partial x}. \tag{2}
\]

For negative ions, they are

\[
\frac{\partial n_n}{\partial t} + \frac{\partial (n_n u_n)}{\partial x} = \nu_{att} n_e - \nu_{rec} n_p n_n, \tag{3}
\]

\[
\frac{\partial u_n}{\partial t} + u_n \frac{\partial u_n}{\partial x} = \frac{\partial \Phi}{\partial x}. \tag{4}
\]

For the ion beam, they are

\[
\frac{\partial n_b}{\partial t} + \frac{\partial (n_b u_b)}{\partial x} = 0, \tag{5}
\]

\[
\frac{\partial u_b}{\partial t} + u_b \frac{\partial u_b}{\partial x} = -\beta \frac{\partial \Phi}{\partial x}. \tag{6}
\]

The above six equations are coupled by the Poisson equation

\[
\frac{\partial \Phi^2}{\partial x^2} = n_e + \mu_p n_n - \mu_b n_b - \mu_p n_p. \tag{7}
\]

The normalized electron distribution is given by

\[
n_e = \left(1 - \frac{\Phi}{\kappa - 3/2}\right)^{-\kappa+1/2}, \tag{8}
\]

where \(\kappa\) is a real parameter measuring the deviation from the standard Maxwellian equilibrium. Note that the condition \(\kappa > 3/2\) should be satisfied for a physically meaningful thermal speed. In Eqs. (1)–(8), \(\nu_{ion}\) is the rate of ionization, \(\nu_{rec}\) is the rate of positive-negative ion recombination, and \(\nu_{att}\) is the rate of the electron attachment to the neutrals resulting in the creation of negative ions. In addition, \(n_j (j = p, n, b, e)\) for positive ions, negative ions, the ion beam, or electrons, respectively) represents the number density of \(j\)-species particles normalized by their equilibrium values \(n_{j0}\). \(u_j (j = p, n, b, e)\) or \(j\) represents the velocity of \(j\)-species particles normalized by the positive ion-acoustic speed \(C_s = (k_B T_e / m_p)^{1/2}\). The electrostatic potential \(\Phi\), time \(t\), and space \(x\) are normalized by the thermal potential \(k_B T_e / e\), inverse ion plasma frequency \(\omega_{pi}^{-1} = (4\pi n_{e0} e^2 / m_p)^{-1/2}\), and Debye length \(\lambda_D = (k_B T_e / 4\pi n_{e0} e^2)^{1/2}\), respectively. Here, \(k_B\) is the Boltzmann constant, \(T_e\) is the electron temperature, \(e\) is the magnitude of the electron charge, \(x = x / m_p n_{e0}\), and \(\beta = m_p / m_b\). The overall charge neutrality condition, \(n_{e0} + n_{b0} = n_{p0} + n_{n0}\), implies that \(1 + \mu_p = \mu_b + \mu_{b0}\) with \(\mu_p = n_{p0} / n_{e0}, \mu_b = n_{b0} / n_{e0}\), and \(\mu_{b0} = n_{b0} / n_{e0}\).

To investigate the propagation characteristics of the nonlinear ion-acoustic waves in the short-wavelength limit by the reductive perturbation method, we introduce the following slow space and time scales:

\[
\xi = \epsilon (r - V t), \quad \tau = \epsilon^2 t, \tag{9}
\]

where \(V\) is the group velocity, which will be determined later, and \(0 < \epsilon \ll 1\) is a small ordering parameter.

The dependent variables are expanded as follows:

\[
[n_p, n_n, n_b] = 1 + \sum_{m=1}^{\infty} \epsilon^m \sum_{l=-\infty}^{+\infty} [n_{pl}^{(m)}(\xi, \tau), n_{nl}^{(m)}(\xi, \tau), n_{bl}^{(m)}(\xi, \tau)] e^{i l (k x - \omega t)},
\]

\[
[u_p, u_n, u_b] = \sum_{m=1}^{\infty} \epsilon^m \sum_{l=-\infty}^{+\infty} [u_{pl}^{(m)}(\xi, \tau), u_{nl}^{(m)}(\xi, \tau), u_{bl}^{(m)}(\xi, \tau)] e^{i l (k x - \omega t)},
\]

\[
\Phi = \sum_{m=1}^{\infty} \epsilon^m \sum_{l=-\infty}^{+\infty} \Phi_l^{(m)}(\xi, \tau) e^{i l (k x - \omega t)}. \tag{10}
\]
Here, \( i = \sqrt{-1} \) and the real parameters \( k \) and \( \omega \) are the fundamental (carrier) wave number and frequency, respectively. Because the variables \( n_j, u_j (j = p, n, \text{or } b) \), and \( \Phi \) are real, the coefficients in Eq. (10) should satisfy the condition \( A_{m,l}^o = A_{m,l}^{*(o)} \), where the asterisk denotes the complex conjugate.

Because the rate of ionization, the rate of positive-negative ion recombination, and the rate of electron attachment are small compared with the ion oscillation frequency, we assume that \( \nu_{\text{ion}} \sim O(\epsilon^2) \), \( \nu_{\text{rec}} \sim O(\epsilon^2) \), and \( \nu_{\text{att}} \sim O(\epsilon^2) \) in the following calculations. The reasons why we chose the second-order perturbations for the dissipative terms are (i) choosing the second-order perturbations can include the effects of the dissipative mechanisms in the linear dissipative term of the modified NLS equation, and (ii) the second-order perturbations of the dissipative terms are consistent with the nonlinear perturbations of Eqs. (9) and (10).

Substituting Eqs. (9) and (10) into Eqs. (1)–(8) and collecting the terms in different orders of \( \epsilon \), we can obtain the \( m \)th order reduced equations. The first-order \((m = 1)\) equations with \( l = 1 \) can be expressed in the following matrix form:

\[
\begin{bmatrix}
(n_{p1}^{(1)}, n_{n1}^{(1)}, n_{b1}^{(1)})^T \\
(u_{p1}^{(1)}, u_{n1}^{(1)}, u_{b1}^{(1)})^T
\end{bmatrix}^T = \begin{bmatrix}
\frac{k^2}{\omega^2} - \frac{2k^2}{\omega^2} - \frac{2k^2}{\omega^2} \\
\frac{k}{\omega} - \frac{z\theta}{\omega}
\end{bmatrix} \Phi^{(1)},
\]

where T denotes the transpose of the matrix. We can also obtain the following dispersion relationship:

\[
k^2 \frac{\omega^2}{\omega^2} = -\mu_b k^2 - \mu_n k^2 + c_1 \omega^2 + k^2 \omega^2,
\]

where \( c_1 = (2\kappa - 1)/(2\kappa - 3) \). Figure 1 shows the variation of wave frequency \( \omega \) with wave number \( k \) for different values of spectral index \( \kappa \), ion beam to electron density ratio \( \mu_b \), and negative ion to electron density ratio \( \mu_n \). Plot (a) shows that the wave frequency \( \omega \) increases with decreasing superthermal particle excess, where the Maxwellian distribution is approached. This is because the nonthermality of the plasma can reduce the plasma screening length.\(^{44}\) From plot (b), increasing the value of \( \mu_n \) can decrease the wave frequency \( \omega \), while the opposite effect is observed for increasing \( \mu_n \) (plot (c)).

From the second-order \((m = 2)\) reduced equations with \( l = 1 \), we obtain the following corrections of the first-order quantities:

\[
\begin{bmatrix}
(n_{p2}^{(2)}, n_{n2}^{(2)}, n_{b2}^{(2)})^T \\
(u_{p2}^{(2)}, u_{n2}^{(2)}, u_{b2}^{(2)})^T
\end{bmatrix}^T = \begin{bmatrix}
-\frac{ik^2}{\omega^3} - \frac{2ik^2}{\omega^3} - \frac{2ik^2}{\omega^3} \\
-\frac{i}{\omega} - \frac{z\theta}{\omega}
\end{bmatrix} \Phi^{(1)},
\]

\[
\times \left( -2k + 2\omega \right) \frac{\partial \Phi^{(1)}(\zeta)}{\partial \zeta} + i\kappa \Phi^{(2)},
\]

\[
\times \left( -V_k + \omega \right) \frac{\partial \Phi^{(1)}(\zeta)}{\partial \zeta} + i\kappa \Phi^{(2)},
\]

and the compatibility condition:

\[
V = \sqrt{\left( \mu_b \beta + \mu_n \frac{2\theta}{\omega} \right)^2 + \left( c_1 + k^2 \right)^3}.
\]

Recall that the above equation is the expression for the group velocity \( V \) without the vector sign, which is defined in terms of speed. For the next order \((m = 2 \text{ and } l = 2)\), we obtain the following reduced equations:

\[
\begin{bmatrix}
(n_{p2}^{(2)}, n_{n2}^{(2)}, n_{b2}^{(2)}, u_{p2}^{(2)}, u_{n2}^{(2)}, u_{b2}^{(2)}, \Phi^{(2)}, \Phi^{(2)}(\zeta))
\end{bmatrix}^T = \begin{bmatrix}
\Delta_k, \Delta_2, \Delta_3, \Delta_4, \Delta_5, \Delta_6, \Delta_7
\end{bmatrix}^T \left( \Phi^{(1)}(\zeta) \right)^2.
\]

Here, the coefficients \( \Delta_k - \Delta_7 \) are expressed in the Appendix.

Because of the nonlinear self-interaction of the carrier waves, the second-order \((m = 2)\) quantities with the zeroth harmonic modes \( (l = 0) \) can be given by:

\[
\begin{bmatrix}
(n_{p0}^{(2)}, n_{n0}^{(2)}, n_{b0}^{(2)}, u_{p0}^{(2)}, u_{n0}^{(2)}, u_{b0}^{(2)}, \Phi^{(2)}, \Phi^{(2)}(\zeta))
\end{bmatrix}^T
\]

\[
= \begin{bmatrix}
\Delta_k, \Delta_2, \Delta_3, \Delta_4, \Delta_5, \Delta_6, \Delta_7
\end{bmatrix}^T \left( \Phi^{(1)}(\zeta) \right)^2,
\]

where \( \Delta_k - \Delta_7 \) are given in the Appendix.

Finally, substituting Eqs. (11)–(16) into the third-order \((m = 3)\) relationship with the first harmonic mode \( (l = 1) \), we obtain an explicit compatibility condition, i.e., the modified NLS equation with a linear dissipative term in the following form:

\[
\frac{i}{\partial \tau} + P \frac{\partial^n \Phi}{\partial \zeta^n} + Q |\Phi|^2 \Phi + i\gamma \Phi = 0,
\]

where \( \Phi = \Phi^{(1)} \). The dispersion coefficient \( P \), the nonlinear coefficient \( Q \), and the dissipative coefficient \( T \) are given by:

\[
\begin{align*}
\mu_b & = 0.2, \quad \beta = 0.25, \quad \nu_{\text{ion}} = \nu_{\text{rec}} = \nu_{\text{att}} = 0.01, \quad \kappa = 3.5, \\
\mu_n & = 0.15, \quad \alpha = \beta = 0.2, \quad \nu_{\text{ion}} = \nu_{\text{rec}} = \nu_{\text{att}} = 0.01, \quad \kappa = 4.5, \quad \mu_b = 0.85.
\end{align*}
\]
where \( c_1 = (2k^2 - 1)/(2k^2 - 3) \), \( c_2 = (2k^2 - 1)/(2k - 3)^2 \).

### III. MODULATION INSTABILITY AND DISSIPATIVE ROGUE WAVES

In this section, we will investigate the modulation instability of ion-acoustic waves and its relevance to the plasma parameters. Then, the first- and second-order dissipative ion-acoustic rogue waves are presented and discussed in the unstable region.

#### A. Modulation instability

Assume that, because of the presence of the dissipative term, the modified NLS equation (17) allows the following plane-wave solution:

\[
\Phi = \Phi_0(\tau) \exp[-i \int_0^\tau \delta(\tau)d\tau],
\]

where \( \Phi_0(\tau) \) represents the amplitude of the pump carrier wave, and \( \delta(\tau) \) is the nonlinear shift frequency. Substituting the above wave solution into Eq. (17), we obtain the following two equations:

\[
\frac{d\Phi_0(\tau)}{d\tau} + \mathbf{Y}\Phi_0(\tau) = 0, \quad \delta(\tau) = -Q|\Phi_0(\tau)|^2.
\]  

Solving Eq. (19), we obtain

\[
\Phi_0(\tau) = \Phi_{00} \exp(-\mathbf{Y}\tau), \quad \delta(\tau) = -Q|\Phi_{00}|^2 \exp(-2\mathbf{Y}\tau),
\]

where \( \Phi_{00} \) is a real constant.

For stability/instability analysis, we consider development of perturbed amplitude \( \phi = \phi(\xi, \tau) \) (\(|\phi| \ll \Phi_0\)) according to

\[
\Phi = (\Phi_0(\tau) + \phi(\xi, \tau)) \exp[-i \int_0^\tau \delta(\tau)d\tau].
\]  

Substituting Eq. (20) into the modified NLS equation (17), the perturbation \( \phi(\xi, \tau) \) satisfies the following governing equation:

\[
i\frac{\partial \phi}{\partial \tau} + P \frac{\partial^2 \phi}{\partial \xi^2} + Q|\Phi_0|^2(\phi + \phi^*) + i\mathbf{Y}\phi = 0,
\]

where \( \phi^* \) is the complex conjugate of \( \phi \). Substituting the transformations \( \phi = U + iV, \ (U, V) = (U_0, V_0) \exp[i(K_\xi - \Omega \tau)] \) into Eq. (21) gives the following nonlinear dispersion:

\[
\Omega = \sqrt{\frac{2PQ|\Phi_{00}|^2}{P K^2} - 2 - \mathbf{Y}^2}, \quad \mathbf{Y} = \frac{P K^2}{P K^2} \left( 1 - \frac{2Q|\Phi_{00}|^2}{P K^2} \right).
\]

Here, \( K (\ll k) \) and \( \Omega (\ll \omega) \) are the wave number and frequency of the modulation, respectively.

From the above dispersion relationship (22), the plasma system is stable when \( PQ < 0 \). In this case, the carrier wave is stable to modulation instability and may propagate in the form of dark-type excitation, i.e., a localized “hole” or “void” amidst a uniform wave energy region.42 However, when \( PQ > 0 \) there is a possibility of instability. When both \( P \) and \( Q \) have the same sign (\( PQ > 0 \)), the instability of the modulated envelope can occur if \( K^2 < K^2 = \frac{2Q|\Phi_{00}|^2}{P} \). For the unstable wave packets, the small wave amplitude may increase to a very high amplitude because of external perturbations, which can create “bright” envelope modulated wave packets. These bright-type wave packets can be the stationary soliton, but the NLS-type equations also allow bright soliton solutions that are localized along both the time- and space-directions. In this paper, we investigate the special doubly localized structures of ion-acoustic waves when \( PQ > 0 \), i.e., the dissipative ion-acoustic rogue waves that can be generated in a relatively small region.

Now, we will discuss the growth rate of the instability for \( PQ > 0 \). Substituting \( \Omega = i\bar{\Gamma} \) into the dispersion relationship (22) gives

\[
\bar{\Gamma}^2 = \left( \frac{PK^2}{P K^2} \right)^2 \left( 1 - \frac{2Q|\Phi_{00}|^2}{P K^2} \right).
\]

Clearly, the growth rate of the instability is given by

\[
\Gamma = -\mathbf{Y} + PK^2 \sqrt{\left( \frac{2Q|\Phi_{00}|^2}{P K^2} \right) - 1}.
\]

To obtain the maximum growth rate of the instability, we take the derivative of Eq. (23) with respect to \( K^2 \), and set it to zero. Then, we obtain

\[
\Gamma_{\text{max}} = \left( \frac{Q}{P} \right)|\Phi_{00}|^2 = \left( \frac{Q}{P} \right)|\Phi_{00}|^2 \exp(-2\mathbf{Y}\tau).
\]

With the above value of \( \Gamma_{\text{max}} \), we obtain the following maximum growth rate of the instability:

\[
\Gamma_{\text{max}} = \sqrt{\frac{2Q|\Phi_{00}|^2}{P K^2} - 2 - \mathbf{Y}^2}, \quad \mathbf{Y} = \sqrt{\frac{2Q|\Phi_{00}|^2}{P K^2} \exp(-2\mathbf{Y}\tau) - \mathbf{Y}^2}.
\]
From the above discussion, it is important to determine how the plasma parameters influence the product $PQ$, which determines where the stable ($PQ < 0$) and unstable ($PQ > 0$) regions set in. Figure 2 shows the effects of the parameters (the spectral index), $\mu_b$ (ion beam to electron density ratio), and $\mu_n$ (negative ion to electron density ratio) on the critical wave number threshold $k_c$ when the product $PQ$ changes sign.

(i) Plot (a) shows that increasing the value of $\kappa$ can lead to an increase of the critical wave number $k_c$, which changes the unstable region ($PQ > 0$) into the stable region ($PQ < 0$). In other words, an increase of $\kappa$ can decrease (increase) the unstable (stable) region.

(ii) From plot (b), the effect of $\mu_b$ on the stable/unstable region is opposite to that of the parameter $\kappa$, i.e., the critical wave number $k_c$ decreases with increasing $\mu_b$. This plot indicates that increasing $\mu_b$ can lead to an increase of the modulationally unstable region.

(iii) From plot (c), an increase of $\mu_n$ can increase the critical wave number $k_c$ until $\mu_n$ reaches a certain value $\mu_n^c \approx 0.18$. Then, a further increase of $\mu_n$ can lead to a decrease of $k_c$. In other words, increasing $\mu_n$ can decrease the unstable region if $\mu_n < \mu_n^c$, while increasing $\mu_n$ can change $PQ < 0$ (unstable case) into $PQ > 0$ (stable case) if $\mu_n > \mu_n^c$.

B. Dissipative rogue waves

Here, we present and discuss the dissipative ion-acoustic rogue wave solutions of the modified NLS equation (17) within the modulation instability region.

Substituting the new variable $\Psi(\xi, \tau) = \Phi(\xi, \tau)e^{\gamma \tau}$ into Eq. (17) gives

$$i \frac{\partial \Psi}{\partial \tau} + P \frac{\partial^2 \Psi}{\partial \xi^2} + Qe^{-2\gamma \tau} |\Psi|^2 \Psi = 0. \quad (27)$$

Because the dissipative coefficient $\gamma$ is very small, we obtain $e^{-2\gamma \tau} \approx 1/(1 + 2\gamma \tau)$ by the Taylor expansion. Using this approximation, Eq. (27) can be rewritten as

$$i \frac{\partial \Psi}{\partial \tau} + P \frac{\partial^2 \Psi}{\partial \xi^2} + Q\gamma(\tau) |\Psi|^2 \Psi = 0, \quad (28)$$

where $\gamma(\tau) = 1/(1 + 2\gamma \tau)$. Considering

$$\lambda(\xi, \tau) = \gamma(\tau) \xi, \quad T = \gamma(\tau) \tau,$$

$$\Psi = \frac{\Psi}{\sqrt{\gamma(\tau)}} \exp \left[ i \frac{\lambda(\tau) \xi^2}{2p} \right], \quad (29)$$

we can transform Eq. (28) into the following standard NLS equation:

$$i \frac{\partial \Psi}{\partial T} + P \frac{\partial^2 \Psi}{\partial X^2} + Q|\Psi|^2 \Psi = 0. \quad (30)$$

Using the transformations (29) and the rogue wave solutions of the standard NLS equation (30), we obtain the following approximate dissipative ion-acoustic rogue waves of the modified NLS equation (17):

**Case I.** The first-order dissipative rogue wave solution

$$\Phi(\xi, \tau) = \sqrt{\frac{2P}{Q}} \left[ 4 + 16iP\gamma(\tau) \xi \right] \left( 1 + 16iP\gamma(\tau) \xi \right)^{-1} \left( 1 + 16iP\gamma(\tau) \xi \right) \sqrt{\gamma(\tau)}, \quad (31)$$

**Case II.** The second-order dissipative rogue wave solution

$$\Phi(\xi, \tau) = \sqrt{\frac{2P}{Q}} \left[ 1 + \frac{G_2(\xi, \tau)}{D_2(\xi, \tau)} \right] \sqrt{\gamma(\tau)}, \quad (32)$$

FIG. 2. Contour of the product $PQ$ on the $(\kappa, k)$-, $(\mu_b, k)$-, and $(\mu_n, k)$-planes. (a) $\kappa = 0.5$, $\beta = 1$, $v_{ion} = v_{att} = v_{rec} = 0.01$, $\mu_b = 0.5$, and $\mu_n = 0.1$. (b) $\kappa = 0.15$, $\beta = 0.45$, $v_{ion} = v_{att} = v_{rec} = 0.01$, $\mu_b = 0.5$, and $\mu_n = 0.1$. (c) $\kappa = 0.1$, $v_{ion} = v_{att} = v_{rec} = 0.01$, $\mu_b = 0.5$, and $\mu_n = 0.9$.

FIG. 3. (a) Wave propagation and (b) density plot for the electronic potential $|\Phi|^2$ of the first-order dissipative ion-acoustic rogue wave solution (31). The parameters are $\kappa = 0.8$, $\beta = 1$, $\mu_b = 0.5$, $\mu_n = 0.1$, $\kappa = 1.8$, $v_{ion} = v_{att} = v_{rec} = 0.01$, $v_{ion} = 0.09$, $v_{att} = 0.07$, and $k = 1.2$. 
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where

\[ G_2(\zeta, \tau) = -\frac{1}{2}(\gamma(\tau)\zeta)^4 - 6(P_2^2)^2\gamma^4(\tau) - 10(P_2^2)^2 + \frac{3}{2}(\gamma(\tau)\zeta)^2 - 9(P_2^2)^2 + \frac{3}{8}, \]

\[ K_2(\zeta, \tau) = -P_2^2\tau \left[ 4(P_2^2)^2\gamma^4(\tau) + 4(P_2^2)^2 + (\gamma(\tau)\zeta)^4 - 3(\gamma(\tau)\zeta)^2 + 2(P_2^2)^2 - \frac{15}{4} \right], \]

\[ D_2(\zeta, \tau) = \frac{1}{2}\gamma(\tau)\zeta^6 + \frac{1}{2}(\gamma(\tau)\zeta)^4(P_2^2)^2 + \frac{9}{8}(\gamma(\tau)\zeta)^4 + \frac{9}{2}(P_2^2)^2 \]

In Figures 3 and 4, we show the first- and second-order dissipative ion-acoustic rogue waves with \( \gamma < 0 \) (the forced case), respectively. From these plots, the first- and second-order dissipative rogue waves are localized in both the \( \tau \) and \( \zeta \) directions, i.e., they appear from nowhere and disappear without trace.\(^{29}\) This feature means that the dissipative rogue waves can also concentrate the energy of the plasma system in a small region. Unlike classical rogue waves, from these two figures the non-zero backgrounds of the waves increase because of the presence of the forcing dissipative term. However, the backgrounds of the waves decrease when \( \gamma > 0 \) (the damped case). For simplicity, we do not include the figures here.

From Figure 5, the first-order dissipative ion-acoustic rogue wave solution expressed by Eq. (31) is significantly affected by variations of spectral index \( \kappa \), the rate of ionization \( \nu_{ion} \), the rate of negative-positive ion recombination \( \nu_{rec} \), and the rate of electron attachment \( \nu_{att} \).

(i) Plots (a), (c), and (d) indicate that the amplitude of the dissipative rogue wave increases with increasing \( \kappa, \nu_{att}, \) and \( \nu_{rec} \) values. This means that increasing the values of these three parameters can enhance the non-linearity of the plasma system and concentrate the energy in a small region, which increases the amplitude of the pulses.

(ii) Increasing the value of \( \nu_{ion} \) can decrease the amplitude of the dissipative rogue wave (plot (b)). This behavior can be interpreted as an increase of \( \nu_{ion} \) can reduce the non-linearity of the system, so the pulses of the dissipative rogue wave become shorter.

IV. CONCLUSIONS

In summary, we investigated dissipative ion-acoustic waves in an unmagnetized plasma consisting of positive ions, negative ions, an ion beam, and electrons obeying a kappa-type distribution. Dissipative mechanisms, including ionization, negative-positive ion recombination, and electron attachment, were considered in the model. The modified NLS equation with a linear dissipative term was derived by reductive perturbation theory. The effects of the spectral index \( \kappa \), ion beam to electron density ratio \( \mu_b \), and negative ion to electron density ratio \( \mu_\nu \) on the wave dispersion and stable/unstable region were discussed in detail.

In the unstable region, dissipative ion-acoustic waves with doubly localized structures can be created because of modulation instability. Our investigation revealed that the amplitude of the dissipative ion-acoustic rogue wave increases with increasing spectral index \( \kappa \), increasing rate of negative-positive ion recombination \( \nu_{rec} \), and increasing rate of...
electron attachment $\nu_{\text{att}}$. Increasing the values of these three plasma parameters enhances the nonlinearity of the system. However, increasing the rate of ionization $\nu_{\text{ion}}$ can decrease the nonlinearity of the system and make the pulses shorter.

Our theoretical investigations provide a better understanding of the excitation of rogue waves in laboratory experiments and spatial observations.
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APPENDIX: EXPRESSIONS OF THE COEFFICIENTS

\[ \Delta_1 = \frac{k^2}{2 \alpha^2 \lambda} \left( -3 \mu_b k^4 \alpha^2 + 3 \mu_b k^4 \beta^2 - 2 c_2 \omega \alpha^4 - 3 \mu_b k^4 \beta + 3 \alpha^2 \omega^2 c_1 + 12 k^4 \alpha^2 - 3 \mu_a k^4 \alpha \right), \]
\[ \Delta_2 = \frac{k^2 \alpha}{2 \alpha^2 \lambda} \left( -3 \mu_b k^4 \beta^2 - 3 \mu_p k^4 + 2 c_2 \omega \alpha^4 - 3 \alpha^2 \omega^2 c_1 + 12 k^4 \alpha^2 - 3 \mu_a k^4 \alpha \right), \]
\[ \Delta_3 = \frac{k^2 \beta}{2 \alpha^2 \lambda} \left( -3 \mu_b k^4 \alpha^2 + 3 \mu_p k^4 + 2 \mu_p k^4 - 2 c_2 \omega \alpha^4 - \mu_b k^4 \beta + \alpha^2 \omega^2 c_1 + 4 k^4 \alpha^2 - \mu_a k^4 \alpha \right), \]
\[ \Delta_4 = \frac{k}{2 \alpha^2 \lambda} \left( -3 \mu_b k^4 \alpha^2 + 3 \mu_p k^4 + 2 \mu_p k^4 - 2 c_2 \omega \alpha^4 - \mu_b k^4 \beta + \alpha^2 \omega^2 c_1 + 4 k^4 \alpha^2 - \mu_a k^4 \alpha \right), \]
\[ \Delta_5 = \frac{k}{2 \alpha^2 \lambda} \left( -3 \mu_b k^4 \alpha^2 + 3 \mu_p k^4 + 2 \mu_p k^4 - 2 c_2 \omega \alpha^4 - \mu_b k^4 \beta + \alpha^2 \omega^2 c_1 + 4 k^4 \alpha^2 - \mu_a k^4 \alpha \right), \]
\[ \Delta_7 = -\frac{1}{2 \alpha^2 \lambda} \left( 3 \mu_b k^4 \alpha^2 + 3 \mu_p k^4 - 3 \mu_p k^4 + 2 c_2 \omega \alpha^4 \right), \]
\[ \Delta_8 = \frac{1}{V B} \left( 2 k^3 \alpha c_1 k^2 - 2 c_2 \omega c_2 - 2 \mu_b k^2 \alpha^2 - 2 \mu_a k^2 x^2 \omega - \mu_b k^2 \omega^2 \mu_b + k^2 \beta^2 \omega \mu_b + 2 \mu_b k^3 \alpha \omega c_1 + 2 k^3 \alpha \omega c_2 + k^3 \beta \omega \mu_b \right), \]
\[ \Delta_9 = \frac{\alpha}{V B} \left( -2 k^3 \beta^2 \omega \mu_b - 2 k^3 \alpha \omega \mu_b + 2 k^3 \alpha \omega \mu_b - 2 k^3 \beta \omega \mu_b \right), \]
\[ \Delta_{10} = \frac{\beta}{V B} \left( -2 \mu_a k^3 \alpha \beta \omega - \mu_b k^2 \alpha^2 \omega - \mu_b k^2 \alpha^2 \omega - 2 \mu_b k^2 \omega^2 \mu_b + 2 \mu_b k^3 \alpha \omega c_1 + 2 \mu_b k^3 \beta \omega \mu_b \right), \]
\[ \Delta_{11} = \frac{\beta}{V B} \left( -2 \mu_a k^3 \alpha \beta \omega - \mu_b k^2 \alpha^2 \omega - \mu_b k^2 \alpha^2 \omega - 2 \mu_b k^2 \omega^2 \mu_b + 2 \mu_b k^3 \alpha \omega c_1 + 2 \mu_b k^3 \beta \omega \mu_b \right), \]
\[ \Delta_{12} = \frac{\beta}{V B} \left( -2 \mu_a k^3 \alpha \beta \omega - \mu_b k^2 \alpha^2 \omega - \mu_b k^2 \alpha^2 \omega - 2 \mu_b k^2 \omega^2 \mu_b + 2 \mu_b k^3 \alpha \omega c_1 + 2 \mu_b k^3 \beta \omega \mu_b \right), \]
\[ \Delta_{13} = \frac{\beta}{V B} \left( -2 \mu_a k^3 \alpha \beta \omega - \mu_b k^2 \alpha^2 \omega - \mu_b k^2 \alpha^2 \omega - 2 \mu_b k^2 \omega^2 \mu_b + 2 \mu_b k^3 \alpha \omega c_1 + 2 \mu_b k^3 \beta \omega \mu_b \right), \]
\[ \Delta_{14} = \frac{\beta}{V B} \left( -2 \mu_b k^3 \alpha \beta \omega - \mu_b k^2 \alpha^2 \omega - \mu_b k^2 \alpha^2 \omega - 2 \mu_b k^2 \omega^2 \mu_b + 2 \mu_b k^3 \alpha \omega c_1 + 2 \mu_b k^3 \beta \omega \mu_b \right), \]
\[ A = \left( -\mu_b k^2 \beta - \mu_p k^2 + 2 \omega c_1 + 4 \omega^2 - \mu_b k^2 \alpha \right), \]
\[ B = \omega^3 \left( -\mu_b k^2 + 2 \omega c_1 + 2 \mu_p k^2 + 2 \mu_b k^2 \alpha \right). \]