Depth map generation from geometry and motion
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ABSTRACT

As the demand for 3DTV keep increasing these years, the conversion from exist 2D videos to 3D ones becomes a new area of research. Depth map generation plays a key point in the process. Two most important clues of depth are geometry of the scene and motion vector. This paper presents an algorithm of depth map generation, which intends to get the depth map combines two aspects of information. Compared to the previous work, our method is improved in finding vanishing point, detect motion vectors, and depth map generation.
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1. INTRODUCTION

As people’s demand for real time and vivid version, three-dimensional (3D) video recently attract lots of attention in market and research. Although we can take new video using 3D camera, convert 2D videos to 3D ones is an easier way. The reason why we experience 3D is that the scenes seen by people’s two eyes have a parallax, which can be analysis by our brain so that we can feel the depth information. When it comes to 2D to 3D conversion, we need to make out another view of the scene besides the one already exist in 2D video. Christoph Fehn[1][2] brings out an algorithm which can generate a new view of the scene by the existing view and the depth of it, called Depth Image Based Rendering (DIBR). This makes the generation of depth map becomes a very important step.

In the existing depth map generation algorithm, to generate depth map, two aspects of information of the sequence are mostly used, the geometry information[3] and the motion vectors[4]. Geometry is connected with depth map by vanishing point, which is considered as the furthest point of the image. When it comes to the motion vector, the object near to the camera moves faster than the object far, so the big motion vector represent the object is closer to camera.

This paper also use the two aspects of information. We did some work in improving the existing algorithm to make it more efficiency and exact, so that hardware realization of the algorithm is possible.

2. PROPOSED METHOD

We’ll give a brief look of our algorithm, first detect the vanishing point to get the geometry information, then detect the motion vector and combine it with graph cut, at last combine two aspects together to get depth map.

2.1 Vanishing point detect

The detection of vanishing point have two main steps, accumulation step and search step. In accumulation step, get some potential vanishing points. In search step, there’re some criterion to pick out the vanishing point.

(a) Accumulation step: We only use the luminance information this step. To get edge of the objects in image, 2D $3 \times 3$ Sobel operator is used to filter the image. $3 \times 3$ operator for Sobel is as this:
With the edges of original image, hough transform is carried out next to search vanishing lines. PVC Hough first brings this out in 1962[5]. The core of hough transform is the duality between line and point.

With lots of lines, we will select the effective vanishing lines, at the same time, reducing lines will reducing the complex of compute in the same time.

Lines of the similar slope are in the same cluster, We group lines into 12 to 18 clusters, only keep the cluster that contain lines more that 10% of all the lines. Most situation we get less than 6 clusters. Then pick out the longest in the lines that near slope average. At the end of this step, we get about less than 6 lines.

By intersect every pair of the lines, we get some potential vanishing points.

(b) Search step: To detect the final vanishing point, we vote for each point, long line is more reliable and smaller distance between point and line means the point is more reliable. So the vote for each point is the combine of distance and length, smaller value is more reliable:

$$vote(a) = \sum_{l=1}^{n} d_{l} \times l_{i}$$  \hspace{1cm} (2)

Where $d_{l}$ is the distance between point a and line l, $l_{i}$ is the length of line l. The min value of vote is the final vanishing point, Figure 1a is the vanishing point, Figure 1b is the depth map from geometry.

![Figure 1. depth map from geometry](image)

2.2 Motion detect and graph cut

In the existing algorithms, motion detect is a huge compute by block matching of every block, at the same time, when there’s a big object of the same color moving in the image, block matching often have mistake occur inside the object. So we bring out this algorithm that combine motion detect with graph cut.

(a) Motion detect of the edge: First we get the edge of the image by Sobel operator talked before. Then find the match block in the next frame and the motion vector of it only if the block is at the edge of the image, Figure 2b is the absolute value of the motion vector after this section.

(b) Graph cut: We layer the image by the luminance and the color, after this, the point of similar color and luminance is in the same layer. Then find the connected component and label them. Lifeng He’s algorithm[7] is used here to detect the pixels one by one, compare to the pixels near it and label the component segment, the image after this is as Figure 2c shows.

(c) The final motion: We get the segments of the image and the motion at the edge of the image before, computed one segments each time. For the current segment, some pixels is at the edge of the image and already have motion vector, some is inside the segment and not have motion vectors now. We sum the motion vector of the edge and average them as the below:

$$vector(m) = \frac{1}{N} \sum_{n=1}^{N} V_{n}$$  \hspace{1cm} (3)

Where m is the number of the current segment, N is the number of pixels already have their motion vectors. We give the vector to all the pixels in the current segment, then we get the final motion vector value in Figure 2d.

2.3 Depth map generate

After all the compute before, we now have the vanishing point of geometry information and the motion vector of
the moving information. In this section, we will combine them together to get the depth map finally.

We take the status of the segment, moving or static, and the size of the segment into consideration. The static one’s depth map is determined only by the vanishing point, the vanishing point represents the furthest point in depth map, other points’ depth is determined by the distance between vanishing point. The moving one’s depth is the plus of geometry depth and the motion depth, for motion depth, the bigger motion vector represent the nearer in depth map. Then in each situation, we distinguish the segment into big one and small one by the number of pixels it contains, the small one will have the same depth all the pixels, which is the average of all the pixels depth, as Figure 3 shows.

![Figure 2. depth map from motion](image)

![Figure 3. Depth map combine geometry information and motion vector](image)

### 3. EXPERIMENT AND DISCUSSION

The main compute of our algorithm is vanishing point finding and motion vector detect, so we just give out the result and compare of them separately.

#### 3.1 vanishing point detect

We experiment on three image to detect our algorithm. The result is as below shows.

<table>
<thead>
<tr>
<th>Image</th>
<th>Existing algorithm</th>
<th>Our algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Car</td>
<td>19</td>
<td>4</td>
</tr>
<tr>
<td>Hall</td>
<td>13</td>
<td>7</td>
</tr>
<tr>
<td>Road</td>
<td>16</td>
<td>4</td>
</tr>
</tbody>
</table>

#### Table 2. vanishing point simulate time(s) in matlab

<table>
<thead>
<tr>
<th>Image</th>
<th>Existing algorithm</th>
<th>Our algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Car</td>
<td>2.08</td>
<td>2.00</td>
</tr>
<tr>
<td>Hall</td>
<td>0.43</td>
<td>0.38</td>
</tr>
<tr>
<td>Road</td>
<td>1.78</td>
<td>1.71</td>
</tr>
</tbody>
</table>
Table 1 shows the line involved in final intersection, Table 2 shows the compute time in matlab simulation. We can come to the conclusion that our method is easier and faster.

In the image car, our algorithm is a little exact; in hall, an error occurs in the existing algorithm because of information lost, in our method, that does not happen, in road, both algorithm performs good.

We can see our algorithm is more efficiency and exact.

![Figure 4. Vanishing point detect in our algorithm and existing ones](image)

3.2 motion detect

Here we just give out the result of the value as we need. Table 3 is the block involved in block matching for motion detect, the number is much less in our algorithm, the time using is much less, as Table 4 shows, from these two table, we can see our algorithm is much efficiency. And when it comes to the effect, the result is in Figure 5. We can see that our algorithm performs good, and for the background of the image, our method can reduce the interfaces better than the existing ones.

<table>
<thead>
<tr>
<th>Image</th>
<th>Existing algorithm</th>
<th>Our algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hall</td>
<td>21301</td>
<td>5095</td>
</tr>
<tr>
<td>Horse</td>
<td>21301</td>
<td>6977</td>
</tr>
<tr>
<td>Woman</td>
<td>21301</td>
<td>1930</td>
</tr>
</tbody>
</table>

**Table 3. Number of block involved**

<table>
<thead>
<tr>
<th>Image</th>
<th>Existing algorithm</th>
<th>Our algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hall</td>
<td>14.73</td>
<td>6.40</td>
</tr>
<tr>
<td>Horse</td>
<td>15.21</td>
<td>7.72</td>
</tr>
<tr>
<td>Woman</td>
<td>15.16</td>
<td>4.40</td>
</tr>
</tbody>
</table>

**Table 4. Motion detect simulate time(s) in matlab**
3.3 The combine of motion vector and geometry information

Figure 3 is the final depth map of the hall scene, we can see that the depth map is more reasonable.

4. CONCLUSION

A proposed method of depth map generate for 2D to 3D conversion is bring out in this paper, we cut the algorithm into three main steps, find vanishing point for geometry information, detect motion vectors for depth by motion, and finally combine them together. In every step we made some improvement of the algorithm. At the section before, we can see our algorithm is much efficiency and exact. In the future, we can consider about hardware realization of the algorithm.
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