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Abstract
This paper focuses on the emerging Infrared-Visible cross-modal person re-identification task (IV-ReID), which takes infrared images as input and matches with visible color images. IV-ReID is important yet challenging, as there is a significant gap between the visible and infrared images. To reduce this ‘gap’, we introduce an auxiliary X modality as an assistant and reformulate infrared-visible dual-mode cross-modal learning as an X-Infrared-Visible three-mode learning problem. The X modality restates from RGB channels to a format with which cross-modal learning can be easily performed. With this idea, we propose an X-Infrared-Visible (XIV) ReID cross-modal learning framework. Firstly, the X modality is generated by a lightweight network, which is learnt in a self-supervised manner with the labels inherited from visible images. Secondly, under the XIV framework, cross-modal learning is guided by a carefully designed modality gap constraint, with information exchanged cross the visible, X, and infrared modalities. Extensive experiments are performed on two challenging datasets SYSU-MM01 and RegDB to evaluate the proposed XIV-ReID approach. Experimental results show that our method considerably achieves an absolute gain of over 7% in terms of rank 1 and mAP even compared with the latest state-of-the-art methods.

Introduction
Person re-identification (ReID) aims at identifying target persons in a query set from a large-scale gallery set captured by non-overlapping camera views (Zheng, Yang, and Hauptmann 2016; Zhang et al. 2015; Cheng et al. 2016). Its great application value in surveillance has propelled ever-increasing research efforts (Luo et al. 2019; Yang et al. 2019) as many other computer vision tasks (Wang et al. 2010; Ma et al. 2019). Encouraging performance has been observed, especially in the visible spectrum, where all the images are captured by visible cameras (Tay, Roy, and Yap 2019). However, visible cameras cannot provide enough discriminative information under poor lighting conditions, e.g., in the dark. The applications are thus limited if only using visible cameras.

Figure 1: Conceptual illustration of cross-modal learning with ‘X’. Different colors represent different IDs. And images in dashed box are easily to match together in prediction. (a) Cross-model matching is difficult as the gap between visible and infrared modality is clear; (b) With ‘X’ (in triangles), cross-modal matching becomes easier. (Best viewed in color.)

For practical use, modern surveillance systems usually operate in dual-modes, i.e., working in the visible mode during the day and automatically switching to the infrared mode at night. Consequently, a new task arises naturally (Wang et al. 2019c). Given a target infrared image, the goal is to match the visible images of the corresponding person. This cross-modal image matching task is named Infrared-Visible person re-identification (IV-ReID).

A few studies have been proposed for this IV-ReID task (Ye et al. 2018a; 2018b; Dai et al. 2018; Wang et al. 2019c; Feng, Lai, and Xie 2019; Hao et al. 2019; Wang et al. 2019a). One special challenge in this task is how to bridge the modality gap between the visible and infrared images. Visible images have three channels containing colour information of visible light with wavelengths from 400 nm to 700 nm, while infrared images have one-channel of invisible electromagnetic radiation, the wavelengths of which are between 700 nm and 1 mm, longer than those of visible light. The two modalities are, thus, inherently different. Such a difference further accounts for different ways of using the two modalities. For visible images based person ReID models, the learned high-level semantic features mainly cover appearance and colour information (Zhong et al. 2019;
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Figure 2: Illustration of the proposed XIV cross-modal learning framework with an adjoint and auxiliary X modality. The lightweight generator siphons off knowledge from the visible and infrared images and outputs the X modality images. Then three modalities are fed into the weight-sharing cross-modal feature learner. And two modality constraints namely the cross-modality gap (CMG) and the modality respective gap (MRG) constraint, are designed to regularize feature representations and classification outputs and to learn cross-modal information of three modalities in a common space.

Sun and Zheng 2019). On the other hand, the infrared images based ones mainly include structure and shape information (Jungling and Arens 2010). As a result, when enforcing these two modalities directly into a joint objective function for cross-modal learning, most existing IV-ReID approaches become sensitive to the parameters, difficult to converge, and computationally intensive. It is not surprising that most of the state-of-the-arts only achieve a mean Average Precision under 30% on the challenging dataset SYSU-MM01 (Ye et al. 2018a; 2018b; Hao et al. 2019; Dai et al. 2018; Wang et al. 2019c).

To mitigate the gap problem caused by different modalities, we propose a new infrared-visible cross-modal person ReID approach, termed X-Infrared-Visible (XIV) cross-modal learning. The X modality is an adjoint, auxiliary modality to reconcile both the infrared and visible modalities. With the assistance of X, the visible and infrared modalities are connected, and cross-modal learning becomes easier, as demonstrated by Fig. 1.

The proposed XIV cross-modal learning approach consists of two main components: a lightweight X modality generator and a weight-sharing XIV cross-modal feature learner. Concretely, the lightweight network generates the X modality images with a very small amount of extra costs. It uses visible images as input, siphons off knowledge from the visible and infrared images through self-supervision (Agrawal, Carreira, and Malik 2015; Sun et al. 2019), and outputs the X images. Afterwards, the XIV feature learner takes the three modalities, namely the X, the infrared, and the visible ones, as input. Through weight sharing, the feature learner adapts to three modalities jointly and generates modality-invariant features in the common space, where cross-modal person ReID can be efficiently performed. Subsequently, the X modality generator is linked to the feature learner so that the proposed XIV approach can be optimized in an end-to-end manner. We devise a modality gap constraint to direct the knowledge communication across modalities and optimization through back-propagation during learning, by jointly considering the infrared-X cross-modal disparity, infrared-visible cross-modal disparity, and the respective constraints for each modality. Finally, we evaluate the proposed framework on two publicly available datasets SYSU-MM01 (Wu et al. 2017) and RegDB (Nguyen et al. 2017).

The main contributions are summarized as follows:

- We propose a new approach for infrared-visible cross-modal person ReID through the X-Infrared-Visible cross-modal learning, based on an adjoint and auxiliary X modality.
- We propose an extra lightweight network to generate the X modality through self-supervised learning.
- We devise a modality gap constraint to direct the learning and knowledge communication across modalities.
- We advance the latest state-of-the-art performance of rank 1 and mAP accuracy over 7% on the large-scale SYSU-MM01 dataset.

**Related Work**

**Self-supervised learning.** As an alternative to fully-supervised algorithms, self-supervised learning has provided considerable improvements in cross-modal learning, like image and context cross-modal learning (Doersch,
Gupta, and Efros 2015; Gomez et al. 2017), instructions and trajectories cross-modal learning (Wang et al. 2019b), etc. Cross-modal self-supervised learning algorithms attempt to utilize the structure in one modality to provide the training supervision for co-occurring modality (Patel et al. 2019).

Considering self-supervision in single-modality person ReID, Sun et al. (Sun et al. 2019) propose a visibility-aware part model, which learns to perceive the visibility of regions through self-supervision. Specifically, they randomly crop partial pedestrian images from the holistic ones and automatically generate corresponding labels.

**Infrared-visible person re-identification.** For the IV-ReID problem, the cross-modal methods mainly try to learn modality relevant features. Wu et al. (Wu et al. 2017) propose a two-stream deep zero-padding network to learn the cross-modal features in a common space. Ye et al. (Ye et al. 2018a) introduce a two-step framework combining both feature learning and metric learning. They (Ye et al. 2018b) also propose a cross-modal pair-wise constraint to narrow the gap between visible features and infrared features. Hao et al. (Hao et al. 2019) propose an end-to-end dual stream hyper-sphere manifold embedding model to constrain the intra-modality and inter-modality variations. And the framework proposed in (Feng, Lai, and Xie 2019) utilizes the modality-related information and extracts modality-specific representations by constructing an individual network for each modality.

The works most relevant to ours are three GAN-based methods, cmGAN (Dai et al. 2018), D 2 RL (Wang et al. 2019c) and AlignGAN (Wang et al. 2019a). cmGAN adopts generative adversarial networks (Goodfellow et al. 2014) (GANs) to learn discriminative representations from different modalities. D 2 RL adopts GANs to reduce the modality discrepancy and appearance discrepancy separately. Similarly, AlignGAN accomplishes pixel and feature alignment in an unified GAN framework. However, the differences to ours are evident. Firstly, compared with cmGAN which directly works on the original two modalities with weight-sharing networks, we adopt an auxiliary X modality to narrow the modality gap between the original two with the devised modality gap constraints and ease the learning difficulty just with a lightweight network and slight costs. Secondly, in D 2 RL, GANs are applied to translate the visible (or infrared) image to its infrared (or visible) counterpart. Then the visible (or infrared) image is stacked with its infrared (or visible) counterpart to form a four-channel multispectrum image which is fed into a backbone network as input. Comparatively, we generate an individual X modality and perform efficient cross-modal learning using three three-channel modalities. Our new XIV cross-modal learning scheme is more advisable since the ill-posed infrared-to-visible generation in D 2 RL is avoided and most modern person ReID backbones can be directly used without extra workload to change the structures and finetune. Thirdly, in AlignGAN, GANs are adopted to map a visible image to a fake infrared image, demanding that the generated fake infrared image could be mapped back to original visible one. At first, as infrared image contains much less information than visible image, the (fake) infrared-to-visible ill-posed translation still remains, especially with the spatial transformation in GANs. Instead of focusing on mapping visible images to infrared images directly, we intend to learn an intermediate mediator between visible and infrared images. Generally, the GANs used in these methods are complicated and difficult to train. In contrast, we utilize an extremely lightweight network as the X modality generator, which is much easier to optimize than GANs. In experiments, we will show that our method greatly outperforms those methods.

### Methodology

#### Problem Formulation

We denote the total cross-modal person ReID dataset as \( T = \{ T_{tr}, T_{te} \} \). Suppose that training set \( T_{tr} \) contains \( N \) images with corresponding ground-truth label set \( Y = \{ y_i \}_{i=1}^{N} \), where \( y_i \in \{1, 2, \ldots, C\} \) and \( C \) refers to the number of classes in \( T_{tr} \). And the testing set contains query set and gallery set. Thus, \( T_{te} = \{ T_{query}, T_{gallery} \} \).

Let \( V \), \( I \), and \( X \) denote the visible images, the infrared images, and the learned X modality images, respectively. We set \( f \) as the deep feature learner, and \( g \) as the lightweight X modality generator. Then we have

\[
X = g(V). \tag{1}
\]

During testing, we find the nearest visible neighbor \( V_j \) \( \in T_{gallery} \) of a query image \( I_i \) \( \in T_{query} \) from the gallery. And we generate \( X \) to assist cross-modal search. Thus, we get index \( j^* \) using:

\[
J^* = \arg \min_j \{ D(f(I_i), f(V_j)) + D(f(I_i), f(X_j)) \}, \tag{2}
\]

where \( D(\cdot) \) is the Euclidean distance.

The proposed X-Infrared-Visible cross-modal learning approach for IV-ReID is shown in Fig. 2. Through the X modality generation, the three infrared, \( X \), and visible modalities are fed into a weight-sharing deep feature learner. With the extracted features and classification outputs, we adopt modality respective gap constraint for each one and cross modality gap constraint between infrared and visible modalities, as well as infrared and \( X \) modalities. In the following, we describe the \( X \) modality, weight-sharing feature learner, and modality gap constraints in detail.

#### X Modality

For visible image based deep models, the appearance and colour information usually dominate the learned high-level semantic information (Zhong et al. 2019; Sun and Zheng 2019). Conversely, infrared image has only one channel of invisible electromagnetic radiation, making the semantic structure and shape information major roles (Jungling and Arens 2010). The infrared and visible modalities inherently contain much different information. Previous approaches intended to learn the cross-modal information directly from these two original modalities. The evaluation performance shows that this kind of direct mapping is not good enough to narrow the gap between the two modalities (Wu et al. 2017; Dai et al. 2018; Wang et al. 2019c).
Comparatively, we learn an adjoint, auxiliary modality with self-supervision as an assistant to reconcile the infrared and visible modalities.

As shown in Fig. 2, the lightweight X modality generator uses visible images as input, siphons off knowledge from the visible and infrared modalities. This non-linear lightweight network contains two $1 \times 1$ convolutional layers and a ReLU (Krizhevsky, Sutskever, and Hinton 2012) activation layer. It first transforms the visible images to a one-channel images and then reconstructs three-channel images. The first $1 \times 1$ convolutional layer maps the original three-channel visible images to one-channel images like the infrared ones. A ReLU activation layer is provided to improve the non-linear representation capability. Then, another $1 \times 1$ convolutional layer is used to map the non-linear activated one-channel arrays to three-channel X modality images as the original visible ones.

The learned X images with automatically generated labels from visible images provide additional self-supervision information. Compared with other auxiliary learning methods, like GAN-based ones (Dai et al. 2018; Wang et al. 2019c; 2019a), we implement a much more lightweight and efficient network. The network is easier to optimize than GANs as well. Additionally, the main modality gap between infrared and visible modalities remains in channel space. These GAN-based methods reconstruct information not only in channel dimension but also in the spatial dimension, destroying the original spatial structure information. Comparatively, we apply the more rational $1 \times 1$ convolutional layers to learn the X modality, which is only a reconstruction of channel-wise information from the visible modality.

Weight-sharing Feature Learner

With the designed X modality generator, we propose an X-Infrared-Visible cross-modal feature learner on the basis of an effective baseline model (Luo et al. 2019). As shown in Fig. 2, the feature learner takes three modalities, namely the X, infrared, and visible ones, as input, and learns the cross-modal information in a common feature space. By sharing weight for the three modalities, the proposed X-Infrared-Visible framework becomes much more compact.

The X modality plays a critical role in the framework, as it bridges the cross-modal information communication through a modality gap constraint, which will be introduced later. By jointly considering the infrared-X as well as infrared-visible cross-modal disparity, the X learns from visible modality and infrared modality. The X generator is lightweight and simplified, and could be directly integrated with the weight-sharing feature learner.

During training, we optimize these three modalities jointly. X modality acts as an adjoint and auxiliary assistant to ease the learning difficulty. During testing, we combine the similarities calculated with infrared-X and infrared-visible pairs as Eq. 2, and achieve the best performance.

Modality Constraints

Considering the infrared-visible cross-modal matching protocol during testing as introduced before, cross-modal constraints are the priority in optimizing (Ye et al. 2018b; Feng, Lai, and Xie 2019). Previous methods consider enhancing the feature discriminability with positive infrared-visible pairs and negative infrared-visible pairs. Comparatively, we form the modality gap constraints with infrared, visible, and X modalities in a joint manner. We form the well-aligned batches with the size of $3M$, of which the first $M$ is for infrared modality, the second $M$ for X modality, and the third $M$ for visible modality. Thus, the cross-modality gap (CMG) constraint $L_C$ could be computed as follows:

$$L_C = L_{1X}^c + L_{1V}^c.$$  \hspace{1cm} (3)

Considering cross-modality gap constraint between infrared modality and the learned X modality, the constraint is defined as follows:

$$L_{1X}^c = \frac{1}{M}(L_{1-X} + L_{X-1}),$$  \hspace{1cm} (4)

where

$$L_{1-X} = \sum_{i=1}^{M} [\alpha_1 + \max_{y_i = y_j} D(f(I_i), f(X_j))] + \max_{y_i \neq y_k} D(f(I_i), f(X_k))] +,$$  \hspace{1cm} (5)

$$L_{X-1} = \sum_{i=M+1}^{2M} [\alpha_1 + \max_{y_i = y_j} D(f(X_i), f(I_j))] + \min_{y_i \neq y_k} D(f(X_i), f(I_k))] +.$$  \hspace{1cm} (6)

$\alpha_1$ is a margin parameter and $[z]_+ = max(z, 0)$. With hard sample mining, the Euclidean distance of positive cross-modal pairs could be well optimized to be smaller than negative cross-modal pairs between infrared and X modalities.

The same goes for cross-modality gap constraint between infrared and visible modalities. Considering the evaluation protocol that infrared images are regarded as query images, the combined cross modality gap constraint targets at infrared images and forces the positive visible images and X images to approach infrared ones.

Additionally, for each modality, we also apply the modality respective gap constraint to help the model converge since the intra-modality constraints are easier than inter-modality constraints in convergence. Concretely, we apply cross entropy identity loss and an improved triplet loss to optimize the feature learning. The modality respective gap (MRG) $L_M$ constraint is defined as follows:

$$L_M = L_1 + L_X + L_V.$$  \hspace{1cm} (7)

Take infrared modality gap as an example, the combined loss constraint is defined as:

$$L_1 = \frac{1}{M}(L_{1}^{id} + L_{1}^{ri}),$$  \hspace{1cm} (8)

where

$$L_{1}^{id} = -\sum_{i=1}^{M} y_i log(p_i).$$  \hspace{1cm} (9)
The optimization of the proposed X-Infrared-Visible cross-modal person ReID works, are adopted in our experiments. For statistically stable results, the evaluation procedure is repeated for 10 trials with randomly sampled query and gallery sets, as (Ye et al. 2018a; Feng, Lai, and Xie 2019; Wang et al. 2019c).

**Implementation details.** The proposed method is implemented with PyTorch. We adopt the Adam optimizing method and the initial learning rate is set to be 0.00035 with warm-up strategy. The weight decay is set to be 0.0005. The batch size $M$ for each modality is set to be 48 on one single TITAN Xp GPU, resulting a total mini-batch of 144. We set the training epoch to 120. And the learning rate decays at 40th and 70th epoch with a decay factor of 0.1. The margin parameter $\alpha_1$ in $\mathcal{L}_C$ is set to be 0.5 while the margin parameter $\alpha_2$ in $\mathcal{L}_M$ is set to be 0.3. As this task focuses more on cross-modal search, we set larger $\alpha_1$ to emphasis cross modality constraints. The trade-off hyperparameter $\lambda$ between two modality constraints in Eq. 11 is set to be 0.1.

For a comprehensive comparison, we choose two backbone networks, ResNet-50 (He et al. 2016) and DenseNet-121 (Huang et al. 2017), both pre-trained on ImageNet (Deng et al. 2009), to validate our method. ResNet-50 is a modern choice to provide state-of-the-art performance in person ReID (Wang et al. 2019a; 2019c; Luo et al. 2019). We adopt a modified ResNet-50 architecture (Luo et al. 2019). All training and testing images are re-scaled to a fixed size of 256 $\times$ 128 for ResNet-50. To better demonstrate the effectiveness of our each innovative component, we also perform the ablation study using DenseNet-121, where all images are re-scaled to a fixed size of 224 $\times$ 224.

**Comparison with State-of-the-art Methods**

We evaluate our method with other state-of-the-art methods. The first two listed in Table 1 are introduced at length in (Wu et al. 2017), which are the modifications of the widely used IDE method (Zheng, Yang, and Hauptmann 2016) under IV-ReID protocol. The remaining methods are dedicated to IV-ReID experimental settings as introduced before, including Zero-Padding (Wu et al. 2017), TONE (Ye et al. 2018a), HCML (Ye et al. 2018a), BDTR (Ye et al. 2018b), D-HSME (Hao et al. 2019), cmGAN (Dai et al. 2018), D²RL (Wang et al. 2019c), MSR (Feng, Lai, and Xie 2019) and AlignGAN (Wang et al. 2019a).

Table 1 lists the comparison results on the SYSU-MM01 and RegDB datasets. The results demonstrate that the proposed approach for cross-modal person ReID outperforms existing state-of-the-art methods by a great margin on both two datasets. Compared with the state-of-the-arts, our method achieves an absolute gain of 7.5% and 10% at least in terms of rank 1 and mAP metric on SYSU-MM01 datasets. And our method outperforms other methods at least 5% and 7% in terms of rank 1 and mAP on RegDB dataset. Specifically, we achieve 62.21% rank 1 and 60.18% mAP accuracy on the RegDB dataset, and 49.92% rank 1 and 50.73% mAP accuracy on the SYSU-MM01 dataset.

**Evaluation metrics.** The Cumulative Matching Characteristics (CMC) curve and the mean Average Precision (mAP), as two standard evaluation metrics widely used in infrared-visible cross-modal person ReID works, are adopted in our experiments. For statistically stable results, the evaluation procedure is repeated for 10 trials with randomly sampled query and gallery sets, as (Ye et al. 2018a; Feng, Lai, and Xie 2019; Wang et al. 2019c).

**Optimization**

The optimization of the proposed X-Infrared-Visible cross-modal learning framework integrated with an X modality could be directly conducted in an end-to-end manner, by cascading $\mathcal{L}_M$ and $\mathcal{L}_C$ as follows:

$$\mathcal{L} = \mathcal{L}_M + \lambda \mathcal{L}_C. \quad (11)$$

Here, $\lambda$ is a trade-off hyperparameter for balancing the contributions of the two modality gap constraints.

**Experiments**

In this section, we compare the performance of the proposed method with other state-of-the-art methods and evaluate the contribution of the key components.

**Experimental Settings**

**Datasets.** We perform experiments on two publicly available datasets SYSU-MM01 and RegDB.

- **SYSU-MM01** is a challenging, large-scale dataset dedicated to infrared-visible cross-modal person ReID, collected by four visible cameras and two near-infrared ones (Wu et al. 2017). It contains in total 30,071 visible images and 15,792 infrared images of 491 identities, in which each identity is captured by one visible camera and one near-infrared camera at least. We use the single-shot all-search mode evaluation protocol (Wu et al. 2017), since it is the most challenging mode and adopted in all the comparative methods. The dataset is divided into a training set with 395 identities and a testing set with 96 identities. The training set consists of 22,258 visible images and 11,909 infrared images, while the query set and the gallery set contain 3,803 infrared images and 301 randomly sampled visible images, respectively.

- **RegDB** is constructed by using a pair of aligned visible and infrared cameras (Nguyen et al. 2017). It contains 412 identities with 10 visible images and 10 far-infrared images for each one. Following (Ye et al. 2018a; Wang et al. 2019c), we randomly split the dataset into two halves, one for training and the other for testing. Training set consists of 2,060 visible images and 2,060 infrared images. The same goes for testing set. Query set consists of 2,060 infrared images and gallery set contains 2,060 visible images.

$$\mathcal{L}_i^{rj} = \sum_{i=1}^{M} (\alpha_2 + \max_{j=1,\cdots,M; y_j} D(f(I_i), f(I_j))) - \min_{k=1,\cdots,M; y_k \neq y_i} D(f(I_i), f(I_k)))_+ \cdot (10)$$

We set $p_i$ here to represent the classification outputs of the image $I_i$, and $y_i$ to represent one-hot vector of label $y_i$. $\mathcal{L}_X$ and $\mathcal{L}_V$ can be defined analogously to $\mathcal{L}_I$. We set margin $\alpha_2$ to differentiate from the one used in $\mathcal{L}_C$ since the difficulties vary between inter-modality and intra-modality.
Table 1: Comparison results (%) with the state-of-the-art IV-ReID methods on RegDB and SYSU-MM01 datasets.

<table>
<thead>
<tr>
<th>Approach</th>
<th>RegDB</th>
<th></th>
<th>SYSU-MM01</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( r = 1 )</td>
<td>( r = 10 )</td>
<td>( r = 20 )</td>
<td>( mAP )</td>
</tr>
<tr>
<td>One-stream (Wu et al. 2017)</td>
<td>13.11</td>
<td>32.98</td>
<td>42.51</td>
<td>14.02</td>
</tr>
<tr>
<td>Two-stream (Wu et al. 2017)</td>
<td>12.43</td>
<td>30.36</td>
<td>40.96</td>
<td>13.42</td>
</tr>
<tr>
<td>Zero-Padding (Wu et al. 2017)</td>
<td>17.75</td>
<td>34.21</td>
<td>44.35</td>
<td>18.90</td>
</tr>
<tr>
<td>TONE (Ye et al. 2018a)</td>
<td>16.87</td>
<td>34.03</td>
<td>44.10</td>
<td>14.92</td>
</tr>
<tr>
<td>HCML (Ye et al. 2018a)</td>
<td>24.44</td>
<td>47.53</td>
<td>56.78</td>
<td>20.80</td>
</tr>
<tr>
<td>BDTR (Ye et al. 2018b)</td>
<td>33.47</td>
<td>58.42</td>
<td>67.52</td>
<td>31.83</td>
</tr>
<tr>
<td>D-HSME (Hao et al. 2019)</td>
<td>50.85</td>
<td>73.36</td>
<td>81.66</td>
<td>47.00</td>
</tr>
<tr>
<td>cmGAN (Dai et al. 2018)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>D\textsuperscript{2}RL (Wang et al. 2019c)</td>
<td>43.40</td>
<td>66.10</td>
<td>76.30</td>
<td>44.10</td>
</tr>
<tr>
<td>MSR (Feng, Lai, and Xie 2019)</td>
<td>48.43</td>
<td>70.32</td>
<td>79.95</td>
<td>48.67</td>
</tr>
<tr>
<td>AlignGAN (Wang et al. 2019a)</td>
<td>57.90</td>
<td>-</td>
<td>53.60</td>
<td>-</td>
</tr>
<tr>
<td>Our method</td>
<td>62.21</td>
<td>83.13</td>
<td>91.72</td>
<td>60.18</td>
</tr>
</tbody>
</table>

Table 2: Comparison with cmGAN, D\textsuperscript{2}RL using same backbone on the SYSU-MM01 dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>( r = 1 )</th>
<th>( r = 10 )</th>
<th>( r = 20 )</th>
<th>( mAP )</th>
</tr>
</thead>
<tbody>
<tr>
<td>cmGAN</td>
<td>26.97</td>
<td>67.51</td>
<td>80.56</td>
<td>27.80</td>
</tr>
<tr>
<td>D\textsuperscript{2}RL</td>
<td>28.90</td>
<td>70.60</td>
<td>82.40</td>
<td>29.20</td>
</tr>
<tr>
<td>Our</td>
<td>33.28</td>
<td>77.05</td>
<td>88.27</td>
<td>33.76</td>
</tr>
</tbody>
</table>

Table 3: Comparison with AlignGAN using same backbone on the SYSU-MM01 dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>( r = 1 )</th>
<th>( r = 10 )</th>
<th>( r = 20 )</th>
<th>( mAP )</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlignGAN</td>
<td>42.40</td>
<td>85.00</td>
<td>93.70</td>
<td>40.70</td>
</tr>
<tr>
<td>Our</td>
<td>44.12</td>
<td>83.57</td>
<td>92.04</td>
<td>44.22</td>
</tr>
</tbody>
</table>

Compared with the relevant GAN-based methods cmGAN, D\textsuperscript{2}RL, and AlignGAN, the proposed \( X \) modality generator is not only more lightweight, also much more effective. Firstly, the generator in our method just has two \( 1 \times 1 \) convolution layers, much less than the deep network ‘UNIT’ (over 20 layers) (Liu, Breuel, and Kautz 2017) in D\textsuperscript{2}RL. We also measure the processing FLOPs of the generator. For a \( 256 \times 128 \) input image, the FLOPs of the generator are 0.0002G, which is trivial compared with the following feature extractor (2.7G). As shown in Table 2 and Table 3, our method improves a lot with same backbone as cmGAN, D\textsuperscript{2}RL, and AlignGAN used respectively. With modified high baseline network in (Luo et al. 2019), our method continuously improves the mAP and rank 1 accuracy to 50.73% and 49.92% on the SYSU-MM01 dataset.

Ablation Study

In this subsection, we evaluate the proposed components introduced before in detail on the large-scale SYSU-MM01 dataset. Some intermediate results are provided as follows to illustrate how much each of them contributes to the final significant performance. We use some acronyms for better illustration. Specifically, \( X \) is short for \( X \) modality and CMG is short for cross modality gap constraints.

Table 4: Ablation study on the SYSU-MM01 dataset.

<table>
<thead>
<tr>
<th>ResNet-50</th>
<th>( r = 1 )</th>
<th>( r = 10 )</th>
<th>( r = 20 )</th>
<th>( mAP )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>38.39</td>
<td>81.65</td>
<td>90.84</td>
<td>40.62</td>
</tr>
<tr>
<td>Baseline+X</td>
<td>45.57</td>
<td>86.45</td>
<td>94.27</td>
<td>47.03</td>
</tr>
<tr>
<td>Baseline+X+CMG</td>
<td>49.92</td>
<td>89.79</td>
<td>95.96</td>
<td>50.73</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DenseNet-121</th>
<th>( r = 1 )</th>
<th>( r = 10 )</th>
<th>( r = 20 )</th>
<th>( mAP )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline+X</td>
<td>38.67</td>
<td>81.66</td>
<td>90.18</td>
<td>39.68</td>
</tr>
<tr>
<td>Baseline+X+CMG</td>
<td>41.29</td>
<td>82.41</td>
<td>91.08</td>
<td>41.09</td>
</tr>
<tr>
<td>Baseline+X+CMG</td>
<td>48.20</td>
<td>88.57</td>
<td>94.84</td>
<td>48.01</td>
</tr>
</tbody>
</table>

- **Baseline**: Baseline model is trained using \( \mathcal{L}_V + \mathcal{L}_1 \).
- **Baseline+X**: This model is integrated with the proposed \( X \) modality, and is trained using \( \mathcal{L}_V + \mathcal{L}_1 + \mathcal{L}_X \).
- **Baseline+X+CMG**: The proposed whole framework is optimized with final integrated loss function \( \mathcal{L} \) as Eq. 11.

We adopt two commonly used backbone model ResNet-50 and DenseNet-121, to evaluate each component we provided. As shown in Table 4, the effectiveness of each component is clearly revealed. The learned \( X \) modality improves the baseline model with 3-7% rank 1 and 2-7% mAP accuracy on the SYSU-MM01 dataset. And the cross modality gap constraint continuously improves the model with \( X \) 4-7% rank 1 accuracy and 3-7% mAP performance. Our self-supervised \( X \) modality has significantly eased the learning difficulties in cross-modal matching just with a lightweight network and slight costs.

Discussions

A closer look at \( X \). We statistically analyze the average single-color-channel intensity of all pixels inside an image over the training images of the SYSU-MM01 and RegDB datasets. Fig. 3 shows the histograms computed from the natural visible images and the \( X \) modality images of the two datasets, respectively. The statistics of the three color channels of natural visible images are analogous. However, the ‘R’ channel in the \( X \) images has much higher intensity.
This paper focuses on the infrared-visible cross-modal person re-identification task. To mitigate the inherent modality gap between the infrared and visible modalities, we propose a novel X-Infrared-Visible (XIV) cross-modal learning framework with an adjoint and auxiliary X modality. Concretely, we design a lightweight generator to siphon off knowledge from the visible and infrared modalities, and output the X modality images. Then, a weight-sharing deep feature learner is provided to extract cross-modal features and classification outputs in a joint manner. We optimize the generator and feature learner directly with the devised modality respective gap (MRG) constraint and cross modality gap constraint (CMG) constraint in an end-to-end manner. Experiment
tall results on two publicly available infrared-visible cross-modal person re-identification datasets SYSU-MM01 and RegDB demonstrate the superiority of the proposed three-mode cross-modal learning approach.
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