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Abstract

We consider a Benney-type system modeling short wave-long wave interactions in compressible viscous 
fluids under the influence of a magnetic field. Accordingly, this large system now consists of the com-
pressible MHD equations coupled with a nonlinear Schrödinger equation along particle paths. We study the 
global existence of smooth solutions to the Cauchy problem in R3 when the initial data are small smooth 
perturbations of an equilibrium state. An important point here is that, instead of the simpler case having zero 
as the equilibrium state for the magnetic field, we consider an arbitrary non-zero equilibrium state B̄ for the 
magnetic field. This is motivated by applications, e.g., Earth’s magnetic field, and the lack of invariance of 
the MHD system with respect to either translations or rotations of the magnetic field. The usual time decay 
investigation through spectral analysis in this non-zero equilibrium case meets serious difficulties, for the 
eigenvalues in the frequency space are no longer spherically symmetric. Instead, we employ a recently de-
veloped technique of energy estimates involving evolution in negative Besov spaces, and combine it with 
the particular interplay here between Eulerian and Lagrangian coordinates.
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1. Introduction and main results

We consider the following Benney-type system, modeling short wave-long wave interactions 
for compressible viscous magnetohydrodynamic fluids,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρt + div(ρu) = 0,

(ρu)t + div(ρu ⊗ u) = μ�u + (λ + μ)∇divu

+ (∇ × H) × H − ∇P(ρ, θ) + α∇(g′( 1
ρ
)h(|w ◦ Y |2)),

θt + u · ∇θ + θPθ

cϑρ
divu = 1

cϑρ
(κ�θ + 	∗),

Ht − ∇ × (u × H) = −∇ × (ν∇ × H),

iwt + �yw = |w|2w + α̃g( 1
ρ
)h′(|w|2)w,

divH = 0,

(1.1)

whose terms will be explained subsequently, and the main purpose of this paper is to solve the 
Cauchy problem in R3, so (t, x) ∈ [0, ∞) ×R

3, for prescribed initial data

(ρ(0, x), u(0, x), θ(0, x),H(0, x),w(0, y)) = (ρ0(x), u0(x), θ0(x),H0(x),w0(y)), (1.2)

which are small and smooth perturbations of constant states, say, ρ = ρ̄0 > 0, u = 0, θ = θ̄0, 
H = B̄ , w = 0, where B̄ ∈ R

3 is arbitrary and we are interested in the case where B̄ 	= 0. The 
latter is motivated by real applications, such as, the Earth’s magnetic field in the ionosphere 
where radiative electrons, issued from solar explosions, get trapped. Without loss of generality, 
throughout this paper, we assume that ρ̄0 = θ̄0 = 1.

Let us recall the compressible MHD system

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρt + div(ρu) = 0,

(ρu)t + div(ρu ⊗ u) = μ�u + (λ + μ)∇divu

+ (∇ × H) × H − ∇P(ρ, θ) + ρF,

θt + u · ∇θ + θPθ

cϑρ
divu = 1

cϑρ
(κ�θ + 	∗),

Ht − ∇ × (u × H) = −∇ × (ν∇ × H),

divH = 0,

(1.3)

where ρ, u, θ, H, P(ρ, θ) and F are, respectively, density, velocity field, temperature, magnetic 
field, pressure and external force. Further, μ is the first viscosity coefficient, λ is the second 
viscosity coefficient, with μ > 0, λ +μ > 0. ν > 0 is the magnetic diffusivity constant. As usual, 
we assume that the pressure function P(ρ, θ) satisfies Pρ(ρ, θ) > 0, Pθ(ρ, θ) > 0. Also, κ > 0
is the heat conduction coefficient. cϑ is the specific heat at constant volume, which, in general, 
is a positive function of (ρ, θ). Finally,

	∗ = μ|∇u|2 + (λ + μ)|divu|2 + ν|∇H |2,
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where, as usual, for a d-vector V = (v1, · · · , vd), |V |2 = v2
1 + · · · + v2

d , and for a d × d-matrix 

A = (aij ), i, j = 1, . . . , d , we denote |A|2 :=
d∑

i,j=1

a2
ij . Here we will always assume the space 

dimension d = 3.
Next, we recall the nonlinear Schrödinger equation describing the propagation of the short 

waves, referred to an observer with the group velocity. As in [4] and [5], the latter is taken to be 
equal to the fluid velocity u, in accordance to Benney’s general prescription in [1]. The equation 
then reads

iwt + �yw = |w|2w + Gw, (1.4)

where w is the complex-valued wave function, G is the potential due to the interaction with 
the fluid, and y denotes the Lagrangian coordinate. For the reader’s convenience, we recall the 
definition of the Lagrangian coordinate (cf. [5]).

For (t, x) ∈ [0, ∞) ×Rd , let �(t, x) be the solution of the initial value problem{
d
dt

�(t, x) = u(t,�(t, x)),

�(0, x) = x.
(1.5)

The Jacobian J�(t, x) = det(∂x�(t, x)) of the transformation x 
→ �(t, x) satisfies{
d
dt

J�(t, x) = divu(t,�(t, x))J�(t, x),

J�(0, x) = 1.
(1.6)

We define the Lagrange transformation Y(t, z) = (t, y(t, z)) by the relation

y(t,�(t, x)) = y0(x), (1.7)

for some given (diffeomorphic) transformation y0 : Rd → Rd , and we choose

y0(x) :=
⎛
⎝x1, · · · , xd−1,

xd∫
0

ρ(0, x1, · · · , xd−1, s)ds

⎞
⎠ . (1.8)

We observe, from the relations (1.6), (1.7), (1.8), that the Jacobian Jy(t) := det(∂zy(t, �(t, x)))

satisfies {
d
dt

Jy(t) = −divu(t,�(t, x))Jy(t),

Jy(0) = ρ(0, x).
(1.9)

Therefore, we have d
dt

ρ(t,�(t,x))
Jy(t)

= 0, and, since Jy(0) = ρ(0, x), we conclude that

det(∂zy(t,�(t, x))) = Jy(t) = ρ(t,�(t, x)),

i.e., det(∂zy(t, z)) = ρ(t, z), for all (t, z) ∈ [0,∞) ×R
d .

(1.10)
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Using the same justification first proposed in [4], based on the energy identity, for which there is 
an analogue here, when the only force acting on the fluid is the one due to the interaction with 
the short wave, the model is completed taking F and G having the form

F = α1

ρ
∇(g′(v)h(|w ◦ Y |2)), G = α̃1g(v(y, t))h′(|w|2), (1.11)

where α1, α̃1 are positive constants, Y(t, x) = (t, y(t, x)) is the Lagrangian transformation de-
scribed above, v(t, y) is the specific volume defined by the relation

v(t, y(t, x)) = 1

ρ(t, x)
, (1.12)

and g, h : [0, ∞) → [0, ∞) are nonnegative smooth functions with h(0) = h′(0) = 0 (cf. [5]).
We are going to rewrite system (1.1) in a more convenient form. We first recall the following 

calculus identities:

∇(|H |2) = 2(H · ∇)H + 2H × ∇ × H,

∇ × ∇ × H = ∇divH − �H,

∇ × (u × H) = u(divH) − H(divu) + (H · ∇)u − (u · ∇)H.

Using these identities we may write the momentum and the magnetic field equations in the form

(ρu)t + div(ρu ⊗ u) = μ�u + (λ + μ)∇divu

+ (H · ∇)H − 1

2
∇(|H |2) − ∇P(ρ, θ),

Ht + (divu)H + (H · ∇)H − (H · ∇)u = ν�H.

(1.13)

We next write system (1.1) setting the linear part around (ρ, u, θ, H, w) = (1, 0, 1, B̄, 0) on 
the left-hand side. We denote a = ρ − 1, θ̃ = θ − 1, B = H − B̄ ,

f(a, θ̃) = Pρ(1 + a,1 + θ̃ )

1 + a
− 1, g(a, θ̃) = Pθ(1 + a,1 + θ̃ )

1 + a
− 1,

h(a) = a

1 + a
,

and, without loss of generality, we assume

Pρ(1,1) = Pθ(1,1) = cϑ(1,1) = 1.

Then the Cauchy problem (1.1)–(1.2) can be rewritten as
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

at + divu = F1,

ut − μ�u − (λ + μ)∇divu + ∇a + ∇θ + ∇(B̄ · B) − (B̄ · ∇)B = F2 + G̃,

θ̃t − κ�θ̃ + divu = F3,

Bt − ν�B + (divu)B̄ − (B̄ · ∇)u = F4,

iwt + �yw = |w|2w + α̃1g(v)h′(|w|2)w,

divB = 0,

(a(x,0), u(x,0), θ̃ (x,0),B(x,0),w(y,0)) = (a0(x), u0(x), θ̃0(x),B0(x),w0(y)),

(1.14)

where a0(x) = ρ0(x) − 1, B0(x) = H0(x) − B̄ , and

F1 = −adivu − u · ∇a,

F2 = −1

2
(h(a) − 1)∇(|B|2) + h(a)∇(B̄ · B) − h(a)B̄ · ∇B + (h(a) − 1)B · ∇B

− f(a, θ̃)∇a − g(a, θ̃)∇ θ̃ − h(a)(μ�u + (λ + μ)∇divu) − u · ∇u,

G̃ = α1

1 + a
∇(g′( 1

1 + a
)h(|w ◦ Y |2)),

F3 = −u · ∇θ −
(

θPθ

cϑρ
− 1

)
divu +

(
1

cϑρ
− 1

)
κ�θ + 1

cϑρ
	∗

F4 = −u · ∇B − (divu)B + B · ∇u.

(1.15)

Our main theorem concerning the problem (1.1) is the following.

Theorem 1.1. Assume that

(a0, u0, θ̃0,B0) ∈ H 3(R3) ∩ B−s
2,∞, w0 ∈ H 3(R3) ∩ L1(R3),

with s ∈ (1, 32 ]. For 0 < ε < 1 sufficiently small, if

δ0 = ‖(a0, u0, θ̃0,B0,w0)‖H 3 + ‖(a0, u0, θ̃0,B0)‖B−s
2,∞

+ ‖w0‖L1 < ε,

then there exists a unique global smooth solution (a, u, B, w) to the Cauchy problem (1.14) such 
that for all t > 0,

‖(a,u, θ̃ ,B,w)(t)‖2
H 3 +

t∫
0

‖∇a(τ)‖2
H 2 + ‖(∇u,∇ θ̃ ,∇B)(τ)‖2

H 3 dτ

≤ C‖(a0, u0, θ̃0,B0,w0)‖2
H 3,

(1.16)

for some constant C > 0 independent of t . Moreover, we have the following decay estimates

‖w(t)‖L∞ ≤ Cδ0(1 + t)−
3
2 ,

‖(a,u, θ̃ ,B)‖L2 ≤ Cδ0(1 + t)−
s
2 ,

‖∇(a,u, θ̃ ,B)‖ ≤ Cδ (1 + t)−
1+s

2 .

(1.17)
H 2 0
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We briefly explain some important difficulties that had to be overcome in the proof of The-
orem 1.1. Concerning the MHD system, the most interesting aspect of the problem we address 
here is the fact that our equilibrium magnetic field is non-zero. A consequence of this fact is that 
the corresponding linear MHD system, that is,

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

at + divu = 0,

ut − μ�u − (λ + μ)∇divu + ∇a + ∇ θ̃ + ∇(B̄ · B) − (B̄ · ∇)B = 0,

θ̃t − κ�θ̃ + divu = 0,

Bt − ν�B + (divu)B̄ − (B̄ · ∇)u = 0,

(1.18)

no longer admits a treatable spectral analysis. The reason is that the Fourier transform in the 
space variables of (1.18) yields a system whose eigenvalues are not spherically symmetric with 
respect to the Fourier frequencies ξ = (ξ1, ξ2, ξ3), that is, the eigenvalues are not functions only 
of |ξ |. This is connected to the lack of rotational invariance of the corresponding matrix. Indeed, 
as pointed out in [14], the Navier–Stokes system is rotational invariant but MHD system, with 
non-zero equilibrium magnetic field, is not. Namely, if we write (1.18) in matrix form as

Ut + A(∂x)U = 0,

the corresponding system obtained through Fourier transform in the space variables has the form

Ût + A(ξ)Û = 0,

where the eigenvalues of matrix A(ξ) are no longer functions of |ξ |, as opposed to the Navier–
Stokes case (cf. [9,10]) or the case where B̄ = 0, which allows a trivial decoupling essentially 
reducing the analysis to the Navier–Stokes case (cf. [16,8,12,3]).

To exemplify, we consider the matrix and eigenvalues obtained when B̄ = (0, 1, 0). It suffices 
to consider the matrix corresponding to the minor obtained eliminating the line and column 
corresponding to the variable θ̃ , that is, the non-heat conductive case. Indeed, the eliminated line 
and column are exactly equal to the ones corresponding to the variable a, except that, instead of 
0, the diagonal element is κ|ξ |2, which then must be counted also as an eigenvalue of the whole 
system. So, let us consider the reduced matrix corresponding to the non-heat conductive case. In 
this case, we have A(ξ) given by

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 iξ1 iξ2 iξ3 0 0 0

iξ1 μ|ξ |2 + (λ + μ)ξ2
1 (λ + μ)ξ1ξ2 (λ + μ)ξ1ξ3 −iξ2 iξ1 0

iξ2 (λ + μ)ξ2ξ1 μ|ξ |2 + (λ + μ)ξ2
2 (λ + μ)ξ2ξ3 0 0 0

iξ3 (λ + μ)ξ3ξ1 (λ + μ)ξ3ξ2 μ|ξ |2 + (λ + μ)ξ2
3 0 iξ3 −iξ2

0 −iξ2 0 0 ν|ξ |2 0 0

0 iξ1 0 iξ3 0 ν|ξ |2 0

0 0 0 −iξ2 0 0 ν|ξ |2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

We may calculate the eigenvalues of this matrix obtaining that
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λ1 = ν|ξ |2,

λ2 = 1

2
(μ + ν)|ξ |2 − 1

2

√
(μ − ν)2|ξ |4 − 4ξ2

2 ,

λ3 = 1

2
(μ + ν)|ξ |2 + 1

2

√
(μ − ν)2|ξ |4 − 4ξ2

2 ,

and the remaining eigenvalues λ4 to λ7 are the solutions of the following polynomial equation

x4 + c3x
3 + c2x

2 + c1x + c0 = 0, (1.19)

where

c3 = −(3μ + λ + ν)|ξ |2,
c2 = 2|ξ |2 + (λν + 2μ2 + λμ + 3μν)|ξ |4,
c1 = −(λ + 2μ)μν|ξ |6 − (2μ + ν)|ξ |4 − 4λ|ξ |3 − μ|ξ |2ξ2

2 ,

c0 = μν|ξ |6 + |ξ |2ξ2
2 .

By these formulas, it becomes evident that the eigenvalues are not only functions of |ξ | which 
basically renders inviable the analysis of the decay of the solutions by the method of spectral 
analysis: even if one could find a suitable partition of the space of frequencies for a particular 
value of B̄ , say, B̄ = (0, 1, 0), as above, this partition, in general, would not be adequate for 
the matrix obtained with some other value of B̄, say, B̄ = (0, 0, 1), due to the lack of rotational 
invariance with respect to B̄. For example, when B̄ = (0, 0, 1), as just mentioned, the first three 
eigenvalues read

λ2
1 = ν|ξ |2,

λ2
2 = 1

2
(μ + ν)|ξ |2 − 1

2

√
(μ − ν)2|ξ |4 − 4ξ2

3 ,

λ2
3 = 1

2
(μ + ν)|ξ |2 + 1

2

√
(μ − ν)2|ξ |4 − 4ξ2

3 ,

while for the coefficients of polynomial equation (1.19) in the case where B̄ = (0, 0, 1) we have

c2
3 = −(3μ + λ + ν)|ξ |2,

c2
2 = 2|ξ |2 + (λν + 2μ2 + λμ + 3μν)|ξ |4,

c2
1 = −(λ + 2μ)μν|ξ |6 − (2μ + ν)|ξ |4 − 4λ|ξ |3 − μ|ξ |2ξ2

3 ,

c2
0 = μν|ξ |6 + |ξ |2ξ2

3 .

Therefore, to overcome this difficulty, to get the desired optimal time decay estimates for MHD 
systems, instead of going into tedious and complicated spectrum analysis, we adopt the newly 
developed pure energy method with the help of negative Besov space estimates by Y. Guo and 
Y.J. Wang [6], see also V. Sohinger and R. Strain [11]. The gist of the method is illustrated in [6]
by the fundamental example of the heat equation where the estimate
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1

2

d

dt
‖��u(t)‖L2 + ‖��+1u‖L2 = 0,

trivially holds for any � ∈R, where ��u := F−1(|ξ |�F(u)), from which one immediately obtains

‖��u(t)‖2
L2 ≤ ‖��u0‖2

L2 ,

for any � ∈R. Now, assuming that ‖�−su0‖L2 < ∞, for a real number s ≥ 0, the key trick is the 
use of the Gagliardo–Nirenberg interpolation inequality

‖��u(t)‖L2 ≤ ‖�−su(t)‖
1

�+1+s

L2 ‖��+1u(t)‖
�+s

�+1+s

L2 ,

and then come back to the original inequality to deduce that

d

dt
‖��u‖2

L2 + C0

(
‖��u‖2

L2

)1+ 1
�+s ≤ 0,

from which the optimal time decay estimate follows.
In the present case, including short wave-long wave interaction effect, application of this pure 

energy method, with initial data in negative order Besov space, is still possible and indeed the 
only feasible way as it seems. Nevertheless, due to the strong coupling, we need, not only to 
assume the initial data to be bounded in negative order Besov space, but we also need smallness 
of the Besov norm of the initial data. This reflects one of the new difficulties of our problem.

Concerning the coupling of the MHD system with the nonlinear Schrödinger equation in the 
short wave-long wave interaction model (1.1), we observe that the MHD equations are written in 
Eulerian coordinates while the nonlinear Schrödinger equation is based on the Lagrangian coor-
dinates induced by the fluid motion, as a consequence of the assumption that the group velocity 
of the short wave coincides with the fluid velocity. No large data theory for global smooth so-
lutions is available as yet for the MHD equations, even without the coupling with the nonlinear 
Schrödinger equation. The only existence theories available assume initial data close to a constant 
state, and so the whole point is to show that the solution never leaves a small neighborhood of 
the equilibrium state. Because of the presence of both coordinate systems in (1.1), in order to get 
all estimates in just one of them, say, Eulerian coordinates, an additional concern is the increase 
of the Sobolev norms of the Jacobian of the Lagrangian transformation. The general estimate 
for the increase in time of the Sobolev norms of the Jacobian of the Lagrangian transformation 
involves an exponential of the time integral of the corresponding Sobolev norm of the gradient 
of the fluid velocity (see Lemma 2.5 below). Therefore, in order to ensure global boundedness 
of the Sobolev norms in switching between these two coordinate systems, we need to obtain the 
optimal time decay estimates of the gradients of u and B in the MHD system. In [5], without 
the influence of magnetic field, this was carried out through the spectrum analysis technique and 
usual energy estimates for the compressible Navier–Stokes system. Now, for the MHD system, 
in the presence of a magnetic field around a non-zero equilibrium state, the mathematical setting 
changes significantly, which led us to the assumption that the initial data are small also in certain 
Besov type space of negative order, as explained above.

Concerning the correlated literature, we recall that in [7] the global small smooth solution for 
the MHD system is obtained by means of time decay estimates for all components, and in particu-
lar for the velocity and magnetic fields. However, these decay estimates for the fields themselves 
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do not provide a suitable estimate for the decay of the gradients of the velocity and magnetic 
fields. Recently, in [16,8,12,3], under the assumption of zero equilibrium magnetic field, optimal 
time decay estimates for the gradients of velocity and magnetic fields have been obtained by 
simply treating the magnetic field equation as a perturbed heat equation, and so, with left-hand 
side totally uncoupled from the compressible Navier–Stokes equations. Basically, this reduces 
the analysis to the case of the latter, avoiding the difficulties caused by the cumbersome formulas 
for the eigenvalues of the coupled linearized system. That is possible because, in the case of a 
zero equilibrium state, the terms containing the magnetic field in the momentum equation are all 
of order greater than one in the unknowns and their derivatives.

We further remark that, if we set w ≡ 0, the analysis in this paper establishes optimal decay 
estimates for the Cauchy problem of the compressible MHD (1.3), which is actually new because 
of the non-zero equilibrium magnetic field. In this case the Cauchy problem (1.14) becomes⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

at + divu = F1,

ut − μ�u − (λ + μ)∇divu + ∇a + (∇B) · B̄ − (B̄ · ∇)B = F2,

θ̃t − κ�θ̃ + divu = F3,

Bt − ν�B + (divu)B̄ − (B̄ · ∇)u = F4,

divB = 0,

(a(x,0), u(x,0), θ̃ (x,0),B(x,0)) = (a0(x), u0(x), θ̃0(x),B0(x)),

(1.20)

where F1, F2, F3, F4 are as given in (1.15).
For this simpler problem, some difficulties caused by the coordinate systems and the interac-

tion source terms disappear, and the following result holds.

Theorem 1.2. Assume that

(a0, u0, θ̃0,B0) ∈ H 3(R3) ∩ B−s
2,∞,

for any s ∈ (0, 32 ]. For 0 < ε < 1 sufficiently small, if

δ0 = ‖(a0, u0, θ̃0,B0)‖H 3 ≤ ε,

then there exists a unique global smooth solution (a, u, θ̃ , B) to the Cauchy problem (1.20), such 
that for all t > 0,

‖(a,u, θ̃ ,B)(t)‖2
H 3 +

t∫
0

‖∇a(τ)‖2
H 2 + ‖(∇u,∇ θ̃ ,∇B)(τ)‖2

H 3 dτ

≤ C‖(a0, u0, θ̃0,B0)‖2
H 3,

(1.21)

for some constant C > 0 independent of t . Moreover, we have the following decay estimates

‖(a,u, θ̃ ,B)(·, t)‖L2 ≤ C(1 + t)−
s
2 ,

‖∇(a,u, θ̃ ,B)(·, t)‖H 2 ≤ C(1 + t)−
1+s

2 .
(1.22)
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Before closing this section, we would like to give a very sketchy but useful idea of the proof of 
both Theorem 1.1 and Theorem 1.2. We first comment on the latter. As already said, we are going 
to use the pure energy method through interpolation with Besov space technique introduced in 
[6]. The first part of this technique consists of standard energy estimates of the type that goes 
back to [10], which explore the fact that, for U = (a, u, θ̃ , B), (1.20) has the structure

Ut + A(∂x)U = F, (1.23)

where A(∂x) is a 8 × 8 symmetric matrix of linear differential operators, which may be writ-
ten as A(∂x) = A0(∂x) + A1(∂x), where A0(∂x) is a diagonal matrix with all diagonal entries 
containing a Laplacian-like dissipative operator except for the first diagonal entry which is 
null; A1(∂x) is the symmetric off-diagonal part, containing first order differential operators; and 
F = (F1, F2, F3, F4) as in (1.20). However, before we go further into the exposition of the pro-
cess, we remark that also in this part of the energy method in [6], there is an important new idea, 
which we will point out as we get there.

Denoting by (V |W) the scalar product in L2(R3), observe that

(A(∂x)D
αU |DαU) = (A0(∂x)D

αU |DαU) � ‖∇Dα(u, θ,B)‖2
L2 , (1.24)

since (A1(∂x)W |W) = 0, for any smooth W , say, with compact support, where we use the multi-
index notation Dα = ∂

α1
x1 ∂

α2
x2 ∂

α3
x3 , with |α| = α1 + α2 + α3 ≤ 3, and for positive numbers X, Y , 

X � Y means cY ≤ X ≤ CY , for certain positive constants c, C. On the other hand, using stan-
dard inequalities, such as Hölder, Young, and Gagliardo–Nirenberg, using also the smallness of 
the H 3 norm of the solution, assumed a priori, denoting ∇k = (Dα )|α|=k , we can easily obtain 
the estimates

(∇kF|∇kU) ≤ δ‖∇k+1U‖2
L2, for k = 0,1,2, (1.25)

and

(∇k+1F|∇k+1U) ≤ δ
(
‖∇k+1U‖2

L2 + ‖∇k+2(u, θ̃ ,B)‖2
L2

)
, for k = 0,1,2. (1.26)

From (1.25) and (1.26) it follows the inequality

d

dt

∑
l≤k≤3

‖∇kU‖2
L2 + C

∑
l≤k≤3

‖∇k+1(u, θ̃ ,B)‖2
L2 � δ

∑
l+1≤k≤3

‖∇ka‖2, (1.27)

l = 0, 1, 2, where by X � Y we mean X ≤ CY , for some positive constant C. The suitable use 
of a combination of both (1.25) and (1.26), is the important new ingredient here. The point is to 
be able to get separate estimates for the (3 − l)-Sobolev norm of ∇ lU for each l = 0, 1, 2.

Now, from the second equation in (1.20), it follows

d

dt
(∇∇ka |∇ku) + C‖∇k+1a‖2 � ‖∇k+1(u, θ̃ ,B)‖2

L2 + ‖∇k+2(u, θ̃ ,B)‖2
L2 . (1.28)

Combining (1.25), (1.26), (1.27) and (1.28), we arrive at inequalities of the form
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d

dt
E3

k + ‖∇k+1a‖2
H 3−k−1 + ‖∇k+1(u, θ̃ ,B)‖2

H 3−k ≤ 0, for k = 0,1,2, (1.29)

where E3
k (t) is equivalent to ‖∇kU(t)‖2

H 3−k , k = 0, 1, 2, from which (1.21) follows.
Now, for �q as in (2.2) and �−s as above, again we have

(A(∂x)�
−s�qU |�−s�qU) = (A0(∂x)�

−s�qU |�−s�qU)

� ‖∇�−s�q(u, θ̃ ,B)‖2
L2 . (1.30)

Now, we reach the crucial point of the application of the method in [6], which are the estimates

(�−s�qF |�−s�qU) � ‖∇U‖2
H 1‖�−s�qU‖L2, for s ∈ (0,1/2], (1.31)

and

(�−s�qF |�−s�qU) � ‖U‖s−1/2
L2 ‖∇U‖5/2−s

H 1 ‖�−s�qU‖L2, for s ∈ (1/2,3/2). (1.32)

For s ∈ (0, 1/2], (1.31), together with (1.30) and (1.21) leads to

‖U(t)‖B−s
2,∞

≤ C0, (1.33)

where the Besov norm ‖ · ‖B−s
2,∞

is defined in Definition 2.2. We then use (1.33) together with 
Gagliardo–Nirenberg type interpolation inequality, as in the example of the heat equation, to get 
the desired decay for s ∈ (0, 1/2]. On the other hand, for s ∈ (1/2, 3/2), by interpolation we have 
that U0 ∈ B

−1/2
2,∞ , and so we can apply the decay obtained for s = −1/2 in order to bound the 

time integral of the factor multiplying ‖�−s�qU‖L2 in the right-hand side of (1.32) to conclude 
that (1.33) holds also for s ∈ (1/2, 3/2), and get the desired decay as before.

Concerning Theorem 1.1, for the short wave-long wave interaction system (1.14), we com-
bine the procedures just described, with a time decay estimate for the Schrödinger component, 
obtained by first assuming a priori the time decay estimate for the gradient of the velocity. The a 
priori assumption will be justified, by a bootstrap argument, once we get the desired decay, with 
a small factor depending on the initial data, as in (1.17).

Since there is essentially no difference between the proofs for the non-heat conductive case 
and the heat conductive one, we will present the proof of Theorem 1.1 only for the non-heat 
conductive case. Therefore, for the sake of reference, we set below the non-heat conductive 
system corresponding to (1.14),⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

at + divu = F1,

ut − μ�u − (λ + μ)∇divu + ∇a + ∇(B̄ · B) − (B̄ · ∇)B = F2 + G̃,

Bt − ν�B + (divu)B̄ − (B̄ · ∇)u = F4,

iwt + �yw = |w|2w + α̃1g(v)h′(|w|2)w,

divB = 0,

(a(x,0), u(x,0),B(x,0),w(y,0)) = (a0(x), u0(x),B0(x),w0(y)),

(1.34)

where a0(x) = ρ0(x) − 1, B0(x) = H0(x) − B̄ , and
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F1 = −adivu − u · ∇a,

F2 = −1

2
(h(a) − 1)∇(|B|2) + h(a)∇(B̄ · B) − h(a)B̄ · ∇B + (h(a) − 1)B · ∇B

− f(a)∇a − h(a)(μ�u + (λ + μ)∇divu) − u · ∇u,

G̃ = α1

1 + a
∇(g′( 1

1 + a
)h(|w ◦ Y |2)),

F4 = −u · ∇B − (divu)B + B · ∇u.

(1.35)

The present paper is organized as follows. In Section 2, we introduce some notations and 
give the proof of the local existence. In Section 3, we give the proof of three lemmas which are 
important energy estimates for our global existence. In Section 4, we establish the evolution of 
the solution in the Besov type space with negative order. Using the results in the previous two 
sections, we then prove the Theorem 1.1, in Section 5. For the convenience of the reader, we 
include the Appendix with some useful lemmas.

2. Preliminaries and local solutions

We will use, throughout this paper, some standard notations. Hk(R3) is the k-th order Sobolev 
space based on L2(R3), and if we need to emphasize the space coordinates, whether Eule-
rian or Lagrangian, we denote Hk

x (R3) or Hk
y (R3), respectively. We use any of the notations 

Di, Dxi
, ∂i, ∂xi

to denote the partial derivative with respect to the i-th spatial coordinate. We also 
use the usual multi-index notation, so, Dα

x = D
α1
x1 D

α2
x2 D

α3
x3 . The subscript x is used for Eulerian 

coordinates, y, instead, is used for Lagrangian coordinates, and they may be omitted when there 
is no risk of confusion. We denote ∇k

xu the collection (Dα
x u)|α|=k of all k-th order partial deriva-

tives with respect to x, and when k = 1 we omit the superscript, as usual. For the estimates in 
this paper, we will use C for a general constant depending only on the data, and sometimes we 
may use C(a, b, · · · ) to emphasize the dependence of C on a, b, · · · . The notation A � B as an 
equivalent of A � B . The notation A � B means that A � B and B � A.

We recall some definitions, notations and few basic facts concerning homogeneous Besov type 
spaces, based on [2]. The homogeneous Littlewood–Paley decomposition relies upon a dyadic 
partition of unity. We can use for instance any φ ∈ C∞(RN), supported in C := {ξ ∈ R

N, 3/4 ≤
|ξ | ≤ 8/3} such that ∑

q∈Z
φ(2−qξ) = 1 if ξ 	= 0. (2.1)

Denote h =F−1φ, where F is the Fourier transform in RN . We then define the dyadic blocks as 
follows

�qu := φ(2−qD)u = 2qN

∫
RN

h(2qy)u(x − y)dy, and Squ =
∑

k≤q−1

�ku. (2.2)

The formal decomposition

u =
∑
q∈Z

�qu (2.3)
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is called homogeneous Littlewood–Paley decomposition. The above dyadic decomposition has 
nice properties of quasi-orthogonality: with our choice of φ, we have

�k�qu = 0 if |k − q| ≥ 2, (2.4)

�k(Sq−1u�qu) = 0 if |k − q| ≥ 5. (2.5)

Let us now introduce the homogeneous Besov space.

Definition 2.1. [2] We denote by S ′
h the space of tempered distributions u such that

lim
j→−∞Sju = 0 in S ′. (2.6)

Definition 2.2. [2] Let s be a real number and (p, r) be in [1, ∞]2. The homogeneous Besov 
space Bs

p,r consists of distributions u in S ′
h such that

‖u‖Bs
p,r

:=
⎛
⎝∑

j∈Z
2rjs‖�ju‖r

Lp

⎞
⎠

1/r

< +∞, for 1 ≤ r < ∞, (2.7)

‖u‖Bs
p,∞ := sup

j∈Z
2js‖�ju‖Lp < +∞. (2.8)

We also define the operator �−s by �−sϕ := F−1(|ξ |−sFϕ), for any ϕ ∈ D.

With the help of the notion of Besov spaces, the classical Gagliardo–Nirenberg inequality can 
be further generalized, see [6,11,15]. We will use these interpolation extensively. Some useful 
lemmas were listed in the Appendix as Lemmas 6.1–6.5.

The following three lemmas were proved in [5], which form the basis for the analysis in this 
paper.

Lemma 2.3. [5] Let x = x(t, y) be the inverse Lagrange transformation in R3 induced by ve-
locity field u, F(t, y) = ∇yx(t, y) be the deformation gradient matrix at time t . For any function 
ϕ ∈ W 1,p(R3) and I the identity matrix, if ‖F(t) −I‖L∞ ≤ 1

18 , for t > 0, then for any 1 ≤ p ≤ ∞, 
it holds that

1

2
‖∇xϕ‖L

p
x

≤ ‖∇yϕ(x(y))‖L
p
x

≤ 2‖∇xϕ‖L
p
x
.

If for two positive constants ρ1, ρ2, 0 < ρ1 ≤ ρ ≤ ρ2, where ρ satisfies the continuity equation 
ρt + div(ρu) = 0, then

1

C(ρ1, ρ2)
‖ϕ‖L

p
x

≤ ‖ϕ(x(y))‖L
p
y

� C(ρ1, ρ2)‖ϕ‖L
p
x
.

Furthermore, under all the above conditions, there exists a constant C(p) independent of φ, such 
that

1

C(p)
‖ϕ‖

W
1,p
x

≤ ‖ϕ(x(y))‖
W

1,p
y

� C(p)‖ϕ‖
W

1,p
x

.
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Lemma 2.4. [5] Let F(t, y) be, as above, the deformation matrix associated with the Lagrange 
transformation in R3. For δ > 0 small enough, if ‖F(t) − I‖H 2

x
≤ δ, and 0 < ρ1 ≤ ρ(t, x) ≤ ρ2, 

for t > 0, then for k = 1, 2, 3, it holds that

1

C(ρ1, ρ2)
‖ϕ‖Hk

x
≤ ‖ϕ(x(y))‖Hk

y
� C(ρ1, ρ2)‖ϕ‖Hk

x
.

Denote E(t) = F(t) − F0, where F is the deformation gradient, F0 = ∇yy
−1
0 is the initial 

deformation gradient, and let Ei,j be the (i, j) entry of E. Then we have the following Lemma.

Lemma 2.5. [5] For some C = C(ε) > 0, and for k = 2, 3, · · · , the matrix E satisfies

‖E(t)‖2
Hk ≤ (

t∫
0

‖∇u(τ)‖Hk dτ) exp

⎧⎨
⎩C

t∫
0

‖∇u(τ)‖Hk dτ

⎫⎬
⎭ .

Now, we establish the local existence for problem (1.34). Let us recall the space Xl(t1, t2; E)

used in [5,9], where, for some E > 0, 0 ≤ t1 < t2 ≤ ∞, we have

Xl(t1, t2;E) :=
{
(a,u,B) : a(t, x) ∈ C0(t1, t2;Hl) ∩ C1(t1, t2;Hl−1),

ui(t, x),B(t, x) ∈ C0(t1, t2;Hl) ∩ C1(t1, t2;Hl−2) ∩ L2(t1, t2;Hl+1)

i = 1,2,3, and ‖(a,u,B)‖2
Xl

:= sup
t1≤t≤t2

‖(a,u,B)(t)‖2
l +

t2∫
t1

‖a(s)‖2
l + ‖(u,B)(s)‖2

l+1ds ≤ E2
}
.

(2.9)

We also define

Xl
w(t1, t2;E) :=

{
w ∈ C(t1, t2;Hl(R3

y;C)) ∩ C1(t1, t2;Hl−2(R2
y;C)) :

‖w‖Xl
w

:= sup
t1≤t≤t2

‖w(t)‖l ≤ E
}
.

(2.10)

Theorem 2.6. Consider system (1.34) and take l = 3. Given the initial data at a time t1 ≥ 0,

(a,u,B)(t1) ∈ Hl(R3), w(t1) ∈ Hl(R3
y;C), (2.11)

where the subscript y is used to indicate that we use the Lagrangian coordinates induced by 
u(t), 0 ≤ t ≤ t1, at t = t1, in R3, and we recall that w is complex valued, which we emphasize by 
putting C as the image of w, which will be frequently omitted. Then, there exist three constants 
δ1 > 0, ε > 0 (δ1 < ε) and τ > 0, such that if

‖(a,u,B)(t1)‖Hl < δ1, ‖w(t1)‖Hl < δ1,

then the initial value problem for (1.34), with initial data (2.11) prescribed at t = t1, has the 
unique solution
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(a,u,B)(t) ∈ Xl(t1, t1 + τ ; ε), w ∈ Xl
w(t1, t1 + τ ; ε),

where δ1, ε, τ do not depend on t1.

Proof. We consider the following linear operator

L0
ũ(a) := at + ũ · ∇a + (divũ)a,

L(u) := ut − μ�u − (λ + μ)∇divu,

L4(B) := Bt − ν�B,

L5
ũ(w) := iwt + �yw.

Let X̄3(t1, t1 + τ ; ε) and X̄3
w(t1, t1 + τ ; ε) be the completions of X3(t1, t1 + τ ; ε) and X3

w(t1, t1 +
τ ; ε) with respect to the norms ‖ ·‖X3 and ‖ ·‖X3

w
, respectively. Given (ã, ũ, B̃) ∈ X̄3(t1, t1 +τ ; ε)

and w̃ ∈ X̄3
w(t1, t1 + τ ; ε), let Ũ := (ã, ũ, B̃), Ṽ := (Ũ , w̃), and let us consider the solution 

V = (U, w) = (a, u, B, w) = L(Ṽ ) of the initial value problem for the linear system⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

L0
ũ
(a) = −divũ,

L(u) = R(ã, ũ, B̃, w̃),

L4(B) = R4(ã, ũ, B̃),

L5
ũ
(w) = R5(ã, ũ, w̃),

(2.12)

with initial data (2.11), where

R(ã, ũ, B̃, w̃) = −∇ã − ∇(B̄ · B̃) + (B̄∇)B̃ − 1

2
(h(ã) − 1)∇(|B̃|2) + h(ã)∇(B̄ · B̃)

+ (h(ã) − 1)B̃ · ∇B̃ − f(ã)∇ã − h(ã)(μ�ũ + (λ + μ)∇divũ)

− ũ · ∇ũ + α1∇(g′( 1

1 + ã
)h(|w̃ ◦ Y |2)),

R4(ã, ũ, B̃) = −(divũ)B̄ + (B̄∇)ũ − ũ · ∇B̃ + (divũ)B̃ − B̃ · ∇ũ,

R5(ã, ũ, w̃) = |w̃|2w̃ + α̃1g(
1

1 + ã
)h′(|w̃|2)w̃.

Our goal is to prove the existence of a fixed point of L : (X3 × X3
w)(t1, t1 + τ ; ε) → (X3 ×

X3
w)(t1, t1 + τ ; ε), for τ and ε sufficiently small.
Let S(t) = (S1(t), S2(t), S3(t)) be the semigroup associated with L(u). S4(t) and S5(t) be 

the semigroup associated with L4(B) and L5
ũ
(w) respectively. Let �̃s(t, x) be defined exactly as 

in [5] and the following proof are similar to the local part in [5] so we only give a sketch of the 
proof.

Through Duhamel’s principle and estimates about semigroup, we could obtain

sup
t1≤s≤t

‖Dα
x (u,B)(s)‖L2 ≤ ‖Dα

x (u,B)(t1)‖L2

+ C(t − t1) sup
t1≤s≤t

{
‖(ã, B̃)(s)‖H |α|+1 + ‖ũ(s)‖H |α|+2 + ‖w̃(s)‖H |α|

}
,

(2.13)
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for |α| = 0, 1 and

sup
t1≤s≤t

‖Dα
y w(s)‖L2 ≤ ‖Dα

y w(t1)‖L2

+ C(t − t1) sup
t1≤s≤t

{
‖ã(s)‖H |α| + ‖w̃(s)‖H |α|

}
,

(2.14)

for |α| = 0, 1, 2, 3. Using the same arguments as in [5], we have the estimates

‖a(t)‖L2 ≤
(
‖a(t1)‖L2(1 + C(t − t1)

1
2 )

+ C(t − t1) sup
t1≤s≤t

‖ũ‖H 1

)(
1 + C(t − t1) sup

t1≤s≤t
‖ũ‖H 3

)
,

‖a(t)‖L∞ ≤
(
‖a(t1)‖L2(1 + C(t − t1)

1
2 )

+ C(t − t1) sup
t1≤s≤t

‖ũ‖H 3

)(
1 + C(t − t1) sup

t1≤s≤t
‖ũ‖H 3

)
,

(2.15)

for |α| = 1,

‖Dα
x a‖L2 ≤

(
‖Dαa(t1)‖L2(1 + C(t − t1)

1
2 )

+ C(t − t1) sup
t1≤s≤t

‖ũ‖H 3

)(
1 + C(t − t1) sup

t1≤s≤t
‖ũ‖H 3

)
,

‖Dα
x a‖L∞ ≤

(
‖Dαa(t1)‖L∞(1 + C(t − t1)

1
2 ) + C(t − t1) sup

t1≤s≤t
‖ũ‖H 3

+ C(t − t1)
1
2
( t∫
t1

‖ũ(s)‖2
H 4 ds

) 1
2
)(

1 + C(t − t1) sup
t1≤s≤t

‖ũ‖H 3

)
,

(2.16)

and, for |α| = 2, 3, we have

‖Dα
x a‖L2 ≤

(
‖a(t1)‖H 3(1 + C(t − t1)

1
2 ) + C(t − t1) sup

t1≤s≤t
‖ũ‖H 3

+ C(t − t1)
1
2
( t∫
t1

‖ũ(s)‖2
H 4

) 1
2
)(

1 + C(t − t1) sup
t1≤s≤t

‖ũ‖H 3

)
.

(2.17)

To estimate ‖Dα
x (u, B)‖L2 for |α| = 2, 3, we proceed as follows. We integrate by parts the equa-

tion

Dα
x (L(u) − R(ã, ũ, B̃, w̃)) · Dα

x u + Dα
x (L4(B) − R4(ã, ũ, B̃)) · Dα

x B = 0,

from which we obtain
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d

dt
‖Dα

x (u,B)(t)‖2
L2 + c0‖∇xD

α
x (u,B)(t)‖2

L2

� ‖Dα
x (u,B)(t)‖2

L2 + C
∑

|β|<|α|

(
‖Dβ

x (ã, w̃)(t)‖2
L2 + ‖∇xD

β
x (ũ, B̃)(t)‖2

L2

)
,

where c0 is a positive small number. Applying Gronwall’s inequality, we deduce that

sup
t1≤s≤t

‖Dα
x (u,B)(s)‖L2 + ( t∫

t1

‖∇xD
α
x (u,B)(s)‖2

L2 ds
) 1

2

� ‖Dα
x (u,B)(t1)‖L2 + C

t∫
t1

‖(ũ, B̃)(s)‖2
H 4 ds

+ C(t − t1) sup
t1≤s≤t

{
‖ã(s)‖H |α| + ‖(ũ, B̃)(s)‖H 3 + ‖w̃(s)‖H |α|

}
,

(2.18)

holds for |α| = 2, 3. Using (2.13) to (2.18), we can complete the proof as in [5]. �
In the rest of this paper, we will assume that

sup
0≤t≤T

(1 + t)
1+s

2 ‖∇u(t)‖H 2 ≤ σ0, (2.19)

where s ∈ (1, 32 ], 0 < σ0 < 1 is chosen so that, in view of Lemma 2.5, the hypothesis of 
Lemma 2.3 and Lemma 2.4 are satisfied. The justification for the assumption (2.19) is obtained 
as a result of our decay estimates for the MHD equations and is one of the key points in the proof 
of Theorem 1.1.

Using the same arguments as in [5], the following lemma is due to classical results for non-
linear Schrödinger equation.

Lemma 2.7. Let (a, u, B, w) ∈ X3(0, T ; ε) × X3
w(0, T ; ε) be a local solution of (1.34). There 

exists C = C(ε) > 0 such that, for all t ∈ [0, T ], where the solution is defined and (a, u, B, w) ∈
C([0, T ]; H 3(R3)),

‖w(t)‖L∞ ≤ Cδ0

(1 + t)
3
2

, ‖w(t)‖H 3 � ‖w0‖H 3 .

3. Proof of the Theorem 1.1: energy estimates

In this section, we will derive the a priori energy estimates for the local solution (a, u, B, w)

to the system (1.34), on the time interval where it exists as a classical solution. Hence we assume 
a priori that for sufficiently small δ > 0 (to be specified later), it holds that√

E3
0 (t) = ‖a(t)‖H 3 + ‖u(t)‖H 3 + ‖B(t)‖H 3 + ‖w(t)‖H 3 ≤ δ. (3.1)

First of all, by (3.1) and Sobolev’s inequality, we obtain
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1

2
≤ a + 1 ≤ 2. (3.2)

Hence, we immediately have

|h(a)|, |f(a)| � |a| and |h(k)(a)|, |f(k)(a)| ≤ C for any k ≥ 1. (3.3)

In other to systematize our estimation procedure, let us write the MHD part of (1.34), that is, 
the first 3 equations in (1.34), for V = (a, u, B), in the form

Vt + A(∂x)V = H, (3.4)

where A(∂x) is the matrix of linear differential operators which we may write as A(∂x) =
A0(∂x) + A1(∂x), where A0(∂x) is the diagonal dissipative second order part, and A1(∂x)

is the formal symmetric off diagonal matrix of first order differential operators. Also, H =
(F1, F2 + G̃, F4), and F1, F2, G̃, F4 are defined just after (1.34).

We just need to know the “qualitative” form of the terms composing the components of H. 
So we use the following self-explanatory notation which seeks to display formally only the de-
pendent variables, functions of them and their derivatives, involved in each term, completely 
omitting the indices which specify vector components:

F1 ∼ a∂iu + u∂ia, (3.5)

F2 ∼ B∂iB + h(a)B∂iB + h(a)B̄∂jB + f(a)∂ia + h(a)∂2
ij u + u∂ju, (3.6)

G̃ ∼
(

1

1 + a

)
∂i

(
g′( 1

1 + a
)

)
h(|w ◦ Y |2) (3.7)

+
(

1

1 + a

)
g′( 1

1 + a
)∂i

(
h(|w ◦ Y |2)

)
,

F4 ∼ u∂iB + B∂iu. (3.8)

So, for example, in the right-hand sides of the above expressions a term like a∂iu means any 
expression formed as the product of a by a first order derivative of a component of u, while, say, 
u∂iB means any expression formed as the product of a component of u by a first order derivative 
of a component of B . The left-hand side means that any component of the respective vector, 
F1, F2, · · · , has the form given by the right-hand side.

Denoting by (W1 | W2) the scalar product in L2, we also notice that, as in (1.24),

(∇kVt + A(∂x)∇kV |∇kV ) = (∇kVt + A0(∂x)∇kV |∇kV ) (3.9)

= 1

2

d

dt

∫
R3

|∇ka|2 + |∇ku|2 + |∇kB|2 dx +
∫
R3

μ|∇k+1u|2 dx

+
∫
R3

(λ + μ)|∇kdivu|2 + ν|∇k+1B|2 dx

� d

dt

∫
R3

(|∇ka|2 + |∇ku|2 + |∇kB|2) dx + C0

(
‖∇k+1u‖2

L2 + ‖∇k+1B‖2
L2

)
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We first derive the following energy estimates which contain the dissipation estimate for u
and B .

Lemma 3.1. If 
√
E3

0 ≤ δ, ‖w ◦ Y‖L∞ � ‖w‖L∞ and ‖w ◦ Y‖Hl � ‖w‖Hl with l = k − 1, k, then 
for k = 1, 2, 3 we have

d

dt

∫
R3

(|∇ka|2 + |∇ku|2 + |∇kB|2) dx + 1

2

(
‖∇k+1u‖2

L2 + ‖∇k+1B‖2
L2

)

�
√
E3

0

(
‖∇k(a,u,B)‖2

L2 + ‖∇k+1(u,B)‖2
L2 + (1 + t)−6‖(∇k−1w,∇kw)‖2

L2

)
.

Proof. Applying ∇k to (1.34) and multiplying the resulting identities by ∇ka, ∇ku, ∇kB re-
spectively, summing up them and then integrating over R3 by parts, we obtain

1

2

d

dt

∫
R3

|∇ka|2 + |∇ku|2 + |∇kB|2 dx +
∫
R3

μ|∇k+1u|2 dx

+
∫
R3

(λ + μ)|∇kdivu|2 + ν|∇k+1B|2 dx = I1 + I2 + I3 + I4,

(3.10)

where we used (1.24), and

I1 := (∇kF1 |∇ka), I2 := (∇kF2 |∇ku)

I3 := (∇kF4 |∇kB), I4 := (∇kG̃ |∇ku).

We then decompose each Ii according to its terms obtaining

I1 = J1 + J2,

J1 � (∇k(a∂iu) |∇ka), J2 � (∇k(u∂ia) |∇ka),

I2 := J3 + J4 + J5 + J6 + J7 + J8,

J3 � (∇k(B∂iB) |∇ku), J4 � (∇k(h(a)B∂iB) |∇ku),

J5 � (∇k(h(a)B̄∂iB) |∇ku), J6 � (∇k(f(a)∂ia) |∇ku),

J7 � (∇k(h(a)∂2
ij u) |∇ku), J8 � (∇k(u∂iu) |∇ku),

I3 := J9 + J10,

J9 � (∇k(u∂iB) |∇kB), J10 � (∇k(B∂iu) |∇kB),

I4 := J11 + J12,

J11 �
(

∇k

((
1

1 + a

)
∂i

(
g′( 1

1 + a
)

)
h(|w ◦ Y |2)

) ∣∣∣∣∇ku

)
,

J12 �
(

∇k

((
1

1 + a

)
g′( 1

1 + a
)∂i

(
h(|w ◦ Y |2)

)) ∣∣∣∣∇ku

)
.
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We first proceed the analysis of the terms J1, J2, J6, J7, J8 which follow by the same computation 
as in [6,13]. We start with J1. For k = 1,

J1 � (
(∇a)∂iu + a∇∂iu

∣∣∇a
)
,

and so

J1 � ‖∇u‖L∞‖∇a‖2
L2 + ‖a‖L∞‖∇a‖L2‖∇2u‖L2

�
√
E3

0 (‖∇a‖2
L2 + ‖∇2u‖2

L2).

For k = 2, we have

J1 � (
(∇2a)∂iu + ∇a∇∂iu + a∇2∂iu

∣∣∇2a
)
,

so

J1 � ‖∇u‖L∞‖∇2a‖2
L2 + ‖∇a‖L∞‖∇2u‖L2‖∇2a‖L2 + ‖a‖L∞‖∇3u‖L2‖∇2a‖L2

�
√
E3

0 (‖∇2a‖2 + ‖∇2u‖2
L2 + ‖∇3u‖2

L2).

For k = 3,

J1 � (
(∇3a)∂iu + ∇2a∇∂iu + ∇a∇2∂iu + a∇3∂iu

∣∣∇3a
)
,

so

J1 � ‖∇u‖L∞‖∇3a‖2
L2 + ‖∇2a∇2u‖L2‖∇3a‖L2 + ‖∇a‖L∞‖∇3u‖L2‖∇3a‖L2

+ ‖a‖L∞‖∇4u‖L2‖∇3‖L2

� ‖∇u‖L∞‖∇3a‖2
L2 + ‖∇a‖L∞‖∇3u‖L2‖∇3a‖L2 + ‖a‖L∞‖∇4u‖L2‖∇3a‖L2

+ ‖∇2u‖L3‖∇2a‖L6‖∇3a‖L2,

now we use Gagliardo–Nirenberg inequalities (see (6.1), where α = 2, m = 0, l = 3, p = 3, 
q, r = 2 for the second inequality)

‖∇2a‖L6 ≤ C‖∇3a‖L2, ‖∇2u‖L3 ≤ C‖u‖1/6
L2 ‖∇3u‖5/6

L2 �
√
E3

0 ,

to get

J1 �
√
E3

0 (‖∇3a‖2
L2 + ‖∇3u‖2

L2 + ‖∇4u‖2
L2).

Concerning J2, an entirely similar analysis gives

J2 �
√
E3

0 (‖∇ka‖2
L2 + ‖∇ku‖2

L2 + ‖∇k+1u‖2
L2),

for k = 1, 2, 3.
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Let us now analyze the terms J6, noticing that J6 � −(∇k−1(f(a)∂ia) | ∇k+1u). For k = 1, we 
trivially have

J6 �
√
E3

0 (‖∇a‖2
L2 + ‖∇2u‖2

L2).

For k = 2, we have

J6 � (f′(a)∇a∂ia + f(a)∇∂ia |∇3u),

and so, using Gagliardo–Nirenberg inequalities (6.1) with p = 3, q, r = 2, α = 1, m = 0, l = 2, 
and the standard case p = 6, q, r = 2, α = 0, m = 1, l = 1,

J6 � ‖∇a‖L3‖∇a‖L6‖∇3u‖L2 + ‖a‖L∞‖∇2a‖L2‖∇3u‖L2

�
√
E3

0 (‖∇2a‖2
L2 + ‖∇3u‖2

L2).

For k = 3, we have

J6 � ((f′′(a)(∇a)2 + f′(a)∇2a)∂ia + f′(a)∇a∇∂ia + f(a)∇2∂ia |∇4u),

and so

J6 �
(
‖(∇a)3‖L2 + ‖(∇2a)∂ia‖L2 + ‖(∇a)(∇∂ia)‖L2 + ‖a‖L∞‖∇2∂ia‖L2

)
‖∇4u‖L2

�
(
‖∇a‖3/2

L6 ‖∇a‖3/2
L6 + ‖∇a‖L3‖∇2a‖L6 + ‖a‖L∞‖∇3a‖L2

)
‖∇4u‖L2

�
√
E3

0 (‖∇3a‖2
L2 + ‖∇4u‖2

L2),

where we again use (6.2) with p = 3, q, r = 2, α = 1, m = 0, l = 2, the standard case p = 6, 
q, r = 2, α = 0, m = 1, l = 1, and also the following other particular case of (6.2)

‖∇f ‖L6 � ‖f ‖1/3
L2 ‖∇3f ‖2/3

L2 .

As to J7, J8, we first write

J7 � −(∇k−1(h(a)∂2
ij u) |∇k+1u), J8 � −(∇k−1(u∂iu) |∇k+1u).

So, for k = 1, we have

J7 � (h(a)∂2
ij u |∇2u), J8 � (u∂iu |∇2u),

then, trivially,

J7 � ‖a‖L∞‖∇2u‖2
L2 �

√
E3

0 ‖∇2u‖L2,

J8 � ‖u‖L∞‖∇u‖L2‖∇2u‖L2 �
√
E3

0 (‖∇u‖2
L2 + ‖∇2u‖2

L2).
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For k = 2, we have

J7 � (h′(a)∇a∂2
ij u + h(a)∇∂2

ij u |∇3u), J8 � (∇u∂iu + u∇∂iu |∇3u),

and, so,

J7 � (‖∇a‖L∞‖∇2u‖L2 + ‖a‖L∞‖∇3u‖L2)‖∇3u‖L2 �
√
E3

0 (‖∇2u‖2
L2 + ‖∇3u‖2

L2),

J8 � (‖∇u‖L3‖∇u‖L6 + ‖u‖L∞‖∇3u‖L2)‖∇3u‖L2 �
√
E3

0 (‖∇2u‖2
L2 + ‖∇3u‖2

L2),

where besides the estimates already used, we use

‖∇f ‖L3 ≤ ‖f ‖1/2
L2 ‖∇2f ‖1/2

L2

always as application of Gagliardo–Nirenberg inequalities (6.2).
For k = 3, we have

J7 � ((h′′(a)(∇a)2 + h′(a)∇2a)∂2
ij u |∇4u), J8 � (∇2u∂iu + ∇u∇∂iu |∇4u),

J7 � (‖∇a‖2
L6‖∇2u‖L6 + ‖∇2a‖L3‖∇2u‖L6)‖∇4u‖L2

�
√
E3

0 (‖∇3u‖2
L2 + ‖∇4u‖2

L2),

J8 � ‖∇u‖L3‖∇2u‖L6‖∇4u‖L2

�
√
E3

0 (‖∇3u‖2
L2 + ‖∇4u‖2

L2),

using inequalities already used above by application on (6.2).
We now analyze the terms J3, J4, J5, J9, J10 which together with those already analyzed com-

plete the list of the terms not involving w. They are treated in a manner very similar to the one 
used for the terms already considered, so, it will suffice to consider the representative case of J4. 
So, let us consider J4 � −(∇k−1(h(a)B∂iB | ∇k+1u). For k = 1, we have

J4 � (h(a)B∂iB |∇2u) � ‖a‖L6‖B‖L6‖∇B‖L6‖∇2u‖L2

�
√
E3

0 (‖∇2B‖2
L2 + ‖∇2u‖2

L2).

For k = 2, we have

J4 � (h′(a)∇aB∂iB + h(a)∇B∂iB + h(a)B∇∂iB |∇3u)

�
(
‖∇a‖L6‖B‖L6‖∇B‖L6 + ‖a‖L6‖∇B‖L6‖∇B‖L6 + ‖a‖L∞‖B‖L∞‖∇2B‖L2

)
‖∇3u‖L2

�
(
‖∇2a‖L2‖∇B‖L2‖∇2B‖L2 + ‖∇a‖L2‖∇2B‖1/2

L2 ‖B‖1/2
L2 ‖∇3B‖L2

+ ‖a‖L∞‖B‖L∞‖∇2B‖L2

)
‖∇3u‖L2

�
√
E3

0 (‖∇2B‖2
L2 + ‖∇3B‖2

L2 + ‖∇3u‖2
L2).
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For k = 3, we have

J4 �
(
(h′′(a)(∇a)2 + h′(a)∇2a)B∂iB + h(a)(∇2B∂iB + ∇B∇∂iB + B∇2∂iB) |∇4u

)
�

(
‖∇a‖1/2

L6 ‖∇a‖3/2
L6 ‖B‖L∞‖∇B‖L6 + ‖∇2a‖L6‖B‖L6‖∇B‖L6

+ ‖a‖L6‖∇2B‖L6‖∇B‖L6 + ‖a‖L6‖B‖L6‖∇3B‖L6

)
‖∇4u‖L2

�
√
E3

0 (‖∇3a‖2
L2 + ‖∇3B‖2

L2 + ‖∇4B‖2
L2 + ‖∇4u‖2

L2).

Now we consider the terms involving w, i.e., J11, J12. We first notice that

1

1 + a
∂j (g

′( 1

1 + a
))h(|w|2) ∼ a(∂j a)|w|4 + (∂j a)|w|4,

1

1 + a
g′( 1

1 + a
)∂i(h(|w|2)) ∼ a|w|2∂j (|w|2) + |w|2∂j (|w|2),

where j = 1, 2, 3. We then have

J11 � L1 + L2, J12 � L3 + L4,

where

L1 � |
(
∇k(a · ∇a|w|4) |∇ku

)
|, L2 � |

(
∇k(∇a|w|4) |∇ku

)
|,

L3 � |
(
∇k(a|w|2∇(|w|2)) |∇ku

)
|, L4 = |

(
∇k(|w|2∇(|w|2)) |∇ku

)
|.

We first consider L1,

L1 � |
(
∇k−1(a∇a|w|4) |∇k+1u

)
| � ‖∇k−1(a∇a|w|4)‖L2‖∇k+1u‖L2 . (3.11)

For k = 1, we have

L1 � ‖(a∇a|w|4)‖L2‖∇2u‖L2

� ‖w‖4
L∞‖a‖L∞‖∇a‖L2‖∇2u‖L2

�
√
E3

0

(
‖∇a‖2

L2 + ‖∇2u‖2
L2

)
.

(3.12)

For k = 2,

L1 �
(
‖∇(a∇a)‖L2‖w‖4

L∞ + ‖(a∇a) · ∇(|w|4)‖L2

)
‖∇3u‖L2

� ‖w‖4
L∞(‖∇a‖L3‖∇a‖L6 + ‖a‖L∞‖∇2a‖L2)‖∇3u‖L2

+ ‖w‖3
L∞‖(a∇a)‖L∞‖∇w‖L2‖∇3u‖L2

�
√
E3

0 ‖w‖4
L∞‖∇2a‖L2‖∇3u‖L2 +

√
E3

0 ‖w‖3
L∞‖∇w‖L2‖∇3u‖L2

�
√
E3

(
‖∇2a‖2

2 + ‖∇3u‖2
2 + (1 + t)−9‖∇w‖2

2

)
.

(3.13)
0 L L L
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For k = 3, we need to deal with

‖∇2(a∇a|w|4)‖L2‖∇4u‖L2 � (‖∇3(a2)‖L2‖w‖4
L∞ + ‖a∇a‖L∞‖∇2(|w|4)‖L2)‖∇4u‖L2 .

Now,

‖∇3(a2)‖L2 � ‖a∇3a‖L2 + ‖(∇a)(∇2a)‖L2

� ‖a‖L∞‖∇3a‖L2 + ‖∇a‖L3‖∇2a‖L6

� (‖a‖L∞ + ‖∇a‖L3)‖∇3a‖L2,

and

‖∇2(|w|4)‖L2 � ‖∇(|w|3∇w)‖L2

� ‖|w|2|∇w|2‖L2 + ‖|w|3∇2w‖L2

� ‖w‖2
L∞‖∇w‖L3‖∇w‖L6 + ‖w‖2

L∞‖w‖L3‖∇2w‖L6

� ‖w‖2
L∞

(‖∇w‖L3 + ‖w‖L3

)‖∇2w‖H 1 .

Therefore, for k = 3,

L1 �
√
E3

0

(
‖∇3a‖2

L2 + ‖∇4u‖2
L2 + (1 + t)−6‖∇2w‖2

H 1

)
.

Hence, we have that for k = 1, 2, 3,

L1 �
√
E3

0

(
‖∇ka‖2

H 1 + ‖∇k+1u‖2
L2 + (1 + t)−6‖∇k−1w‖2

H 1

)
.

For the term L2, we have

L2 � |
(
∇k−1(∇a|w|4) |∇k+1u

)
|

�
(
‖∇a‖L∞‖∇k−1(|w|4)‖L2 + ‖w‖4

L∞‖∇ka‖L2

)
‖∇k+1u‖L2

�
√
E3

0

(
‖∇ka‖2

L2 + ‖∇k+1u‖2
L2 + (1 + t)−9‖∇k−1w‖2

L2

)
.

For the term L3, we have

L3 � |
(
∇k(a∇(|w|4)) |∇ku

)
|

� |
(
∇k(∇a|w|4) |∇ku

)
| + |

(
∇k(a|w|4) |∇k+1u

)
|

:= L31 + L32.

The term L31 is a constant multiple of I2, while L32 can be estimated as follows
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L32 ≤
(
‖a‖L∞‖∇k(|w|4)‖L2 + ‖w‖4

L∞‖∇ka‖L2

)
‖∇k+1u‖L2

�
√
E3

0

(
‖∇ka‖2

L2 + ‖∇k+1u‖2
L2 + (1 + t)−9‖∇kw‖2

L2

)
.

So at this point, we have the following estimates about L3

L3 �
√
E3

0

(
‖∇ka‖2

L2 + ‖∇k+1u‖2
L2 + (1 + t)−9(‖∇k−1w‖2

L2 + ‖∇kw‖2
L2)

)
.

For the term L4, we have

L4 � ‖w‖3
L∞‖∇kw‖L2‖∇k+1u‖L2 �

√
E3

0

(
‖∇k+1u‖2

L2 + (1 + t)−6‖∇kw‖2
L2

)
.

Combining all the estimates for J1 through J10 and L1 through L4 for J11 + J12, we finally 
complete the proof of this lemma. �

The next lemma offers estimates that complement those gave by Lemma 3.1.

Lemma 3.2. If 
√
E3

0 ≤ δ, ‖w ◦ Y‖L∞ � ‖w‖L∞ and ‖w ◦ Y‖Hl � ‖w‖Hl with l = k − 1(k ≥ 1),

k, k + 1, then for k = 0, 1, 2 we have

d

dt

(
‖∇ka‖2

L2 + ‖∇ku‖2
L2 + ‖∇kB‖2

L2

)
+ 1

2

(
‖∇k+1u‖2

L2 + ‖∇k+1B‖2
L2

)
�

√
E3

0

(
‖∇k+1(a,u,B)‖2

L2 + (1 + t)−6‖(k∇k−1w,∇kw)‖2
L2

)
,

where k∇k−1w is used to confirm it is zero when k = 0.

Proof. We first recall (3.10) in the proof of Lemma 3.1,

1

2

d

dt

∫
R3

|∇ka|2 + |∇ku|2 + |∇kB|2 dx +
∫
R3

μ|∇k+1u|2 dx

+
∫
R3

(λ + μ)|∇kdivu|2 + ν|∇k+1B|2 dx = J1 + · · · + J12,

(3.14)

however, here we need to give different estimates. We start with J1. If k = 0, we have

J1 � ‖a‖L3‖∇u‖L2‖a‖L6 ≤
√
E3

0

(
‖∇u‖2

L2 + ‖∇a‖2
L2

)
,

if k ≥ 1, we have

J1 �
∑

0≤l≤k−1

‖∇ la∇k−l−1∂iu‖L2‖∇k+1a‖L2

�
∑

T (J1, k, l).
0≤l≤k−1
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T (J1,1,0) � ‖a(∂iu)‖L2‖∇2a‖L2 � ‖a‖L3‖∇u‖L6‖∇2a‖L2

�
√
E3

0 (‖∇2a‖2
L2 + ‖∇2u‖2

L2).

T (J1,2,0) � ‖a∇∂iu‖L2‖∇3a‖L2

� ‖a‖L3‖∇2u‖L6‖∇3a‖L2

� ‖a‖L3‖∇3u‖L2‖∇3a‖L2

�
√
E3

0

(
‖∇3a‖2

L2 + ‖∇3u‖2
L2

)
,

T (J1,2,1) � ‖∇a∂iu‖L2‖∇3a‖L2

� ‖∇a‖L4‖∇u‖L4‖∇3a‖L2

� ‖a‖
1
2
L3‖∇3a‖

1
2
L2‖u‖

1
2
L3‖∇3u‖

1
2
L2‖∇3a‖L2

�
√
E3

0

(
‖∇3a‖L2 + ‖∇3u‖L2

)
‖∇3a‖L2

�
√
E3

0

(
‖∇3a‖2

L2 + ‖∇3u‖2
L2

)
.

Therefore, we summarize the above estimates for J1 as

J1 �
√
E3

0

(
‖∇k+1a‖2

L2 + ‖∇k+1u‖2
L2

)
. (3.15)

Similarly, we can obtain the following estimates on J2, J6, J7, J8,

J2, J6 �
√
E3

0

(
‖∇k+1a‖2

L2 + ‖∇k+1u‖2
L2

)
, J7, J8 �

√
E3

0 ‖∇k+1u‖2
L2 . (3.16)

Analogously, we obtain

J3, J4, J5, J9, J10 �
√
E3

0

(
‖∇k+1a‖2

L2 + ‖∇k+1u‖2
L2 + ‖∇k+1B‖2

L2

)
. (3.17)

Since by now the estimates are routine matter, we just consider the case of J3. For k = 0, we 
have

J3 � ‖h(a)‖L∞‖u‖L3‖B‖L6‖∇B‖L2

�
√
E3

0 ‖∇B‖2
L2 .

(3.18)

If k ≥ 1, we have

J3 �
(
∇k−1(h(a)B∂iB) |∇k+1u

)
�

∑
0≤l≤k−1

‖∇ lh(a)∇k−l−1(B∂iB)‖L2‖∇k+1u‖L2

:=
∑

T (J31, k, l).

(3.19)
0≤l≤k−1
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These terms has been carried out in Lemma 3.1. We can simply utilize those estimates except for 
T (J31, 2, 1), because of the mismatch of the order therein. So, we do as follows

T (J31,2,1) � ‖∇(h(a))(B∂iB)‖L2‖∇3u‖L2

� ‖(∇a)(B∂iB)‖L2‖∇3u‖L2

� ‖B‖L∞‖∇a‖L4‖∇B‖L4‖∇3u‖L2

� ‖B‖L∞(‖B‖
1
2
L3‖∇3B‖

1
2
L2‖a‖

1
2
L3‖∇3a‖

1
2
L2)‖∇3u‖L2

�
√
E3

0 (‖∇3B‖L2 + ‖∇3a‖L2)‖∇3u‖2
L2

�
√
E3

0 (‖∇3a‖2
L2 + ‖∇3B‖2

L2 + ‖∇3u‖2
L2).

(3.20)

Therefore, we conclude from (3.18)–(3.20) that, for k = 0, 1, 2, it holds

J3 �
√
E3

0

(
‖∇k+1a‖2

L2 + ‖∇k+1B‖2
L2 + ‖∇k+1u‖2

L2

)
. (3.21)

We finally consider the terms involving w, i.e., J11, J12. As in the proof of Lemma 3.1, 
we decompose J11 + J12 � L1 + L2 + L3 + L4. For L1, since those estimates carried out in 
(3.12)–(3.13) have different orders, we are going to work it through in different ways. For k = 0, 
we know that

L1 � ‖a‖L3‖w‖4
L∞‖∇a‖L2‖u‖L6 (3.22)

�
√
E3

0

(
‖∇a‖2

L2 + ‖∇u‖2
L2

)
. (3.23)

For k = 1, using integration by parts, we have

L1 � ‖(a∇a)|w|4‖L2‖∇2u‖L2

� ‖w‖4
L∞‖a‖L3‖∇a‖L6‖∇2u‖L2

�
√
E3

0

(
‖∇2a‖2

L2 + ‖∇2u‖2
L2

)
.

(3.24)

For k = 2, we have

L1 �
(
‖∇(a∇a)‖L2‖w‖4

L∞ + ‖(a∇a) · ∇(|w|4)‖L2

)
‖∇3u‖L2

� ‖w‖4
L∞(‖∇a‖2

L4 + ‖a∇2a‖L2)‖∇3u‖L2

+ ‖w‖3
L∞‖(a∇a)‖L∞‖∇w‖L2‖∇3u‖L2

� ‖w‖4
L∞‖a‖L3‖∇3a‖L2‖∇3u‖L2 +

√
E3

0 ‖w‖3
L∞‖∇w‖L2‖∇3u‖L2

�
√
E3

0

(
‖∇3a‖2

L2 + ‖∇3u‖2
L2 + (1 + t)−9‖∇w‖2

L2

)
.

(3.25)

Therefore, we have for all k = 0, 1, 2, the following estimate on L1,
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L1 �
√
E3

0

(
‖∇k+1a‖2

L2 + ‖∇k+1u‖2
L2 + (1 + t)−9‖k∇k−1w‖2

L2

)
. (3.26)

For the term L2, we have when k = 0 that

L2 � ‖u‖L6‖∇a‖L2‖w‖3
L∞‖w‖L3 �

√
E3

0 (‖∇a‖2
L2 + ‖∇u‖2

L2),

when k = 1, using integration by parts,

L2 � ‖w‖3
L∞‖w‖L3‖∇a‖L6‖‖∇2u‖L2

�
√
E3

0 (‖∇2a‖2
L2 + ‖∇2u‖2

L2),

and when k = 2, using integration by parts,

L2 ≤ ‖∇(∇a|w|4)‖L2‖∇3u‖L2

� ‖w‖3
L∞(‖∇a‖L∞‖∇w‖L2 + ‖∇2a‖L6‖w‖L3)‖∇3u‖L2,

therefore, we obtain for each k = 0, 1, 2, the following estimates on I2,

L2 �
√
E3

0

(
‖∇k+1a‖2

L2 + ‖∇k+1u‖2
L2 + (1 + t)−9‖k∇k−1w‖2

2

)
.

For the term L3, like in the proof of Lemma 3.1, it can be bounded by L31 and L32, where L31
is a constant multiple of L2 and L32 is defined by

L32 �
(
∇k(a|w|4) |∇k+1u

)
.

It is easy to see, for k = 0, that

L32 � ‖a‖L6‖w‖3
L∞‖w‖L3‖∇u‖L2 �

√
E3

0 (‖∇a‖2
L2 + ‖∇u‖2

L2),

and for k = 1 that

L32 � ‖w‖3
L∞(‖∇a‖L6‖w‖L3 + ‖a‖L∞‖∇w‖L2)‖∇2u‖L2

�
√
E3

0 (‖∇2a‖2
L2 + ‖∇2u‖2

L2 + (1 + t)−9‖∇w‖2
L2).

For k = 2, direct calculation shows

L32 � ‖w‖3
L∞(‖∇2a‖L6‖w‖L3 + ‖∇a‖L3‖∇w‖L6)‖∇3u‖L2

+ ‖a‖L∞(‖w‖3
L∞ + ‖w‖2

L∞‖∇w‖L∞)(‖∇2w‖L2 + ‖∇w‖L2)‖∇3u‖L2

�
√
E3

0 (‖∇3a‖2
L2 + ‖∇3u‖2

L2 + (1 + t)−6‖(∇w,∇2w)‖2
L2).

So we can get the estimates about I3 as follows
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L3 �
√
E3

0

(
‖∇k+1a‖2

L2 + ‖∇k+1u‖2
L2 + (1 + t)−6‖(k∇k−1w,∇kw‖2

L2

)
.

Since L4 is similar in form to a term contained in L3, we have

L4 � ‖∇k(|w|4)‖L2‖∇k+1u‖L2

�
√
E3

0

(
‖∇k+1u‖2

L2 + (1 + t)−6‖(k∇k−1w,∇kw‖2
L2

)
.

Combining the estimates about L1 to L4, we have

J11 + J12 �
√
E3

0

(
‖∇k+1a‖2

L2 + ‖∇k+1u‖2
L2 + (1 + t)−6‖(k∇k−1w,∇kw)‖2

L2

)
.

Combining all the estimates on J1 to J12, we finally complete the proof. �
Lemma 3.3. If 

√
E3

0 ≤ δ, ‖w ◦ Y‖L∞ � ‖w‖L∞ and ‖w ◦ Y‖Hl � ‖w‖Hl with l = k, k + 1, then 
for k = 0, 1, 2,

d

dt

∫
R3

∇ku∇∇ka dx + 1

2
‖∇k+1a‖2

L2

� ‖∇k+1(u,B)‖2
H 1 + C

√
E3

0 (1 + t)−6‖∇kw‖2
H 1 .

Proof. For k = 0, 1, 2, from the momentum equation of (1.34), we know that∫
R3

|∇k+1a|2 dx ≤ −
∫
R3

∇kut∇∇ka dx + C‖∇k+2u‖L2‖∇k+1a‖L2

+ C‖∇k+1B‖L2‖∇k+1a‖L2 + (Ju + Jw)‖∇k+1a‖L2,

(3.27)

where

Ju � ‖∇k(h(a)(B̄ · ∇)B‖L2 + ‖∇k(f(a)∇a)‖L2 + ‖∇k(u · ∇u)‖L2

+ ‖∇k(h(a)(μ�u + (λ + μ)∇divu))‖L2 + ‖∇k((h(a) − 1)B · ∇B)‖L2

:= Ju1 + Ju2 + Ju3 + Ju4 + Ju5,

and

Jw � ‖∇k(a∇a|w|4)‖L2 + ‖∇k(∇a|w|4)‖L2

+ ‖∇k(a∇(|w|4))‖L2 + ‖∇k+1(|w|4)‖L2,

:=Jw1 + Jw2 + Jw3 + Jw4.

The term − 
∫
R3 ∇kut∇∇ka dx in (3.27) appears in compressible Navier–Stokes equations, for 

which we have
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−
∫
R3

∇kut∇∇ka dx = − d

dt

∫
R3

∇ku∇∇ka dx −
∫
R3

∇kdivu∇kat dx

= − d

dt

∫
R3

∇ku∇∇ka dx + ‖∇kdivu‖2
L2

+
∫
R3

∇kdivu∇kdiv(au)dx.

(3.28)

Then we use the same estimates as carried out in [13] for the Navier–Stokes to obtain

−
∫
R3

∇kut∇∇ka dx ≤ − d

dt

∫
R3

∇ku∇∇ka dx + C‖∇k+1u‖2
L2 + C

√
E3

0 ‖∇k+1a‖2
L2 .

We now estimate those terms in Ju and Jw .
Term Ju1:

Ju1 ≤ C
∑

0≤l≤k

‖∇ lh(a)∇k−l(B̄ · ∇)B‖L2 := C
∑

0≤l≤k

T (Ju1, k, l),

where

T (Ju1,0,0) � ‖h(a)‖L3‖(B̄ · ∇)B‖L6 �
√
E3

0 ‖∇2B‖L2 .

T (Ju1,1,0) + T (Ju1,1,1) ≤ ‖∇h(a)(B̄ · ∇)B‖L2 + ‖h(a)∇(B̄ · ∇)B‖L2

� ‖∇h(a)‖L6‖∇B‖L3 + ‖h(a)‖L3‖∇2B‖L6

�
√
E3

0

(
‖∇2a‖L2 + ‖∇3B‖L2

)
.

T (Ju1,2,0) � ‖h(a)‖L∞‖∇3B‖L2 �
√
E3

0 ‖∇3B‖L2 ,

T (Ju1,2,1) � ‖∇a‖L2‖∇3B‖L2 �
√
E3

0 ‖∇3B‖L2 ,

and

T (Ju1,2,2) � ‖∇2a‖L6‖∇B‖L3 + ‖∇a‖L∞‖∇a‖L4‖∇B‖L4

� ‖∇B‖L3‖∇3a‖L2 + ‖∇a‖L∞‖a‖
1
2
L3‖∇3a‖

1
2
L2‖B‖

1
2
L3‖∇3B‖

1
2
L2

�
√
E3

0 (‖∇3a‖L2 + ‖∇3B‖L2).

Therefore, for k = 0, 1, 2, we have arrived at

Ju1 �
√
E3

0

(
‖∇k+1a‖L2 + ‖∇k+1B‖L2 + ‖∇k+2B‖L2

)
.
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Term Ju2:

Ju2 �
∑

0≤l≤k

‖∇ lf(a)∇k−l+1a‖L2 :=
∑

0≤l≤k

T (Ju2, k, l),

where

T (Ju2,0,0) � ‖f(a)‖L∞‖∇a‖L2 �
√
E3

0 ‖∇a‖L2,

T (Ju2,1,0) + T (Ju2,1,1) � ‖∇f(a)∇a‖L2 + ‖f(a)∇2a‖L2

� ‖∇a‖L3‖∇a‖L6 + ‖f(a)‖L∞‖∇2a‖L2

�
√
E3

0 ‖∇2a‖L2,

T (Ju2,2,0) �
√
E3

0 ‖∇3a‖L2,

T (Ju2,2,1) � ‖∇a‖L3‖∇2a‖L6 �
√
E3

0 ‖∇3a‖L2,

and

T (Ju2,2,2) � ‖∇a‖L∞‖∇a‖2
L4 + ‖∇2a‖L6‖∇a‖L3

� ‖∇a‖L∞‖a‖L3‖∇3a‖L2 + ‖∇a‖L3‖∇3a‖L2

�
√
E3

0 ‖∇3a‖L2,

therefore, we have for k = 0, 1, 2, the following estimate

Ju2 �
√
E3

0 ‖∇k+1a‖L2 .

Term Ju3:

Ju3 �
∑

0≤l≤k

‖∇ lu∇k−l+1u‖L2 :=
∑

0≤l≤k

T (Ju3, k, l),

where

T (Ju3,0,0) �
√
E3

0 ‖∇u‖L2,

T (Ju3,1,0) + T (Ju3,1,1) � ‖u‖L∞‖∇2u‖L2 + ‖∇u‖L3‖∇u‖L6

�
√
E3

0 ‖∇2u‖L2,

T (Ju3,2,0) � ‖u‖L∞‖∇3u‖L2 �
√
E3

0 ‖∇3u‖L2 ,

T (Ju3,2,1) � ‖∇u‖L3‖∇2u‖L6 �
√
E3

0 ‖∇3u‖L2,

and
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T (Ju3,2,2) � ‖∇2u‖L6‖∇u‖L3 �
√
E3

0 ‖∇3u‖L2 .

Hence, we finally obtain, for k = 0, 1, 2, that

Ju3 �
√
E3

0

(
‖∇k+1u‖L2 + ‖∇k+2u‖L2

)
.

Term Ju4:

Ju4 �
∑

0≤l≤k

‖∇ lh(a)∇k−l+2u‖L2 :=
∑

0≤l≤k

T (Ju4, k, l),

where

T (Ju4,0,0) � ‖h(a)‖L∞‖∇2u‖L2 �
√
E3

0 ‖∇2u‖L2,

T (Ju4,1,0) + T (Ju4,1,1) � ‖h(a)‖L∞‖∇3u‖L2 + ‖∇h(a)‖L3‖∇2u‖L6

�
√
E3

0 ‖∇3u‖L2 .

T (Ju4,2,0) + T (Ju4,2,1) � ‖h(a)‖L∞‖∇4u‖L2 + ‖∇h(a)‖L3‖∇3u‖L6

�
√
E3

0 ‖∇4u‖L2,

and

T (Ju4,2,2) � ‖∇2a‖L3‖∇2u‖L6 + ‖∇a‖L∞‖∇a‖L3‖∇2u‖L6

� ‖∇a‖
1
2
L6‖∇3a‖

1
2
L2‖∇3u‖L2 + ‖∇a‖L∞‖∇a‖L3‖∇3u‖L2

�
√
E3

0 (‖∇3u‖L2).

Thus, it holds, for k = 0, 1, 2, that

Ju4 �
√
E3

0 (‖∇k+1u‖L2 + |∇k+2u‖L2).

Term Ju5:

Ju5 �
∑

0≤l≤k

‖∇ lh1(a)∇k−l+1(|B|2)‖L2 :=
∑

0≤l≤k

T (Ju5, k, l),

where h1(a) = h(a) − 1. Here, we proceed as follows,

T (Ju5,0,0) � ‖h1(a)‖L∞‖B‖L3‖∇B‖L6 �
√
E3

0 ‖∇2B‖L2 .

T (Ju5,1,0) � ‖h1(a)‖L∞‖∇B‖2
L4 + ‖h1(a)‖L∞‖B‖L3‖∇2B‖L6

� ‖B‖L3‖∇3B‖L2 + ‖B‖L3‖∇3B‖L2

�
√
E3‖∇3B‖ 2 ,
0 L
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T (Ju5,1,1) � ‖∇a‖L3‖B‖L∞‖∇B‖L6

�
√
E3

0 (‖∇2B‖L2).

T (Ju5,2,0) � ‖h1(a)‖L∞‖∇2(B · ∇B)‖L2

� ‖∇B · ∇2B‖L2 + ‖B · ∇3B‖L2

� ‖∇B‖L3‖∇2B‖L6 + ‖B‖L3‖∇3B‖L6

�
√
E3

0 (‖∇3B‖L2 + ‖∇4B‖L2),

T (Ju5,2,1) � ‖∇h1(a)∇(B · ∇B)‖L2

� ‖∇a‖L∞‖∇B‖2
L4 + ‖∇a‖L∞‖B‖L3‖∇2B‖L6

� ‖∇a‖L∞‖B‖L3‖∇3B‖L2

�
√
E3

0 (‖∇3B‖L2),

and

T (Ju5,2,2) = ‖∇2h1(a)(B · ∇B)‖L2

� ‖∇a‖2
L4‖B‖L∞‖∇B‖L∞ + ‖∇2a‖L6‖B‖L∞‖∇B‖L3

�
√
E3

0 ‖∇3a‖L2 .

Summing up estimates for k = 0, 1, 2, we know that

Ju5 �
√
E3

0 (‖∇k+1a‖L2 + ‖∇k+1B‖L2 + ‖∇k+2B‖L2).

Combining the estimates about Ju1 to Ju5, we find that

Ju �
√
E3

0

(
‖(∇k+1a,∇k+1u,∇k+1B)‖L2 + ‖(∇k+2u,∇k+2B)‖L2

)
.

Term Jw1: Using Lemma 2.7, if we can show the following estimate

‖∇k(a∇a)‖L2 �
√
E3

0 ‖∇k+1a‖L2, (3.29)

then we have

Jw1 = ‖∇k(a∇a|w|4)‖L2 � ‖∇k(a∇a)‖L2‖w‖4
L∞ + ‖a∇a‖L∞‖∇k(|w|4)‖L2

� (1 + t)−9/2
√
E3

0

(
‖∇k+1a‖L2 + ‖∇kw‖L2

)
,

where for the term we used the following fact

‖∇k|w|4‖L2 � ‖w‖2 ∞‖∇k|w|2‖L2 � ‖w‖3 ∞‖∇kw‖L2 .
L L
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We now prove (3.29). In fact,

‖∇k(a∇a)‖L2 �
∑

0≤l≤k

‖∇ la∇k+1−la‖L2 :=
∑

0≤l≤k

T (a, k, l),

where,

T (a,0,0) = ‖a∇a‖L2 ≤ ‖a‖L∞‖∇a‖L2 �
√
E3

0 ‖∇a‖L2,

T (a,1,0) = ‖a∇2a‖L2 ≤ ‖a‖L∞‖∇2a‖L2 �
√
E3

0 ‖∇2a‖L2,

T (a,1,1) = ‖∇a∇a‖L2 ≤ ‖∇a‖L3‖∇a‖L6 �
√
E3

0 ‖∇2a‖L2,

T (a,2,0) = ‖a∇3a‖L2 ≤ ‖a‖L∞‖∇3a‖L2 �
√
E3

0 ‖∇3a‖L2,

T (a,2,1) = ‖∇a∇2a‖L2 ≤ ‖∇a‖L3‖∇2a‖L6 �
√
E3

0 ‖∇3a‖L2,

and

T (a,2,2) = ‖∇a∇2a‖L2 ≤ ‖∇a‖L3‖∇2a‖L6 �
√
E3

0 ‖∇3a‖L2 .

Therefore, we completed the proof of (3.29), and hence the term Jw1.
Term Jw2: For the term Jw2, we simply have

Jw2 = ‖∇k(∇a|w|4)‖L2

� ‖∇k+1a‖L2‖w‖4
L∞ + ‖∇a‖L∞‖∇k(|w|4)‖L2

� (1 + t)−9/2
√
E3

0

(
‖∇k+1a‖L2 + ‖∇kw‖L2

)
.

Term Jw3: For the term Jw3, we have

Jw3 �
∑

0≤l≤k

‖∇ la∇k−l+1(|w|4)‖L2 :=
∑

0≤l≤k

T (Jw3, k, l).

We proceed it order by order.

T (Jw3,0,0) � ‖a‖L∞‖w‖3
L∞‖∇w‖L2 �

√
E3

0 (1 + t)−
9
2 ‖∇w‖L2, (3.30)

T (Jw3,1,0) � ‖a‖L∞‖w‖2
L∞(‖∇w‖L3‖∇w‖L6 + ‖w‖L∞‖∇2w‖L2)

�
√
E3

0 (1 + t)−3‖∇2w‖L2,
(3.31)

T (Jw3,1,1) � ‖w‖3 ∞‖∇a‖L3‖∇w‖L6 �
√
E3(1 + t)−

9
2 ‖∇2w‖L2 . (3.32)
L 0
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T (Jw3,2,0) = ‖a∇3(|w|4)‖L2

� ‖a‖L∞‖w‖3
L∞‖∇3w‖L2

�
√
E3

0 (1 + t)−
9
2 ‖∇3w‖L2,

(3.33)

T (Jw3,2,1) � ‖∇a‖L∞‖w‖2
L∞‖∇w‖2

L4 + ‖∇a‖L3‖w‖3
L∞‖∇2w‖L6

�
√
E3

0 (1 + t)−3‖∇3w‖L2,
(3.34)

and

T (Jw3,2,2) = ‖∇2a∇(|w|4)‖ ≤ ‖∇2a‖L6‖w‖3
L∞‖∇w‖L3

� (1 + t)−
9
2

√
E3

0 ‖∇3a‖L2 .
(3.35)

Combining estimates from (3.30) to (3.35), we have

Jw3 � (1 + t)−3
√
E3

0

(
‖∇k+1a‖L2 + ‖∇k+1w‖L2

)
.

Term Jw4: For the term Jw4, we find that

Jw4 = ‖∇k+1(|w|4)‖L2

� ‖w‖3
L∞‖∇k+1w‖L2

�
√
E3

0 (1 + t)−3‖∇k+1w‖L2 .

Combining the estimates from Jw1 to Jw4, we obtain

Jw � (1 + t)−3
√
E3

0

(
‖∇k+1a‖L2 + ‖(∇kw,∇k+1w)‖L2

)
.

With the estimates for Ju, Jw and inequalities (3.27), (3.28), and the smallness of 
√
E3

0 , we can 
easily complete the proof of this lemma. �
4. Proof of the Theorem 1.1: negative Besov estimates

In this section, we will derive the evolution of the solution to (1.34) in the negative Besov 
space. We will establish the following lemma.

Lemma 4.1. Suppose ‖w ◦ Y‖L∞ � ‖w‖L∞ and ‖∇(w ◦ Y)‖L2 � ‖∇w‖L2 . For s ∈ (0, 12 ], we 
have

d

dt
‖(a,u,B)‖2

B−s
2,∞

+ 1

2
‖(∇u,∇B)‖2

B−s
2,∞

�
(
‖(∇a,∇u,∇B)‖2

H 1 + ‖w‖2
L∞

)
‖(a,u,B)‖B−s

2,∞
.
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For s ∈ ( 1
2 , 32 ], we have

d

dt
‖(a,u,B)‖2

B−s
2,∞

+ 1

2
‖(∇u,∇B)‖2

B−s
2,∞

�
(
‖(∇a,∇u,∇B)‖

5
2 −s

L2 ‖(a,u,B)‖s− 1
2

L2

+ ‖w‖2
L∞‖(a,w)‖s− 1

2
L2 ‖(∇a,∇w)‖

3
2 −s

L2

+ ‖∇2u‖L2‖a‖s− 1
2

L2 ‖∇a‖
3
2 −s

L2

)
‖(a,u,B)‖B−s

2,∞
.

Proof. We consider (1.34) in the vector form (3.4). We then apply the operator �−s�q to (3.4)
and we make the scalar product of the resulting equation by �−s�qV to obtain

d

dt
‖�−s�qV ‖2

L2 + (
A0(∂x)�

−s�qV |�−s�qV
) = (

�−s�qH |�−s�qV
)
, (4.1)

where we use (A(∂x)W | W) = (A0(∂x)W | W). We then obtain

d

dt
‖�−s�qV ‖2

L2 + 1

2
‖�−s�q(∇u,∇B)‖2

L2 � W1 + · · · + W13, (4.2)

where

W1 = −(�−s�q(adivu)|�−s�qa), W2 = −(�−s�q(u · ∇a)|�−s�qa),

W3 = −1

2
(�−s�q((h(a) − 1)∇(|B|2))|�−s�qu),

W4 = (�−s�q(h(a)∇(B̄ · B))|�−s�qu), W5 = −(�−s�q(h(a)(B̄ · ∇)B)|�−s�qu),

W6 = (�−s�q((h(a) − 1)B · ∇B)|�−s�qu), W7 = −(�−s�q(f(a)∇a)|�−s�qu),

W8 = −(�−s�q(h(a)(μ�u + (λ + μ)∇divu))|�−s�qu),

W10 = α(�−s�q(
1

1 + a
∇(g′( 1

1 + a
)h(|w ◦ Y |2)))|�−s�qu),

W9 = −(�−s�q(u · ∇u)|�−s�qu), W11 = −(�−s�q(u · ∇B)|�−s�qB),

W12 = −(�−s�q(divuB)|�−s�qB), W13 = (�−s�q(B · ∇u)|�−s�qB).

Firstly, we restrict s ∈ (0, 12 ]. Using Lemma 6.4, for 1/p = 1
2 + s/3, we get

|W1| ≤ ‖adivu‖B−s
2,∞

‖a‖B−s
2,∞

� ‖a‖Lp‖a‖B−s
2,∞

� ‖a‖L3/s ‖∇u‖L2‖a‖B−s
2,∞

� ‖∇a‖
1
2 +s

L2 ‖∇2a‖
1
2 −s

L2 ‖∇u‖L2‖a‖B−s
2,∞

�
(
‖∇a‖2

H 1 + ‖∇u‖2
L2

)
‖a‖B−s

2,∞
.
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Except for W10, all other terms can be estimated in the similar way as the one for W1 above as 
follows,

|W2| �
(
‖∇u‖2

H 1 + ‖∇a‖2
L2

)
‖a‖B−s

2,∞
, |W3|, |W6| �

(
‖∇a‖2

H 1 + ‖∇B‖2
H 1

)
‖a‖B−s

2,∞
,

|W4|, |W5| �
(
‖∇a‖2

H 1 + ‖∇B‖2
L2

)
‖u‖B−s

2,∞
, |W7| � ‖∇a‖2

H 1‖u‖B−s
2,∞

,

|W8| �
(
‖∇a‖2

H 1 + ‖∇2u‖2
L2

)
‖u‖B−s

2,∞
, |W9| � ‖∇u‖2

H 1‖u‖B−s
2,∞

|W11|, |W13| �
(
‖∇u‖2

H 1 + ‖∇B‖2
L2

)
‖B‖B−s

2,∞
, |W12| �

(
‖∇B‖2

H 1 + ‖∇u‖2
L2

)
‖B‖B−s

2,∞
.

For W10, like J13 in the proof of Lemma 3.1, we need to estimate

Ĩ1 = |(�−s�q(a∇a|w|4)|�−s�qu)|, Ĩ2 = |(�−s�q(∇a|w|4)|�−s�qu)|,
Ĩ3 = |(�−s�q(a|w|2∇(|w|2))|�−s�qu)|, Ĩ4 = |(�−s�q(|w|2∇(|w|2))|�−s�qu)|.

For Ĩ1, with 1/p = 1
2 + s/3 in Lemma 6.4, we have

Ĩ1 � ‖a∇a|w|4‖B−s
2,∞

‖u‖B−s
2,∞

� ‖a∇a|w|4‖Lp‖u‖B−s
2,∞

� ‖a‖L3/s ‖∇a‖L2‖w‖4
L∞‖u‖B−s

2,∞

� ‖w‖4
L∞‖∇a‖

1
2 +s

L2 ‖∇2a‖
1
2 −s

L2 ‖∇a‖L2‖u‖B−s
2,∞

� ‖∇a‖2
H 1‖u‖B−s

2,∞
.

Similar arguments imply

Ĩ2 � ‖w‖2
L∞

(
‖∇w‖2

H 1 + ‖∇a‖2
L2

)
‖u‖B−s

2,∞
.

For the term Ĩ3, we have

Ĩ3 � ‖a|w|2∇(|w|2)‖B−s
2,∞

‖u‖B−s
2,∞

� ‖a‖L3/s ‖|w|2∇(|w|2)‖L2‖u‖B−s
2,∞

� ‖|w|2∇(|w|2)‖L2‖∇a‖
1
2 +s

L2 ‖∇2a‖
1
2 −s

L2 ‖u‖B−s
2,∞

� ‖∇w‖L2‖w‖3
L∞‖∇a‖H 1‖u‖B−s

2,∞
,

where we used Lemma 6.4. For the term Ĩ4, we have
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Ĩ4 � ‖|w|2∇(|w|2)‖B−s
2,∞

‖u‖B−s
2,∞

� ‖w‖L3/s ‖|w|∇(|w|2)‖L2‖u‖B−s
2,∞

� ‖∇w‖2
H 1‖w‖2

L∞‖u‖B−s
2,∞

,

where we also used Lemma 6.4. Therefore, we thus have for s ∈ (0, 12 ] that

|W10| �
(
‖∇a‖2

H 1 + ‖w‖2
L∞

)
‖u‖B−s

2,∞
.

Combining all the estimates about Wj for j = 1, · · · , 13, (4.2) gives the proof of this lemma for 
s ∈ (0, 12 ].

Next, we need to deal with the case s ∈ ( 1
2 , 32 ]. Using Lemma 6.1 and Lemma 6.4, we have

|W1| � ‖a‖L3/s ‖∇u‖L2‖a‖B−s
2,∞

� ‖a‖2− 1
2

L2 ‖∇a‖
3
2 −s

L2 ‖∇u‖L2‖a‖B−s
2,∞

.

Similarly we can get the estimates for other terms and give the results as follows,

|W2| � ‖u‖s− 1
2

L2 ‖∇u‖
3
2 −s

L2 ‖∇a‖L2‖a‖B−s
2,∞

,

|W3|, |W6| � ‖a‖s− 1
2

L2 ‖∇a‖
3
2 −s

L2 ‖∇B‖L2‖u‖B−s
2,∞

+ ‖B‖s− 1
2

L2 ‖∇B‖
3
2 −s

L2 ‖∇B‖L2‖u‖B−s
2,∞

,

|W4|, |W5| � ‖a‖s− 1
2

L2 ‖∇a‖
3
2 −s

L2 ‖∇B‖L2‖u‖B−s
2,∞

,

|W7| � ‖a‖s− 1
2

L2 ‖∇a‖
3
2 −s

L2 ‖∇a‖L2‖u‖B−s
2,∞

,

|W8| � ‖a‖s− 1
2

L2 ‖∇a‖
3
2 −s

L2 ‖∇2u‖L2‖u‖B−s
2,∞

,

|W9| � ‖u‖s− 1
2

L2 ‖∇u‖
3
2 −s

L2 ‖∇u‖L2‖u‖B−s
2,∞

,

|W11| � ‖u‖s− 1
2

L2 ‖∇u‖
3
2 −s

L2 ‖∇B‖L2‖B‖B−s
2,∞

,

|W12|, |W13| � ‖B‖s− 1
2

L2 ‖∇B‖
3
2 −s

L2 ‖∇u‖L2‖B‖B−s
2,∞

.

It remains to give the estimates on W10. For the term Ĩ1, using Lemma 6.1 and Lemma 6.4, we 
have

Ĩ1 � ‖a‖L3/s ‖∇a‖L2‖w‖4
L∞‖u‖B−s

2,∞

� ‖w‖4
L∞‖a‖s− 1

2
L2 ‖∇a‖

3
2 −s

L2 ‖u‖B−s
2,∞

.
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Similarly, we could obtain that

Ĩ2 � ‖w‖s− 1
2

L2 ‖∇w‖
3
2 −s

L2 ‖∇a‖L2‖w‖3
L∞‖u‖B−s

2,∞
,

Ĩ3 � ‖a‖s− 1
2

L2 ‖∇a‖
3
2 −s

L2 ‖∇w‖L2‖w‖3
L∞‖u‖B−s

2,∞
,

and

Ĩ4 � ‖w‖s− 1
2

L2 ‖∇w‖
3
2 −s

L2 ‖∇w‖L2‖w‖2
L∞‖u‖B−s

2,∞
.

Form the estimates about I1, I2, I3 and I4, we could get

|W10| � ‖w‖2
L∞‖(a,w)‖s− 1

2
L2 ‖(∇a,∇w)‖

3
2 −s

L2 ‖u‖B−s
2,∞

.

So at this point, we can easily complete the proof for the case s ∈ ( 1
2 , 32 ]. �

5. Proof of the main theorems: existence and time-decay

In this section, we shall combine all the energy estimates that we have derived in the previous 
two sections and the Besov interpolation inequalities to complete the proof.

We first close the energy estimates at each l-th level. Let 0 ≤ l ≤ m − 1 with 1 ≤ m ≤ 3. 

Summing up the estimates in Lemma 3.1 from k = l + 1 to m, since 
√
E3

0 ≤ δ is small, we obtain

d

dt

m∑
k=l+1

‖(∇ka,∇ku,∇kB)‖2
L2 + 1

4

m+1∑
k=l+2

‖(∇ku,∇kB)‖2
L2

� δ

⎛
⎝ m∑

k=l+1

‖∇ka‖2
L2 +

m+1∑
k=l+1

‖(∇ku,∇kB)‖2
L2 + (1 + t)−6‖w‖2

H 3

⎞
⎠ .

(5.1)

Summing up the estimates in Lemma 3.2 from k = l to m − 1, since 
√
E3

0 ≤ δ is small, we obtain

d

dt

m−1∑
k=l

‖(∇ka,∇ku,∇kB)‖2
L2 + 1

4

m∑
k=l+1

‖(∇ku,∇kB)‖2
L2

� δ

⎛
⎝ m∑

k=l+1

‖(∇ka,∇ku,∇kB)‖2
L2 + (1 + t)−6‖w‖2

H 3

⎞
⎠ .

(5.2)

Summing up (5.1) and (5.2), it holds for a positive constant C1 that
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d

dt

m∑
k=l

‖(∇ka,∇ku,∇kB)‖2
L2 + 1

8

m+1∑
k=l+1

‖(∇ku,∇kB)‖2
L2

≤ C1δ

⎛
⎝ m∑

k=l+1

‖∇ka‖2
L2 + (1 + t)−6‖w‖2

H 2

⎞
⎠ .

(5.3)

Summing up the estimates in Lemma 3.3 from k = l to m − 1, we obtain for a positive constant 
C2 that

d

dt

m−1∑
k=l

∫
R3

∇ku∇∇ka dx + 1

4

m∑
k=l+1

‖∇ka‖2
L2

≤ C2

⎛
⎝ m+1∑

k=l+1

‖(∇ku,∇kB)‖2
L2 + δ(1 + t)−6‖w‖2

H 3

⎞
⎠ .

(5.4)

If we compute 16(1 + C2)(5.3) + (5.4), with the help of Cauchy–Schwartz inequality, it is clear 
that, for δ small, there is a positive constant C3 such that

d

dt
Em

l + ‖∇ l+1a‖2
Hm−l−1 + ‖(∇ l+1u,∇ l+1B)‖2

Hm−l ≤ C3δδ0(1 + t)−6, (5.5)

where

Em
l � ‖(∇ la,∇ lu,∇ lB)‖2

Hm−l .

Therefore, setting l = 0 and m = 3, choosing δ ≤ δ
1/2
0 , and integrating in t , we arrive at

‖(a,u,B)(·, t)‖2
H 3 +

t∫
0

(‖∇a(·, τ )‖2
H 2 + ‖(∇u,∇B)(·, τ )‖2

H 3) dτ ≤ C4δ
3/2
0 , (5.6)

for some positive constant C4.
In addition, from Lemma 2.7, we obtain for some positive constant C5 that

‖(a(x, t), u(x, t),B(x, t),w(y, t))‖H 3 ≤ C5δ0. (5.7)

By a standard continuation argument, this closes the a priori estimates (3.1) if at the initial time 
we assume that δ ≤ δ

1/2
0 is sufficiently small.

To conclude the proof of Theorem 1.1, it remains to prove the time-decay estimates, which 
imply the global existence and establish, in particular, (2.19).

Define E−s(t) = ‖(a(x, t), u(x, t), B(x, t))‖2
B−s

2,∞
. We will proceed in three steps for the range 

of s. The idea is to start from smaller s ∈ (0, 12 ] to gain some decay estimates and then push 
forward to the larger s ∈ (1, 3 ] for better decay rates. Here, for the reader’s convenience, we 
2
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remark that our condition in Theorem 1.1 ensure smallness of initial data in Besov space B−l
2,∞

with l ∈ (0, 1]. Actually, let l ∈ (0, 1], s ∈ (1, 32 ], we have

‖a0, u0,B0‖B−�
2,∞

= sup
j

2−�j‖�ja0,�ju0,�jB0‖L2

≤ sup
j<0

2−�j‖�ja0,�ju0,�jB0‖L2 + sup
j≥0

2−�j‖�ja0,�ju0,�jB0‖L2

≤ sup
j<0

2−sj‖�ja0,�ju0,�jB0‖L2 + sup
j≥0

‖�ja0,�ju0,�jB0‖L2

≤ ‖a0, u0,B0‖B−s
2,∞

+ ‖a0, u0,B0‖L2 ≤ δ0.

Case 1: s ∈ (0, 12 ]. For s ∈ (0, 12 ], we read from Lemma 4.1 that

d

dt
‖(a,u,B)‖B−s

2,∞
� ‖(∇a,∇u,∇B)‖2

H 1 + ‖w‖2
L∞,

integrating in time and using (5.6), for some positive constant C6, we have

sup
0≤τ≤t

E−s(t) ≤ C6δ
2
0, for s ∈ (0,

1

2
]. (5.8)

For l = 0, 1, 2, Lemma 6.5 implies that there is a positive constant C7 such that

‖(∇ la,∇ lu,∇ lB)‖L2 ≤ C7δ
1

l+s+1
0 ‖(∇ l+1a,∇ l+1u,∇ l+1B)‖

l+s
l+s+1

L2 ,

which implies that

‖(∇ l+1a,∇ l+1u,∇ l+1B)‖2
L2 ≥ C8δ

− 2
l+s

0

(
‖(∇ la,∇ lu,∇ lB)‖2

L2

) (l+s+1)
l+s

, (5.9)

where C8 = C
− 2(l+s+1)

l+s

7 . Therefore, (5.5) implies that for l = 0, 1, 2,

d

dt
Em

l + C8δ
− 2

l+s

0

(
Em

l

) l+s+1
l+s ≤ C3δ

2
0(1 + t)−6. (5.10)

Setting m = 3 and define A(t) := (1 + t)l+sE3
l (t), we thus deduce

d

dt
A(t) − (1 + t)−1

[
(l + s) − C8δ

− 2
l+s

0 A(t)
1

l+s

]
A(t) ≤ C3δ

2
0(1 + t)(l+s−6). (5.11)

If for some time interval t ∈ [t1, t2] for 0 ≤ t1 < t2, A(t) ≤
(

l+s
C8

)l+s

δ2
0 , then we have on such 

interval,

A(t) ≤ C9δ
2
0, C9 =

(
l + s

C8

)l+s

, t ∈ [t1, t2]. (5.12)
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On the other hand, if for some time interval t ∈ [t3, t4] for 0 ≤ t3 < t4, A(t) ≥
(

l+s
C8

)l+s

δ2
0 , then 

on such interval, we find from (5.11) that

d

dt
A(t) ≤ C3δ

2
0(1 + t)(l+s−6),

which implies that

A(t) ≤ C3δ
2
0

t4∫
0

(1 + t)(l+s−6) dt ≤ C3

5 − (l + s)
δ2

0 ≤ 2C3δ
2
0, (5.13)

where we have used the fact that l + s ≤ 2 + 3
2 < 5. We thus conclude that for all t > 0, it holds 

that

A(t) ≤ C10δ
2
0, for C10 = max{C9,2}. (5.14)

This is equivalent to

E3
l (t) ≤ C11δ

2
0(1 + t)−(l+s), s ∈ (0,

1

2
], l = 0,1,2. (5.15)

We remark that, we do need the smallness of E−s(t) for s ∈ (0, 12 ] in this proof, because of the 
structure in (5.10) due to the interaction terms, which is different from the models with only fluid 
parts.
Case 2: s ∈ ( 1

2 , 1]. For s ∈ ( 1
2 , 32 ], we have from Lemma 4.1 that

d

dt
‖(a,u,B)‖B−s

2,∞
�

(
‖(∇a,∇u,∇B)‖

5
2 −s

L2 ‖(a,u,B)‖s− 1
2

L2 + ‖w‖2
L∞

+ ‖∇2u‖L2‖a‖s− 1
2

L2 ‖∇a‖
3
2 −s

L2

)
.

(5.16)

From the result in Case 1 above, we set s = 1
2 and find for l = 0, 1, 2 that

‖∇ la(t)‖2
H 3−l + ‖∇ lu(t)‖2

H 3−l + ‖∇ lB(t)‖2
H 3−l � δ2

0(1 + t)−(l+ 1
2 ). (5.17)

Therefore, we integrate (5.16) in time to find for some positive constant C11 that

‖(a,u,B)(·, t)‖B−s
2,∞

≤ ‖(a,u,B)(·,0)‖B−s
2,∞

+ C11δ
2
0

t∫
0

(
(1 + τ)

7
4 − s

2 + (1 + τ)−3 + (1 + τ)
9
4 − s

2

)
dτ,

(5.18)

which implies that there is a positive constant C12 such that

E−s(t) ≤ C12δ
2
0, for s ∈ (

1

2
,1]. (5.19)
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Now we use this estimate, and repeat the steps in Case 1 above to obtain

E3
l (t) ≤ C11δ

2
0(1 + t)−(l+s), s ∈ (

1

2
,1], l = 0,1,2. (5.20)

Case 3: s ∈ (1, 32 ]. From the result in Case 2 above, we set s = 1 to find for l = 0, 1, 2, that

‖∇ la(t)‖2
H 3−l + ‖∇ lu(t)‖2

H 3−l + ‖∇ lB(t)‖2
H 3−l � δ2

0(1 + t)−(l+1), (5.21)

with l = 0, 1, 2. Replacing (5.18) with this better decay estimates, the same argument used in 
Case 2 gives

E3
l (t) ≤ C11δ

2
0(1 + t)−(l+s), s ∈ (1,

3

2
], l = 0,1,2. (5.22)

We summarize all cases above to achieve that, for s ∈ (0, 32 ] and l = 0, 1, 2,

‖∇ la(t)‖2
HN−l + ‖(∇ lu(t),∇ lB(t))‖2

HN−l � δ2
0(1 + t)−(l+s).

In particular, when s ∈ (1, 32 ], one finds that

‖∇u‖H 2 � δ0(1 + t)−
1+s

2 ,

with 1+s
2 > 1. Therefore, by choosing δ0 sufficiently small, we see the validity of main a priori 

hypothesis (2.19). We thus complete the proof of Theorem 1.1.

Proof of Theorem 1.2. We outline the proof of Theorem 1.2. When w ≡ 0, we see all the 
estimates up to (5.6) are valid without using the a priori hypothesis (2.19) since it is not necessary 
to change norms between Eulerian and Lagrangian coordinates. In particular, (5.5) reads as

d

dt
Em

l + ‖∇ l+1a‖2
Hm−l−1 + ‖(∇ l+1u,∇ l+1B)‖2

Hm−l ≤ 0. (5.23)

Therefore, the global existence of classical solution (a, u, B)(x, t) is established. For the decay 
estimates, we start with the case s ∈ (0, 12 ]. The same argument with w = 0 in derivation of (5.8)
gives

sup
0≤τ≤t

E−s(t) ≤ C̃6, for s ∈ (0,
1

2
], (5.24)

for some positive constant C̃6, without using the smallness of Besov norms. Then (5.10) becomes

d

dt
Em

l + C̃8δ
− 2

l+s

0

(
Em

l

) l+s+1
l+s ≤ 0, (5.25)

for some positive constant C̃8. This differential inequality implies directly that

Em
l ≤ C̃9(1 + t)−(l+s), for s ∈ (0,

1 ].

2
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The other two cases when s ∈ ( 1
2 , 1] and s ∈ (1, 32 ] can be carried out similarly. We omit the 

details. We thus completes the proof of Theorem 1.2. �
6. Appendix

For the reader’s convenience, we give some useful lemmas, which used frequently in this 
paper.

Lemma 6.1. [13] Let 0 ≤ m, α ≤ l, then one has in R3 that

‖∇αf ‖Lp � ‖∇mf ‖1−θ
Lq ‖∇ lf ‖θ

Lr ,

where 0 ≤ θ ≤ 1 and α satisfies

α

3
− 1

p
=

(
m

3
− 1

q

)
(1 − θ) +

(
l

3
− 1

r

)
θ.

Here when p = ∞ we require that 0 < θ < 1.

Lemma 6.2. [13] Assume that ‖a‖L∞ ≤ 1. Let g(a) be a smooth function of a with bounded 
derivatives of any order then for any integer m ≥ 1 we have

‖∇m(g(a))‖L∞ � ‖∇ma‖L∞ .

Lemma 6.3. [13] For all m ∈ N, if α is a multi-index with |α| ≤ m, there exists C > 0 such that, 
for u, v ∈ Hm ∩ L∞,

‖∇α(uv)‖L2 �
(
‖u‖L∞‖D|α|v‖L2 + ‖D|α|u‖L2‖v‖L∞

)
.

Lemma 6.4. [15,11] Suppose that s > 0 and 1 ≤ p < 2. One has

‖f ‖B−s
r,∞ � ‖f ‖Lp ,

with 1/p − 1/r = s/n. In particular, this holds with s = n/2, r = 2 and p = 1.

Lemma 6.5. [15] Suppose k ≥ 0 and m, β > 0. Then the following inequality holds

‖�kf ‖L2 � ‖�k+mf ‖θ
L2‖f ‖1−θ

B
−β
2,∞

, (6.1)

with θ = β+k
β+k+m

. (6.1) is also true for ∂α with |α| = k (k is a nonnegative integer).
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