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1. Introduction

In [Kel76] Keller formulated the following very general definition of inverse problems, which
is often cited in the literature:

We call two problems inverses of one another if the formulation of each involves
all or part of the solution of the other. Often, for historical reasons, one of the
two problems has been studied extensively for some time, while the other is
newer and not so well understood. In such cases, the former problem is called
the direct problem, while the latter is called the inverse problem.

In many cases one of the two problems is not well-posed in the following sense:
Definition 1.1. (Hadamard) A problem is called well-posed if

1. there exists a solution to the problem (existence),

2. there is at most one solution to the problem (uniqueness),

3. the solution depends continuously on the data (stability).

A problem which is not well-posed is called ill-posed. If one of two problems which are
inverse to each other is ill-posed, we call it the inverse problem and the other one the direct
problem. All inverse problems we will consider in the following are ill-posed.

If the data space is defined as set of solutions to the direct problem, ezxistence of a
solution to the inverse problem is clear. However, a solution may fail to exist if the data
are perturbed by noise. This problem will be addressed below. Uniqueness of a solution
to an inverse problem is often not easy to show. Obviously, it is an important issue. If
uniqueness is not guaranteed by the given data, then either additional data have to be
observed or the set of admissible solutions has to be restricted using a-priori information
on the solution. In other words, a remedy against non-uniqueness can be a reformulation
of the problem.

Among the three Hadamard criteria, a failure to meet the third one is most delicate
to deal with. In this case inevitable measurement and round-off errors can be amplified
by an arbitrarily large factor and make a computed solution completely useless. Until
the beginning of the last century it was generally believed that for natural problems the
solution will always depend continuously on the data (‘matura non facit salti’). If this
was not the case, the mathematical model of the problem was believed to be inadequate.
Therefore, these problems were called ill- or badly posed. Only in the second half of the last
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century it was realized that a huge number of problems aring in science and technology are
ill-posed in any reasonable mathematical setting. This initiated a large amount of research
in stable and accurate methods for the numerical solution of ill-posed problems. Today
inverse and ill-posed problems are still an active area of research. This is reflected in a
large number of journals (“Inverse Problems”, “Inverse and Ill-Posed Problems”, “Inverse
Problems in Engeneering”) and monographs ([BG95, Bau87, EHN96, Gla84, Gro84, Hof86,
I[sa98, Kir96, Kre89, Lav67, Lou89, Mor84, Mor93, TA77, TGSY95]).

Let us consider some typical examples of inverse problems. Many more can be found
in the references above.

Example 1.2. (Numerical differentiation)
Differentiation and integration are two problems, which are inverse to each other. Although
symbolic differentiation is much simpler than symbolic integration, we will call differen-
tiation the inverse problem since it is ill-posed in the setting considered below. For this
reason differentiation turns out to be the more delicate problem from a numerical point of
view.

We define the direct problem to be the evalutation of the integral

(Top)(z) := / p(t)dt  for x € [0,1]
0
for a given ¢ € C([0,1]). The inverse problem consists in solving the equation

The =g (1.1)

for a given g € C([0, 1]) satisfying ¢(0) = 0, or equivalently computing ¢ = ¢'.

Obviously, (1.1) has a solution ¢ in C([0,1]) if and only if g € C'([0,1]). The inverse
problem (1.1) would be well-posed if the data g were measured with the C'-norm. Although
this is certainly a natural setting, it is of no use if the given data contain measurement or
round-off errors which can only be estimated with respect to the supremum norm.

Let us assume that we are given noisy data ¢° € C([0,1]) satisfying

19° — glloo <6
with noise level 0 < § < 1. The functions

g,‘i(m) :=g(x) + dsin %f, x € 0,1],

n = 2,3,4,... satisfy this error bound, but for the derivates

(¢°) () = ¢'(z) + ncos %:c’ z € [0,1]

we find that
1(82) = ¢l|oc = n.
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Hence, the error in the solutions tends blows up without bound as n — oo although the
error in the data is bounded by §. This shows that (1.1) is ill-posed with respect to the
supremum norm.

Let us look at the approximate solution of (1.1) by the central difference quotients

glx+h) —glx—h)

o7 : x € [0,1]

(Rng)(x) =

for h > 0. To make (Rpg)(z) well defined for x near the boundaries, we assume for
simplicity that g is periodic with period 1. A Taylor expansion of g yields

h
9" — Rpglloe < §||g”||oo,
! R < h2 "
19 — Rugllee < gHg [

if g € C?([0,1]) or g € C3([0,1]), respectively. For noisy data the total error can be
estimated by

lg' = Rug’lls < 119 — Rugllso + | Bng — Ring’lls (1.2)
< Mg+
= ey

if g € C?([0,1]). In this estimate we have split the total error into an approximation error
g’ — Rng||s, which tends to 0 as h — 0, and a data noise error R,g° — R;g, which explodes
as h — 0. To get a good approximation we have to balance these two error terms by a
good choice of the discretization parameter h. The minimum of the right hand side of the
error estimate is attained at h = (2/]|¢g”||)/26"/2. With this choice of h the total error is
of the order

lg' = Rng’lloo = O (6"%) . (1.3a)

If g € C3([0,1]), a similar computation shows that for h = (3/[|g"||)*/36'/% we get the
better convergence rate
lg" = Rrg’lloo = O (6°7°) . (1.3b)

More regularity of g does not improve the order 6%? for the central difference quotient
Ry. It can be shown that even for higher order difference schemes the convergence rate is
always smaller than O (). This order can only be achieved for well-posed problems.

The convergence rate (1.3a) reflects the fact that stability can be restored to the inverse
problem (1.1) if the a-priori information

19"lo < E (1.4)

is given. In other words, the restriction of the differentiaton operator to the set Wy :=
{9 : l¢"]| < E} is continuous with respect to the maximum norm. This follows from the
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estimate
/ / d
191 — galle < ||(% — Rp)(91 — 92) [0 + | Bru(91 — 92) |0
h g1 — g2l
< §||91/ — Gsllos + BT

< 2V E[g1 = g2l

which holds for gq, g2 € Wg with the choice h = \/||g1 — 92]|o/ E-

In studying this first example we have seen a number of typical properties of ill-posed
problems:

e amplification of high frequency errors

e dependence of ill-posedness on the choice of norms, which is often determined by
practical needs

restoration of stability by a-priori information

a trade-off between accuracy and stability in the choice of the discretization parameter

dependence of the optimal choice of the discretization parameter and the convergence
rate on the smoothness of the solution

Example 1.3. (Backwards heat equation)

Direct Problem: Given ¢ € L?*([0,1]) find g(z) = u(z,T) (T > 0) where u :
[0,1] x [0,T] — R satisfies

%u(aj,t) = Au(z,t), x € (0,1),t€ (0,7), (1.5a)
u(0,t) = u(1,t) =0, t € (0,77, (1.5b)
u(z,0) = ¢(x), x € [0,1]. (1.5¢)

¢ may describe a temperature profile at time ¢ = 0. On the boundaries of the interval
[0, 1] the temperature is kept at 0. The task is to find the temperature at time ¢t = T". The
inverse problem consists in finding the initial temperature given the temperature at time
t="T.

Inverse Problem: Given g € L*([0,1]), find ¢ € L?([0, 1]) such that u(-,T) = g
and u satisfies (1.5).

Let ¢, == V2 fol sin(mnz)p(z) dz denote the Fourier coefficients of ¢ with respect to
the complete orthonormal system {v/2sin(mn-) :n = 1,2,...} of L?([0,1]). A separation
of variables leads to the formal solution

u(z,t) = V2 Z e " sin(nrx) (1.6)
n=1
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of (1.5). It is a straightforward exercise to show that u defined by (1.6) belongs to
C>([0,1] x (0,T]) and satisfies (1.5a) and (1.5b). Moreover, the initial condition (1.5¢) is
satisfied in the L? sense, i.e. u(-,t) — ¢ ast — 0 in L?([0, 1]).

Introducing the operator Tgy : L*([0,1]) — L*([0, 1]) by

(Teup)(z / Z Tsin(nma) sm(mry)) o(y) dy, (1.7)

we may formulate the inverse problem as an integral equation of the first kind

Note that the direct solution operator Tgy damps out high frequency components with
an exponentially descreasing factor e=™ 7. Therefore, in the inverse problem a data error
in the nth Fourier component of ¢ is amplified by the factor ™71 This shows that the
inverse problem is severely ill-posed.

Also note that the inverse problem does not have a solution for arbitrary g € L?([0, 1]).
For more information on inverse problems in diffusion processes we refer to [ER95].

Example 1.4. (Sideways heat equation and deconvolution problems)
We again consider the heat equation on the interval [0, 1], but this time with an infinite
time interval:

ur(z,t) = uge(x,t),x € (0,1),t € R (1.9a)

The interval [0, 1] may describe some heat conducting medium, e.g. the wall of a furnace.
We assume that the exterior side of the wall is insulated,

ug(0,t) =0, teR, (1.9b)
and that the interior side has the temperature of the interior of the furnace,
u(1,t) = p(t), teR. (1.9¢)
Direct Problem: Given ¢ € L*(R) find u : [0,1] x R — R satisfying (1.9).

In practice the interior of a furnace is not accessible. Temperature measurements can
only be taken at the exterior side of the wall. This leads to the

Inverse Problem: Given g € L*(R), find ¢ € L*(R) such that the solution to
(1.9) satisfies
u(0,t) = g(t), teR. (1.10)

The Fourier transform of u with respect to the time variable,

(Fu)(z,w) ez, t) dt

=7l
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formally satisfies
Figy = (Ftt) g and Fup = iwFu

for 0 < z < 1. Hence, Fu is characterized by the equations
(Fu)ze = iwFu, (Fu),(0,-) =0, (Fu)(1,-) = Fo,
which have the explicit solution

cosh viwzx
cosh viw

where Viw = \/g +i\/§ . It is easily checked that the inverse Fourier transform of the right
hand side of this equation really defines a solution to (1.9). Therefore, we can reformulate

our problem as an operator equation Tsge = g with the operator Tsgp : L*(R) — L*(R)
defined by

(Fu)(z,w) (Fe)(w)

Tsuy = F Y (cosh Viw) * Fe. (1.11)

By the Convolution Theorem Tgy can be written as a convolution operator

[e.e]

(Tauo)lt) = [ kit = 9)p(s)ds
with kernel k = /27 F ! ((cosh viw) ™).

Integral equations of convolution type also arise in other areas of the applied sciences,
e.g. in deblurring of images.

Example 1.5. (Deblurring of images)
In early 1990 the Hubble Space Telescope was launched into the low-earth orbit outside
of the disturbing atmosphere in order to provide images with a unprecedented spatial
resolution. Unfortunately, soon after launch a manufacturing error in the main mirror was
detected, causing severe spherical aberrations in the images. Therefore, before the space
shuttle Endeavour visited the telescope in 1993 to fix the error, astronomers employed
inverse problem techniques to improve the blurred images (cf. [Ado95, LB91]).

The true image ¢ and the blurred image g are related by a first kind integral equation

/ / ke, y: 2,y (el o) Ao dyf = gz, y) (1.12)

where k is the blurring function. k(-; z, yo) describes the blurred image of a point source
at (g, yo). It is usually assumed that £ is spatially invariant, i.e.

k(z,y;2',y") = h(x — 2’y — /), z, 2, y,y € R (1.13)

h is called point spread function. Under the assumption (1.13) the direct problem is de-
scribed by the convolution operator

(Tope)(x,y) = / / hz —a'y —y )e(2,y) da’ dy'.
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The exact solution to the problem

can in principle be computed by Fourier transformation as for the sideways heat equation.
We get ¢ = (27) "L F~1(1/h)Fg. Again, the multiplication by 1/h is unstable since h := Fh

vanishes asymptotlcally for large arguments. Therefore the inverse problem to determine
¢ € L*(R?) given g € L*(R?) is ill-posed.

In many image restoration applications, a crucial problem is to find a suitable point
spread function. For the Hubble Space Telescope it turned out that the blurring function
was to some extent spatially varying, i.e. that assumption (1.13) was violated. Moreover
the functions k(-; zo, yo) had a comparatively large support.

Example 1.6. (Computerized tomography)

Computerized tomography is used in medical imaging and other applications and has been
studied intensively for a long time (cf. [Hel80, Nat86, RK96]). In medical X-ray tomography
one tries to determine the density ¢ of a two-dimensional cross section of the human body
by measuring the attenuation of X-rays. We assume that the support of ¢ is contained in
the disc of radius 1. Let I(t) = Iy 5(t) denote the intensity of an X-ray traveling in direction
Y+ along the line t — s+t where 9 € S* := {x € R? : |z| = 1} and ¥+ := ( _01 (1) ) !/
(cf. Fig. 1.1). Then I satisfies the differential equation

I'(t) = —p(s9 + t9+)I(t)
with the explicit solution
t
I(t) = I(—o0) exp (—/ o(s9 + t9+) df) :

If ¢ has compact support, then I(t) is constant for |¢| sufficiently large. The asymptotic

values I(do00) of I(t) are the given data. We have —In ; s, ‘z(_oo) = (Ry)(0, s) where the

Radon transform is defined by

oo

(Rp) (9, 5) = / o9 + 10 .

— 00

The direct problem consists in evaluating the Radon transform (Rep) (¥, s) for a given density
distribution ¢ € L?(By), By := {x € R? : 2| < 1} at all ¥ € S* and s € R. The inverse
problem is to find ¢ € L?(B;) given g = Rp € L*(S! x R).

In the special case that ¢ is radially symmetric we only need rays from one direction
since (Ry)(9, s) is constant with respect to the direction 9. If o(z) = ®(]z|?), we obtain

Vi—s2? V1—s2 1
(Rgo)(ﬁ,s):/ <p(sq9+m9i)dt:2/0 <I>(t2+s2)dt:/ %d

)
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source

detector

Fig. 1.1: The Radon transform

where we have used the substitutions 7 = t? + 52 and ¢ = s?. Hence our problem reduces
to the Abel integral equation

(Ter®)(o) = g(o), o €l0,1] (1.15)

with the Volterra integral operator

(Ter®)(0) = / %dr (1.16)

Example 1.7. (Electrical Impedance Tomography, EIT)

Let D C R? d = 2,3 describe an electrically conducting medium with spatially varying
conductivity o(x). We denote the voltage by u and assume that the electric field £ =
—gradu is stationary, i.e. 0;F = 0. By Ohm’s law, the current density j satisfies j =
oFE = —ogradu. Applying the div operator to the Maxwell equation rot H = j + 0;(eE)
yields

divo gradu = 0, in D. (1.17a)
since divrot = 0. On the boundary a current distribution
O’% =1, on 0D (1.17b)

is prescribed. By Gauss’ law (or the conservation of charge) it must satisfy

/ Ids =0. (1.17¢)
oD

Since the voltage is only determined up to a constant, we can normalize u by

/ uds = 0. (1.17d)
oD
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Direct problem: Given o, determine the voltage u|gp on the boundary for all
current distributions I satisfying (1.17¢) by solving the elliptic boundary value
problem (1.17a), (1.17b), (1.17d). In other words, determine the Neumann-to-
Dirichlet map A, : H=Y/2(0D) — HY?(0D) defined by A,I := ulsp.

Inverse problem: Given measurements of the voltage distributation u|sp for all
current distributations 7, i.e. given the Neumann-to-Dirichlet map A,, recon-
struct o.

This problem has been studied intensively due to numereous applications in medical imag-
ing and nondestructive testing. Note that even though the underlying differential equation
(1.17a) is linear, the mapping o — A, is nonlinear. Some important papers on theoretical
aspects of this problem are [Ale88, Nac88, Nac95, SU8T|.

For d = 1 the Neumann-to-Dirichlet map is determined by one real number, which
is certainly not enough information to reconstruct the function o(z). If we assume the
interior measurements of w are available, i.e. that u(z) is known for say = € [0,1] in
addition to a(0)u/(0), then ¢ can be computed explicitely. Since (cu’)’ = 0, we have
o(x)u'(x) —o(0)u'(0) = f; (ou') dZ = 0, and hence

o(0)u'(0)
u(z)
provided u'(z) vanishes nowhere. This problem is (mildly) ill-posed as it involves differen-
tiation of the given data u (see example 1.2). If «’ is small in some areas, this may cause
additional instability.

We have introduced two problems where a coefficient in a partial differential equation is

to be determined from (partial) knowledge of the solution of the equation. Such problems
are refered to as parameter identification problems (cf. [BK89, Isa90, Isa98]).

Example 1.8. (Inverse obstacle scattering problems)

Another particularly important class of inverse problems are inverse scattering problems.
Such problems arise in acoustics, electromagnetics, elasticity, and quantum theory. The
aim is to identify properties of inaccessible objects by measuring waves scattered by them.
For simplicity we only look at the acoustic case. Let U(x,t) = Re(u(z)e ™) describe the
velocity potential of a time harmonic wave with frequency w and space—dependent part
u propagating through a homogeneous medium. Then the wave equation 12 thU AU
reduces to the Helmholtz equation

Au+Eu=0  in RN\K. (1.18a)

Here k = w/c is the wave number, and K describes an impenetrable, smooth, bounded
obstacle K. The boundary condition on 0K depends on the surface properties. For sound-
soft obstacles we have the Dirichlet condition

u=0 on OK. (1.18Db)
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We assume that the total field u = u; + u, is the superposition of an known incident field
u;(z) = e*@9 with direction d € {x € R? : |z| = 1} and a scattered field u,. The scattered
field satisfies the Sommerfeld’s radiation condition

lim r@-1/2 @“5 - zku) =0  r=|z|,uniformly for all # = z/r, (1.18¢)
r—00 T

which guarantees that asymptotically energy is transported away from the origin. More-
over, this condition implies that the scattered field behaves asymptotically like an outgoing

wave:
eikr . 1

The function ., : S9°1 — C defined on the sphere S ! := {# € R?: || = 1} is called far
field pattern or scattering amplitude of u.

Direct Problem: Given a smooth bounded obstacle K and an incident wave u;
find the far-field pattern u., € L*(S? 1) of the scattered field satisfying (1.18).

Inverse Problem: Given the far-field pattern u,, € L?(S971) and the incident
wave u; find the obstacle K (e.g. a parametrization of its boundary 0K).

For more information on inverse scattering problems we refer to the monographs [CK83,
CK97b, Ram86] and the literature therein.

All the examples we have considered can be formulated as operator equations

F(p) =g (1.20)

for operators F' : X — Y between normed spaces X and Y. For the linear problems 1.2,
1.3, 1.4, 1.5, and 1.6, F'is given by a linear integral operator

(F(¢))(x) = (T)(x) = / ke, y)o(y) dy

with some kernel k, i.e. these problems can be formulated as integral equations of the first
kind. For operator equations of the form (1.20) Hadamard’s criteria of well-posedness in
Definition 1.1 are

1. F(X)=Y.
2. F' is one-to-one.

3. F~!is continuous.
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The third criterium cannot be satisfied if F' is a compact operator (i.e. it maps bounded
sets to relatively compact sets) and if dim X = oo. Otherwise the unit ball B = F~1(F(B))
in X would be relatively compact, which is false.

If g in equation (1.20) does not describe measured data, but a desired state and if ¢
describes control parameter, one speaks of an optimal control problem. Such problems are
related to inverse problems, but the point of view is different in some respects. First of all,
one is mainly interested in convergence in the image space Y rather than the pre-image
space X. Often one is not even care about uniqueness of a solution ¢ to (1.20). Whereas
in inverse problems it is assumed that g (not g°!) belongs to the range of F, this is not
true for optimal control problems. If the desired state g is not attainable, one tries to get
as close as possible to g, i.e. (1.20) is replaced by the minimization problem

|F(¢) —g|| =min! o€ X.



2. Algorithms for the solution of
linear inverse problems

In this chapter we introduce methods for the stable solution of linear ill-posed operator
equations

Ty =g. (2.1)
Here T': X — Y is a bounded linear injective operator between Hilbert spaces X and Y,
and g € R(T'). The algorithms we are going to discuss have to take care of the fact that
the solution of (2.1) does not depend continuously on the data, i.e. that ||T7!|| = oo and
that the data may be perturbed by noise. We assume that only noisy data ¢° are at our

disposal and that
lg* — gl <. (2.2)

Tikhonov regularization

The problem to solve (2.1) with noise data ¢° may be equivalently reformulated as finding
the minimum of the functional ¢ — ||T¢ — ¢°||*> in X. Of course, the solution to this
minimization problem again does not depend continuously on the data. One possibility to
restore stability is to add a penalty term to the functional involving the distance of ¢ to
some initial guess g:
Ja(p) = 1T — ¢°|I* + allo — o

The parameter o > 0 is called reqularization parameter. If no initial guess is known, we
take ¢y = 0.

Theorem 2.1. The Tikhonov functional J, has a unique minimum ¢?, in X for all a > 0,
¢® €Y, and py € X. This minimum is given by

@) = (T*T 4 o) "N (T*¢° + ayy). (2.3)
The operator T*T + ol is boundedly invertible, so ©° depends continuously on g°.
To prove this theorem we need some preparations.

Definition 2.2. Let X, Y be normed spaces, and let U be an open subset of X. A mapping
F : U — Y is called Fréchet differentiable at ¢ € U if there exists a bounded linear operator
F'lp] : X — Y such that

lim H—}lln (F(p+h) — F(o) — F'lglh) = 0. (2.4)

14
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F'[p] is called the Fréchet derivative of F' at . F is called Fréchet differentiable if it is
Fréchet differentiable at every point ¢ € U.

Lemma 2.3. Let U be an open subset of a normed space X. If FF : U — R is Fréchet
differentiable at ¢ and if ¢ € U is a local minimum of F, then F'[¢] = 0.

Proof. Assume on the contrary that F'[¢p|h # 0. After possibly changing the sign of h we
may assume that F'[p]h < 0. Then

Flp+eh) —Fp) _

li h < 0.
lim ; (]
This contradicts the assumption that ¢ is a local minimum of F'. O

Lemma 2.4. The Tikhonov functional is Fréchet differentiable for every a > 0, and the
Fréchet derivative is given by

Jolelh = 2Re (T*(Tp — ¢°) + aly — o), h)
Proof. The assertion follows from the identity
Ja(p + h) = Jalp) = Jolelh = |Th|* + al|h].

]
Proof of Theorem 2.1. Assume that ¢? minimizes the Tikhonov functional .J,. Then
J'[p°]h =0 for all h € X by Lemma 2.3 and 2.4. The choice h = T*(Tp — ¢°) + a(¢ — ©0)
implies that
(T*T + o)’ = T*¢° + agpy.

The bounded invertibility of T*T + al follows from the Lax-Milgrim lemma and the in-
equality
Re (T°T + al)p, ¢) = | Toll* + all¢l* = af#|*.

To show that % defined by (2.3) minimizes J,, note that for all h € X \ {0} the function
P(t) == Ju(¢2 + th) is a polynomial of degree 2 with ¢» > 0 and ¢’(0) = 0. Hence,
¥(t) > 1(0) for all t € R with equality only for ¢ = 0. O

Landweber iteration

Another idea is to minimize the functional Jy(p) = ||[Tp — ¢°||> by the steepest decent
method. According to Lemma 2.4 the direction of steepest decent is h = —T*(T¢ — g¢°).
This leads to the recursion formula

v = 0 (2.5a)
Oni1 = oo —pT* (T, —¢°), n>0, (2.5b)
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known as Landweber iteration. We will see later that the step size parameter p has be
chosen such that p|7*T|| < 1. It can be shown by induction that the nth Landweber

iterate is given by
n—1

oo =Y (I = pT* Ty uT*g’. (2.6)
5=0
In fact, the equation is obviously correct for n = 0, and if (2.6) holds true for n, then

n

i1t = (I = pT*T)pn + puTg" =Y (I — uT*TY pT*g’.

=0

If some initial guess ¢y to the solution is known, the iteration should be started at .
This case can be reduced to (2.5) by introducing the data §° = g° — T'¢y. The Landweber
iterates ¢, corresponding to these data are related to ¢, by @, = @, — @g, n > 0.

By possibly rescaling the norm in Y, we may also assume for theoretical purposes that

1T < 1. (2.7)

Then we may set ;= 1, and the formulas above become a bit simpler. In practice it is
necessary to estimate the norm of |7*T|| since the speed of convergence depends sensitively
on the value p||7*T||, which should not be much smaller than 1. This can be done by a
few steps of the power method ¢, 11 := T*T,, /|| T*T,||. Usually after about 5 steps with
a random starting vector 1y the norm of ||7*T),|| is sufficiently close to ||T*T||.

Discrepancy principle

A crucial problem concerning Tikhonov regularization as well as other regularization meth-
ods is the choice of the regularization parameter. For Landweber iteration the number of
iterations plays the role of the regularization parameter. For Tikhonov regularization with
@0 = 0 the total error ¢ — ° can be decomposed as follows:

o0 = o= (a+TT) ' T*To+ (T"T + o) "' T*(g — ¢°)
a(al + T*T) o+ (T*T + o) ' T (g — ¢°)

The first term on the right hand side of this identity is called the approzimation error,
and the second term is called the data noise error. Formally (at least if T is a non-zero
multiple of the identity operator) the approximation error tends to 0 as @ — 0. We will
show later that this is true for arbitrary T and ¢ € N(T)*. On the other hand, the
operator (T*T + al)~'T* formally tends to the unbounded operator 7!, so we expect
that the propagated data noise error explods as a — 0. This situation is illustrated in
Figure 2.1. We have a trade-off between accuracy and stability: If « is too large, we get
a poor approximation of the exact solution even for exact data, and if « is too small, the
reconstruction becomes unstable. The optimal value of o depends both on the data noise
level § and the exact solution .
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12 - - -
—— approximation error

10} - propagated data noise error | |
—— total error

error

reaularization narameter

Fig. 2.1: Dependence of error terms on regularization parameter

There exist a variety of strategies for choosing the regularization parameter. The most
well-known is Morozov‘s discrepancy principle. It implies that one should not try to satisfy
the operator equation more accurately than the data noise error. More precisely, it consists
in taking the largest regularization parameter o = a(d, ¢°) such that the residual || T¢? —¢°||
is lower or equal 79, where 7 > 1 is some fixed parameter:

a(d,¢°) = sup{a > 0 |Tgg — ¢°|| < 70} (2.8)

We will prove later that for Tikhonov regularization and most other regularization methods
the function a — ||T¢? — ¢°|| is monotonely increasing. Usually it is sufficient to find «
such that 70 < ||T¢% — ¢°|| < 726 for given constants 1 < 71 < 75. This can be done
by a simple bisection algorithm. Faster convergence can be achieved by Newton’s method
applied to 1/a as unknown.

For iterative methods such as Landweber iteration, the discrepancy principle consists
in stopping the iteration at the first index N for which || TS — ¢°|| < 9.

Other implicit methods

Once we have computed the Tikhonov solution (° defined by (2.3) we may find a better
approximation by applying Tikhonov regularization again using % as initial guess go.
This leads to iterated Tikhonov reqularization:

o = 0 (2.9a)
Ponpt = (TT+al) (T +al,), n>0 (2.9b
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Note that only one operator 7*T" + « has to be inverted to compute gogm for any n € N.
If we use, e.g., the LU factorization to apply (T*T + ol)~!, the computation of go‘;,n for
n > 2 is not much more expensive than the computation of ¢ ;.

The following expression for gpg’n is easily derived by induction:

@ =l +T°T) ™ (T*T) " (ol + T*T)" — o™ 1) T*g° (2.10)

Whereas in iterated Tikhonov regularization n is fixed and « is determined by some
parameter choice rule (e.g. the discrepancy principle), we may also hold « > 0 fixed and
iterpret (2.9) as an iterative method. In this case one speaks of Lardy’s method.

In his original paper on integral equations of the first kind Tikhonov [Tik63] suggested
to include a derivative operator L in the penalty term in order to damp out high frequencies,
i.e. to replace J, by the functional

1T = g°I1” + allL(w — wo)lI*. (2.11)
Since a minimum ¢% of this functional must belong to the domain of the differential
operator, and since || Ly? || must not be too large, the incooperation of L has a smoothing
effect. In many cases this leads to a considerable improvement of the results. If N(L) =
{0}, the situation can usually be reduced to the situation considered before by introducing
a Hilbert space X := D(L) C X with the norm ||¢||x, := ||Le||x ' (cf. [Kre89, Section
16.5]). Typically, X7, is a Sobolev space. If 0 < dimN (L) < oo and || T¢||>+|| Le||* > 7] ¢|l?
for all ¢ € D(L) and some constant v > 0, then the regularization (2.11) still works, but
technical complications occur (cf. [EHN96, Chapter 8])

Other penalty terms have been investigated for special situations. E.g. if jumps of the
unknown solution ¢ have to be detected, the smoothing effect of (2.11) is most undesirable.
Much better results are obtained with the bounded variation norm, which is defined by
lellay = ll¢llzr + || grad ¢|| 1 for smooth functions ¢. In general, if ¢ € L*(Q), Q C R? is
not smooth, the weak formulation

lellsy = el + sup { [ divae: g echionis < 1} (2.12)

has to be used. For more information on functions of bounded variation we refer to [Giu84].
The non-differentiability of the bounded variation norm causes difficulties both in the
convergence analysis and the numerical implementation of this method (cf. [CK97a, NS98,

VO96)).

Maximum entropy regularization is defined by

5112 ’ o(r)
1Ty — g°||* + oz/a o(x) log o) dx (2.13)

where ¢y > 0 is some initial guess. It is assumed that g and ¢ are nonnegative funtions
satisfying [¢odz = [podz = 1 (cf. [EHN96, SG85]). In other words, ¢ and ¢y can be
interpreted as probability densities. Note that the penalty term is nonlinear here. For a
convergence analysis of the maximum entropy method we refer to [EL93].

Tt can be shown by results from spectral theory of unbounded operators that X is complete if L is
self-adjoint and there exists a constant v > 0 such that || Lel|| > v||¢] for all ¢ € D(L).
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Other explicit methods

Implicit methods are characterized by the fact that some operator involving T" has to be
inverted. For many problems the application of the operator T to a vector ¢ € X can
be implemented without the need to set up a matrix corresponding to 7'. For example,
the application of convolution operators can be implemented by FFT using O (N log N)
flops where N is the number of unknowns. This is much faster then a matrix-vector
multiplication with O (N?) flops. Other examples include the application of inverses of
elliptic differential operator by multigrid method and the application of boundary integral
operators by multipole or panel-clustering methods. For these problems explicit schemes
such as Landweber iteration are very attractive since they do not require setting up a
matrix for 7. To apply such schemes we only need routines implementing the application
of the operators T and T™ to given vectors.
Note that the nth Landweber iterate belongs the Krylov subspace defined by

Kn(T*T, T*¢°) := span{(T*T)’T*¢° : 5 =1,...,n}

Since the computation of any element of KC,(T*T,T*g’) requires only (at most) n appli-
cations of T™T, one may try to look for better approximations in the Krylov subspace
Ko (T*T, T*g°).

The conjugate gradient method applied to the normal equation T*T'¢ = T™*y is charac-
terized by the optimality condition

ITei =gl = min |Te—g'l
The algorithm is defined as follows:

0o =0; do=g°% p1=s0="T"dy (2.14a)

for k=1,2,..., unless s_1 =0
q = Ty (2.14b)
ar = [|se-1]*/llgwll® (2.14c)
Y= Qi oy (2.14d)
dr = dg—1 — arqk (2.14e)
s = T*dy (2.14f)
B = llsell*/ Il (2.14g)
Pr+1 = Sk + BkDk (2.14h)

Note that ¢° depends nonlinearly on g°. Moreover, it can be shown that the function
g’ — ¢? is discontinuous. Both of these facts make the analysis of the conjugate gradient
method more difficult than the analysis of other methods.

Quasi solutions

A different method for the solution of general (linear and nonlinear) ill-posed problems is
based on the following topological result:
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Theorem 2.5. Let K be a compact topological space, and let Y be topological space satisfy-
ing the Hausdorff separation axiom. Moreover, let f : K — Y be continuous and injective.
Then f~1: f(K) — K is continuous with respect to the topology of f(K) induced by 'Y .

Proof. We first show that f maps closed sets to closed sets. Let A C K be closed. Since
K is compact, A is compact as well. Due to the continuity of f, f(A) is compact. Since Y
satisfies the Hausdorff axiom, f(A) is closed.

Now let U C K be open. Then f(K\U) is closed by our previous argument. It follows
that f(U) is open in f(K) since f(U)U f(K\U) = f(K) and f(U)N f(K\U) =0 due
to the injectivity of f. Hence, f~! is continuous. O

By Theorem 2.5 the restriction of any injective, continuous operator to a compact set
is boundedly invertible on its range.

Definition 2.6. Let F': X — Y be a continuous (not necessarily linear) operator and let
K C X. 9% € K is called a quasi-solution of F(p) = g° with contraint K if

IF (o)) = g°ll = inf {|F () = ¢°ll : 0 € K} (2.15)

Obviously, a quasi-solution exists if and only if there exists a best-approximation
Qriog® to ¢° in F(K). If F(K) is convex, then Qr)g® exists for all ¢° € Y, and
Qr(x) is continuous. If, moreover, K C X is compact, then ¢} = (F|x) 'Qrx)g° de-
pends continuously on ¢° by Theorem 2.5. Note that F(K) is convex if F is linear and K
is convex.

Since the embedding operators of function spaces with higher regularity to function
spaces with lower regularity are typically compact, convex and compact subsets K of X
are given by imposing a bound on the corresponding stronger norm. E.g., if X = L?([0,1]),
then the sets {¢ € C([0,1]) : ||¢llcr < R} and {p € H}([0,1]) : ||¢'||r2 < R} are compact
in X for all R > 0. Note the in the latter case (2.11) with L = d/dx can be interpreted as
a penalty method for solving the constraint optimization problem (2.15) with F' = T. In
the former case the constraint optimization problem (2.15) is more difficult to solve.

Regularization by discretization

We have seen in Example 1.2 that inverse problems can be regularized by discretization.
In fact, the restriction of T" to any finite dimensional subspace X,, C X yields a well-posed
problem since linear operators on finite dimensional spaces are always bounded. However,
the condition number of the finite dimensional problem may be very large unless X, is
chosen properly. Whereas for differentiation and some other important problems it is well
understood how to choose finite dimensional subspaces such that the condition number
can be controlled, appropriate finite dimensional subspaces are not always known a-priori,
and the numerical computation of such spaces is usually too expensive.

In regularization by discretization the size of the finite dimensional subspace acts as
a regularization parameter. Therefore, asymptotically the solution becomes less reliable
as the discretization gets finer. We refer to [Nat77], [EHN96, Section 3.3], and [Kre89,
Chapter 17| as general references.
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Of course, if other regularization methods such as Tikhonov regularization are used, the
regularized problems have to be discretized for a numerical implementation, and the effects
of this discretization have to be investigated ([Neu88, PV90, Hoh00]). This is refered to as
regularization with discretization as opposed to regularization by discretization discussed
before. In the former case the choice of the discretization scheme is not as critical, and for
any reasonable method the quality of the solution does not deteriorate as the discretization
gets finer. In this lecture we will neither consider regularization by nor regularization with
discretization.



3. Regularization methods

Let X and Y be Hilbert spaces, and let L(X,Y) denote the space of linear bounded
operators from X to Y. We define L(X) := L(X,X). For T' € L(X,Y), the null-space
and the range of T" are denoted by N(T') :={p € X : T =0} and R(T) :=T(X).

Orthogonal projections

Theorem 3.1. Let U be a closed linear subspace of X. Then for each ¢ € X there exists
a unique vector ¥ € U satisfying

I = ll = inf flu —¢]|. (3.1)
1 is called the best approximation to ¢ in U. i is the unique element of U satisfying
(o —1,u)y =0 for allu € U. (3.2)

Proof. We abbreviate the right hand side of (3.1) by d and choose a sequence (u,) C U

such that )
lo—wl* <d®+ -~ neN. (3.3)

Then

1 = n) + (0 — ) I* + llttn — wnm||*

2 2
e
n m

for all n,m € N. Since 3 (u, + un) € U it follows that

2 2
<4+

2 2 1
|tn — U ||? < 4d* + = + = —4Hap— —(Up + U
nom nom

2

This shows that (u,) is a Cauchy sequence. Since U is complete, it has a unique limit
1 € U. Passing to the limit n — oo in (3.3) shows that 1 is a best approximation to .
From the equality

1(p =) +tull* = llo — ¢I* + 2t Re {p — v, u) + ¥ lu]?, (3.4)

which holds for all w € U and all t € R, it follows that 2| Re (¢ — v, u) | < t[jul* for all
t > 0. This implies (3.2). Going back to (3.4) shows that 1 is the only best approximation
to ¢ in U. U

22
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Remark 3.2. An inspection of the proof shows that Theorem 3.1 remains valid if U is a
closed convex subset of X. In this case (3.2) has to be replaced by

Re(p —v,u—v¢) <0  forallueU. (3.5)

Theorem 3.3. Let U # {0} be a closed linear subspace of X and let P : X — U denote
the orthogonal projection onto U, which maps a vector p € X to its best approximation in
U. Then P is a linear operator with | P|| = 1 satisfying

P>=P and P*=P (3.6)

I — P is the orthogonal projection onto the closed subspace Ut := {v € X : (v,u) =
0 for all w € U}. Moreover,

X=UqoU* and U*=U. (3.7)

Proof. Linearity of P follows from the characterization (3.2). Since Py = ¢ for ¢ € U,
we have P? = P and ||P| > 1. (3.2) with u = Py implies ||p||? = ||Po||*> + (I — P)¢||.
Hence, ||P|| < 1. Since

and analogously (p, PY) = (Py, P1), the operator P is self-adjoint.

To show that U~ is closed, let (¢,,) be a convergent subsequence in U+ with limit ¢ € X.
Then (p,u) = lim, .o (pn,u) = 0, so ¢ € UL. It follows from (3.2) that (I — P)p € U+
for all ¢ € X. Moreover, (¢ — (I — P)p,v) = (Pyp,v) = 0 for all v € U+. By Theorem 3.1
this implies that (I — P)y is the best approximation to ¢ in U~.

It follows immediately from the definition of U+ that UNU+ = {0}. Moreover, U+U+ =
X since ¢ = Py + (I — P)yp for all p € X with Pp € U and (I — P)p € U*. Finally,
U =RUI-(I-P)=R(P)=U. O

Theorem 3.4. IfT € L(X,Y) then

N(T)=R(T*)> and  R(T)= N(T*)*. (3.8)
Proof. If ¢ € N(T), then (¢, T*) = (Tp,vp) = 0 for all Y € Y, so p € R(T*)*. Hence,
N(T) C R(T*)*:. If o € R(T*)*, then 0 = (o, T*) = (T'p,v) for all » € Y. Hence
Te =0, ie ¢ € N(T). This shows that R(T)* C N(T) and completes the proof of the
first equality in (3.8). Interchanging the roles of 7' and T™* gives N(T*) = R(T)*. Hence,

N(T*)* = R(T)* = R(T). The last equality follows from (3.7) since R(T)* = R(T)L. O

The Moore-Penrose generalized inverse

We consider an operator equation
To=g (3.9)
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with an operator T' € L(X,Y’). Since we also want to consider optimal control problems,
we neither assume that 7 is injective nor that g € R(T). First we have to define what is
meant by a solution of (3.9) in this case. This leads to a generalization of the notion of
the inverse of T'.

Definition 3.5. ¢ is called a least-squares solution of (3.9) if

1T — gll = nf{ | T — gl| : & € X}. (3.10)

v € X is called a best approzimate solution of (3.9) if ¢ is a least-squares solution of (3.9)
and if
lol| = inf{||¢|| : ¢ is least-squares solution of 7% = g}. (3.11)

Theorem 3.6. Let Q : Y — R(T') denote the orthogonal projection onto R(T'). Then the
following three statements are equivalent:

@ s a least-squares solution to Ty = g. (3.12)
Ty =Qg (3.13)
T"Tp=T"g (3.14)

Proof. Since (T'p — Qg, (I — Q)g) = 0 by Theorem 3.3, we have

1T — g|l> = | Te — Qg|*> + |Qg — g]|*-

This shows that (3.13) implies (3.12). Vice versa, if ¢q is a least-squares solution, the
last equation shows that ¢g is a minimum of the functional ¢ — || Ty — Qgl|. Since
inf e x |T¢ — Qgl|| = 0 by the definition of (), ¢ must satisfy (3.13).

Since N(T*) = R(T)* = R(I — Q) by Theorems 3.3 and 3.4, the identity 7*(I — Q) = 0
holds true. Hence, (3.13) implies (3.14). Vice versa, assume that (3.14) holds true. Then
To—ge N(T*) = R(T)*. Hence, 0 =Q(Ty —g) =Ty — Qg. O

Equation (3.14) is called the normal equation of (3.9). Note that a least-squares solution
may not exist since the infimum in (3.10) may not be attained. It follows from Theorem
3.6 that a least-squares solution of (3.9) exists if and only if g € R(T) + R(T)*.

Let P : X — N(T') denote the orthogonal projection onto the null-space N(T') of T'. If
©o is a least-squares solution to (3.9) then the set of all least-squares solution to (3.9) is
given by {9+ u:u € N(T)}. Since

leo + ull* =11 = P) (0o + w)ll* + 1 P(go +w)lI* = (1 = P)ol* + | Pego + ul,

the best-approximate solution of (3.9) is given by (I — P)gg. In particular, a best-
approzimate solution of (3.9) is unique if it exists.
After these preparations we introduce the Moore-Penrose inverse as follows:

Definition 3.7. The Moore-Penrose (generalized) inverse TT : D(TT) — X of T defined
on D(T) := R(T) + R(T)* maps g € D(T") to the best-approximate solution of (3.9).
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Obviously, TT = Tt if R(T)* =0 and N(T) = 0. Note that T7g is not defined for all
g € Y if R(T) is not closed.

Let T : N(T)* — R(T), Ty := Ty denote the restriction of 7' to N(T)*. Since
N(T) = N(T) " N(T)* = {0} and R(T) = R(T), the operator T is invertible. By the
remarks above, the Moore-Penrose inverse can be written as

Ttg=T7'Qg  for all g € D(TH). (3.15)

Definition and properties of regularization methods

Definition 3.8. Let R, : ¥ — X be a family of continuous (not necessarily linear)
operators defined for o in some index set A, and let @ : (0,00) X Y — A be a parameter
choice rule. For a given noisy data g’ € Y and noise level § > 0 such that ||g° — g|| < 6 the
exact solution T7g is approximated by Ra(5,4%) g°. The pair (R, @) is called a regularization
method for (3.9) if

lim sup {|| Rasg9” = gl : 9 € Y. llg" — gll <5} =0 (3.16)

for all g € D(TT). @ is called an a-priori parameter choice rule if @(d, g°) depends only on
0. Otherwise @ is called an a-posteriori parameter choice rule.

In most cases the operators R, are linear. E.g., for Tikhonov regularization we have
A = (0,00) and R, = (al + T*T)~'T*. The discrepancy principle is an example of an
a-posteriori parameter choice rule since the regularization parameter depends on quantities
arising in the computations, which in turn depend on the observed data ¢°. An example of
an a-priori parameter choice rule for Tikhonov regularization is @(d, g°) = 6. For iterative
methods the number of iterations plays the role of the regularization parameter, i.e. we
have A = N. We will show later that Tikhonov regularization, Landweber iteration and
other method introduced in the previous chapter together with appropriate parameter
choice rules are regularization methods in the sense of Definition 3.8.

The number

sup { || Ra,g9° — T'g|| - ¢° € Y, |lg° — gll < 6}

in (3.16) is the worst case error of the regularization method (R, @) for the exact data
g € D(T") and the noise level 5. We require that the worst case error tends to 0 as the
noise level tends to 0.

If regularization with discretization is considered, the regularization parameter is of
the form o = (&, h), where & is the regularization parameter of the infinite dimensional
method and h is a discretization parameter.

Note that an arbitrary reconstruction method Ttg ~ S(4, ¢°) with a (not necessarily
continuous) mapping S : (0,00) x Y — X can be written in the form of Definition 3.8 by
setting A = X and defining R,g := « for all ¢ € Y. This is important concerning the
negative results in Theorem 3.9 and 3.11 below.

Since it is sometimes hard or impossible to obtain information on the size of the noise
level in practice, parameter choice rules @ have been devised, which only require knowledge
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of the measured data ¢°, but not of the noise level § (cf. [EHN96, Section 4.5] and the
references therein). Although such so-called error-free parameter choice rules give good
results in many cases, the following result by Bakushinskii shows that for an ill-posed
problem one cannot get convergence in the sense of Definition 3.8.

Theorem 3.9. Assume there exists a reqularization method (Ry, @) for (3.9) with a param-
eter choice rule @(6, g°), which depends only on ¢°, but not on §. Then T is continuous.

Proof. Choosing ¢° = g in (3.16) shows that Rgg = T'g for all g € D(TT). Let (gn)nen
be a sequence in D(T'") which converges to g € D(T") as n — co. Then Ra(g,)9n = T gn
for all n € N. Using (3.16) again with ¢° = g, gives 0 = lim, o | Rag,)9n — TTg|| =
lim,, oo ||T7g, — TTg||. This proves the assertion. O

Whereas we are considering the error as a deterministic quantity, it may be more ap-
propriate in some applications to consider it as a probabalistic quantity. The standard
method to determine the regularization parameter in this setting is generalized cross vali-
dation (cf. [Wah90]). Usually it is assumed in this setting that the image space Y is finite
dimensional and that some information on the distribution of the error is known.

Let us consider regularization methods (R,, @) which satisfy the following assumption:

R,:Y — X, a€ AC(0,00) is a family of linear operators and
limsup {@(0,¢°) : g” €Y, [lg° — gl < 6} =0. (3.17)

It follows from (3.16) and (3.17) with ¢’ = g that R, converges pointwise to T':
lir% Rog=Tg for all g € D(TT). (3.18)

Theorem 3.10. Assume that (3.17) holds true and T" is unbounded. Then the operators
R, cannot be uniformly bounded with respect to o, and the operators R,T cannot be norm
convergent as o — 0.

Proof. For the first statement, assume on the contrary that ||R,|| < C for all « € A. Then
(3.18) implies ||T'f|| < C which contradicts our assumption that ||T7|| = co.

For the second statement, assume that we have norm convergence. Then there exists
a € A such that [|R,T — I]| < 1/2. It follows that

1
1Tl < 1779 = RaTT g + || RaQoll < S| T"gll + | Ballll9]

for all g € D(TT), which implies ||TTg|| < 2||Ra|l[lg]l. Again, this contradicts our assump-
tion. O

We have required that (3.16) holds true for all y € D(T7). Our next result shows that
it is not possible to get a uniform convergence rate in (3.16) for all y € D(T).

Theorem 3.11. Assume that there ezist a reqularization method (Ro, @) for (3.9) and a
continuous function f :[0,00) — [0,00) with f(0) = 0 such that

sup {[| Ragng” — Tlgl| - 9° € Y, lg° — gll < 6} < f(6) (3.19)
for all g € D(TT) with ||g|| <1 and all 6 > 0. Then T is continuous.
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Proof. Let (gn)nen be a sequence in D(TT) converging to § € D(T7) as n — oo such that
lgnll < 1 for all n. With 6, := ||g, — §|| we obtain

1T 9 = T3] < |IT"90 = Baon.gn 9l + 1 Ba5, 9090 = T3]

The first term on the right hand side of this inequality can be estimated by setting g =
g° = g, in (3.19), and the second term by setting ¢ = § and g° = g,. We obtain

|77 g, — TG < 2f(6n).

Since f is continuous and f(0) = 0, this implies that 77g, — T'§ as n — oc. Therefore, T''
is continuous at all points ¢ with ||g|| < 1. This implies that 77 is continuous everywhere.
U
Theorem 3.11 shows that for any regularization method for an ill-posed problem con-
vergence can be arbitrarily slow. However, we have seen in Example 1.2 for the central
difference quotient that convergence rates f(8) = Cv/0 or f(§) = C6%? can be shown if
smoothness properties of the exact solution ¢! = TTg are known a-priori. Later we will get
to know generalized smoothness conditions which yield convergence rates in the general
setting considered here.



4. Spectral theory

Compact operators in Hilbert spaces

Lemma 4.1. Let A € L(X) be self-adjoint and assume that X # {0}. Then

[All = sup [(Ap, o) |. (4.1)

lell=1

Proof. Let a denote the right hand side of equation (4.1). It follows from the Cauchy-
Schwarz inequality that ||A|| > a. To show that [|A|| < a first note that

|All = sup [[Apl| <  sup | {Ap,)|
lel=1 lel=lvl=1

since we may choose ¢ = Ap/||Ap||. Let ¢,¢ € X with |¢| = [[¢|| = 1. We choose o € C
with |a| = 1 such that | (Ap,¥)| = (Ap, ar)) and set b := arp. Using the polarization
identity and the fact that (Ay, x) € R for all x € X we obtain

[(Ap,¥)| = ikiozk <A(<p +i*), ¢ + i’“@5>
= i<A30+¢ )+ D) - i<z4(<p—1ﬁ),so—1ﬁ>
< 7 (le+BI2+lle = 1)
= 7 (2Nl +2001?)
a.
This shows that || A]| < a. O

Lemma 4.2. Let A € L(X) be compact and self-adjoint and assume that X # {0}. Then
there exists an eigenvalue A of A such that ||A]| = |)|.

Proof. By virtue of Lemma 4.1 there exists a sequence (p,,) with ||¢,| = 1 for all n such
that (Ap,, o) — A, n — oo where A € {||A||, —||A||}. To prove that A is an eigenvalue,
we note that

0 1An — Apnll = [ Agull® = 2X (Apn, on) + X[l 0nll®

<
< AP = 2X (A, on) + X2 =22 (A = (A, o)) = 0,  n—0,

28
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S0
Ap, — Ao, n — oo. (4.2)

Since A is compact, there exists a subsequence (yn)) such that Ap,g) — 1, k — oo for
some ¥ € X. We may assume that A # 0 since for A = 0 the statement of the theorem
is trivial. It follows from (4.2) that Mg,y — 9, b — oo. Therefore, ¢, ) converges to
p:=1/Xas k — oo, and Ap = \p. O

Theorem 4.3. (Spectral theorem for compact self-adjoint operators) Let A €
L(X) be compact and self-adjoint. Then there exists a complete orthonormal system E =
{¢j: 7 €1} of X consisting of eigenvectors of A. Here I is some indez set, and Ap; = \jp;
forjel. The set J ={je€l:\; #0} is countable, and

Ap = X (e, 05) ¢; (4.3)

jeJ
for all p € X. Moreover, for any € > 0 the set J. :={j € I : |\;| > €} is finite.

Proof. By Zorn’s lemma there exists a maximal orthonormal set E of eigenfunctions of A.
Let U denote the closed linear span of E. Obviously, A(U) C U. Moreover, A(U+) C U+
since (Au, p) = (u, Ap) = 0forallu € U+ and all p € U. As U* is closed, A|y. is compact,
and of course Al is self-adjoint. Hence, if U+ # {0}, there exists an eigenvector 1) € U=+
of A due to Lemma 4.2. Since this contradicts the maximality of F, we conclude that
= {0}. Therefore U = X, i.e. the orthonormal system E is complete.
To show (4.3) we apply A to the Fourier representation

o= {0, 05) ¢; (4.4)
jeI
with respect to the Hilbert basis E.!

Assume that J, is infinite for some € > 0. Then there exists a sequence (@, )nen of
orthonormal eigenvectors such that |\,| > € for all n € N. Since A is compact, there exists
a subsequence (¢n)) of () such that (Ap,w)) = (A@m@ne) is a Cauchy-sequence.
This is a contradlctlon since || An@n — Am@ml> = A2 + A2, > 2€% for m # n due to the
orthonormality of the vectors ¢,,. O

Theorem and Definition 4.4. (Singular value decomposition) Let T € L(X,Y)
be compact, and let P € L(X) denote the orthogonal projection onto N(T'). Then there
exist singular values o9 > o1 > -+ > 0 and orthonormal systems {po, 1,...} C X and
{90,91,-.-} CY such that

= {p,on) pn+ Py (4.5)
n=0

'Recall that only a countable number of terms in (4.4) can be non-zero even if E is not count-
able. By Bessel’s inequality, we have >  cp[(p.0;)* < [[¢]* < oo where }°_ cpl{p,¢;) > =
sup{>_, e | (s #5) |?: G C E,#G < }. Therefore, for each n € N the set S,, := {p; € E:|{p,¢;)| €

(Lel "2y is finite. Hence, S = UnenSn = {9 € E:|{p,¢;)| > 0} is countable.

n+l’ n
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and .
T = 00, Pn) gn (4.6)
n=0

forall p € X. A system {(0n, pn, gn)} with these properties is called a singular system of
T. If dim R(T) < oo, the series in (4.5) and (4.6) degenerate to finite sums. The singular
values o, = 0,(T) are uniquely determined by T and satisfy

on(T) — 0 as n — oo. (4.7)
If dim R(T) < oo and n > dim R(T), we set 0,(T") := 0.

Proof. We use the notation of Theorem 4.3 with A = T*T. Then A\, = (\pn, ©n) =
|T¢n|]? > 0 for all n. Set

The vectors g, are orthogonal since (T'vn, Tpm) = (T*T@n, m) = A\n (O, om) = 0 for
n # m. (4.5) follows from (4.4) since Pp = .\ ; (¢, ;) ;. Applying T to both sides
of (4.5) gives (4.6) by the continuity of the scalar product. Now let {(o,, ¢n, gn)} be any
singular system of 7. It follows from (4.6) with ¢ = ¢, that T¢, = 0,g, for all n.
Moreover, since T*g,, € N(T)* and (T*gn, om) = (Gn, TPm) = Om {Gns i) = Tn0nm for all
n, m, we have

T g, = 0p0n. (4.9)

Hence, T*T'p,, = 02p,,. This shows that the singular values o, (T) are uniquely determined
as positive square roots of the eigenvalues of A = T*T'. (4.7) follows from the fact that 0
is the only possible accumulation point of the eigenvectors of A. O

Example 4.5. For the operator Tgy defined in Example 1.3 a singular system is given by
on(Teu) = V2exp(—n(n+1)2T),
on(z) = go(z) = sin(r(n+1)z), x € 0,1]
for n € Ny.
Theorem 4.6. The singular values of a compact operator T € L(X,Y") satisfy
on(T) =i {||T — F||: F € L(X,Y), dim R(F) < n}, n € Np. (4.10)

Proof. Let a,,(T) denote the right hand side of (4.10). To show that «, (7)) < 0,(T), we
choose Fp = Z;:Ol On (@, ©n) Gn, Where (o, pn, gn) is a singular system of 7. Then by
Parseval’s equality

T~ Fol® = anl (0.0 I < arnliell®.

j=n
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This implies «,(T) < 0,(T). To prove the reverse inequality, let F' € L(X,Y) with
dim R(F') < n be given. Then the restriction of F' to span{go,...,y,} has a non-trivial
null-space. Hence, there exists ¢ = > " anip, with ||| = 1 and Fp = 0. It follows that

n
= ZU?\O@-F > o2
=0

Hence, o, (T) > 0,(T). O

Theorem 4.7. (Picard) Let T € L(X,Y) be compact, and let {(0y, ¢n, gn)} be a singular
system of T'. Then the equation

1T = FII* > (T = F)ell* = ITe|* = Q59

Teo=yg (4.11)
is solvable if and only if g € N(T*)* and if the Picard criterion

1
Z—z 9, gn)|* < 00 (4.12)
=0 TL

1s satisfied. Then the solution is given by

o= Zgn 9. 9n) Pn- (4.13)

n=0

Proof. Assume that g € N(T*)* and that (4.12) holds true. Then g = >°° (9, gn) Gn:
and the series in (4.13) converges. Applying 7" to both sides of (4.13) gives (4.11). Vice
versa, assume that (4.11) holds true. Then g € N(T*)* by Theorem 3.4. Since (g, g,,) =
(T, gn) = (0, T*gn) = 0, {, n) by (4.9), it follows that

- 1 2 - 2
Z; g, g =D (e, n)|* = lll® < o0.
n=0 T n=0

U

The solution formula (4.13) nicely illustrates the ill-posedness of linear operator equa-
tions with a compact operator: Since 1/0, — oo by (4.7), the large Fourier modes are
amplified without bound. Typically, as in Example 4.5 the large Fourier modes correspond
to high frequencies. Obviously, the faster the decay of the singular values, the more severe
is the ill-posedness of the problem.

We say that (4.11) is mildly ill-posed if the singular values decay to 0 at a polyno-
mial rate, i.e. if there exist constants C,p > 0 such that o, > Cn7P for all n € N.
Otherwise (4.11) is called severely ill-posed. If there exist constants C,p > 0 such that
o, < Cexp(—nP), we call the problem (4.11) exponentially ill-posed.

One possibility to restore stability in (4.13) is to truncate the series, i.e. to compute

Rag = Z Ji (9 Gn) Pn- (4.14)

{n:on>a} "
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for some regularization parameter o > 0. This is called truncated singular value decompo-
sitton. A modified version is

Rag == Z 1 g gn Pn- + Z g gn n- (4'15>

{n:on>a} Tn {n: on<a}

This method is usually only efficient if a singular system of the operator is known
explicitely since a numerical computation of the singular values and vectors is too expensive
for large problems.

The spectral theorem for bounded self-adjoint operators

Our next aim is to find a generalization of Theorem 4.3 for bounded self-adjoint operators.
This theorem may be reformulated as follows: We define the operator W : [2(I) — X by
W(f) =32 f(4)w;. Here I*(I) is the Hilbert space of all functions f : I — C with the
norm || f||* := 3./ f (7)>. By Parseval’s equality, W is a unitary operator. Its inverse is
given by (W=10)(j) = (p, ;) for j € J. Eq. (4.3) is equivalent to

W*AW = M,

where M, € L(I*(1)) is defined by (M(\)f)(j) = A;f(4), 7 € I. In other words, there exists
a unitary map W such that A is transformed to the multiplication operator M) on [*(I).

An important class of operators, which occured in the examples 1.4 and 1.5, are con-
volution operators. Let k € L'(RY) satisfy k(x) = k(—z) for z € R%. Then

(A9)@)i= [ ko= y)ola) dy

defines a self-adjoint operator A € L(X). Recall that the Fourier transform
(Fo)(w) == (27T)_d/2/ e~ 1@ p(x) du, w e R?
R4

is unitary on L?(R?) and that the inverse operator is given by

FN@) = @m [ ) aeRe

Due to the assumed symmetry of k, the function Fk is real-valued, and it is bounded since
k € LY(RY). Introducing the function A\ := (27)¥2Fk and the multiplication operator
My € L(L*(R%), (Myf)(w) := Mw) f(w), the Convolution Theorem implies that

FAF ! =

Thus we have again found a unitary map which transforms A to a multiplication opera-
tor. The following theorem shows that this is always possible for a bounded self-adjoint
operator.
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Theorem 4.8 (spectral theorem for bounded self-adjoint operators). Let A € L(X) be
self-adjoint. Then there exist a locally compact space ), a positive Borel measure p on €,

a unitary map
W LA(Q,dy) — X, (4.16)

and a real-valued function A € C(QQ) such that

W*AW = M,, (4.17)
where My € L(L*(Q,du)) is the multiplication operator defined by (Myf)(w) := Aw) f(w)
for f e L*(Q,du) and w € Q.

Note that we have already proved this theorem for all the linear examples in Chapter
(1) by the remarks above. Our proof follows the presentation in [Tay96, Section 8.1] and
makes use of the following special case of the representation theorem of Riesz, the proof of
which can be found e.g. in [Bau90, MV92|. For other versions of the spectral theorem we
refer to [HS71, Rud73, Wei76].

Theorem 4.9 (Riesz). Let Q2 be a locally compact space, and let Cy(S2) denote the space
of continuous, compactly supported functions on 2. Let L : Co(Q2) — R be a positive linear
functional, i.e. L(f) >0 for all f > 0. Then there exists a positive Borel measure p on )
such that for all f € Cy(Q2)

MﬂZ/fW-
Lemma 4.10. Let A € L(X) be self-adjoint. Then the initial value problem

CU) =AU, UO)=1 (4.18)

has a unique solution U € CY(R, L(X)) given by
Ut) = ZO —(itA)", (4.19)

{U(t) : t € R} is a group of unitary operators with the multiplication
U(s+1t)=U(s)U(t). (4.20)

Proof. The series (4.19) together with its term by term derivative converges uniformly on
bounded intervals ¢ € [a,b] with respect to the operator norm since » >~ 1/n!||itA||" =
exp(t||4]]) < oo and >" 7 n/n![[iA|| - |itA[|"~! = || Al exp(¢||4]|) < co. Hence, t — U(t)
is differentiable, and

U'(t) = iA i %(itA)”‘l = iAU(1).
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If U € CY(R, L(X)) is another solution to (4.18), then Z = U — U satisfies Z'(t) = iAZ(t)
and Z(0) = 0. Since A is self-adjoint

%HZ(:&)@H? =2Re(Z'(t)p, Z(t)p) = 2Re (iAZ(t)p, Z(t)p) = 0
for all ¢ € X. Hence Z(t) = 0 and U(t) = U(t) for all ¢.

To establish (4.20) we observe that Z(s) := U(s+1t)—U(s)U(t) satisfies Z'(s) = iAZ(s)
and Z(0) = 0. It follows from the argument above that Z(s) = 0 for all s. By the definition
(4.19), U(t)* = U(—t) for all t € R. Now (4.20) implies that U(¢)*U(t) = U(t)U(t)* = I,
i.e. U(t) is unitary. O

For ¢ € X we call

X, =span{U(t)p:t € R} (4.21)
the cyclic subspace generated by ¢. We say that ¢ € X is a cyclic vector of X if X, = X.

Lemma 4.11. If {U(t) : t € R} is a unitary group on a Hilbert space X, then X is an
orthogonal direct sum of cyclic subspaces.

Proof. An easy application of Zorn’s lemma shows that there exists a maximal set {¢; :
J € I} of vectors ¢ € X such that the cyclic subspaces X, are pairwise orthogonal. Let
V= ;e Xy;- Obviously, U(t)V C V for all t € R. Assume that there exists a vector

Y € V4 with ¢ # 0. Since forallt € Rand all p € V

{Ut), o) = W, Ut)" @) = (), U(=t)p) =0,

it follows that X, C V<. This contradicts the maximality of the set {¢; : j € I}. It
follows that V+ = {0} and X = V. O

Lemma 4.12. If {U(t) : t € R} is a continuous unitary group of operators on a Hilbert
space X, having a cyclic vector ¢, then there exist a positive Borel measure v on R and a
unitary map W : L*(R,dp) — X such that

WUW f(w) = ™ f(w), weR (4.22)
for all f € L*(R,dp) and t € R.
Proof. We consider the function

(1) = (@2m) 2 ({Ut)p,¢), teR

and define the linear functional

L(f) = / T O Ffar



4. Spectral theory 35

for f € C3(R), where f = Ff denotes the Fourier transform of f. L(f) is well-defined
since |((t)| < ||¢]|? < oo and

o0
A

f) = o [ e = o -in? [T et

— 00

for t # 0 by partial integration, so [(Ff)(t)| = O (|t|2) as |t| — oco. Therefore, Lf is well
defined for f € C2(R). Moreover,

W) = n) e [ T (FHOU @

is well defined, and

Wi = et ([ feuees [ fovmea)
= en [ [ FOF0 U o) deas

= (2n) 1/2/ / f(s s)ds C(—t) dt (4.23)

_ / FUF)®) C(—t) e
L),

This shows that L(|f|?) > 0 for f € C2(R).
Our next aim is to show that for each interval [a,b] C R, L has a unique extension to a
bounded, positive linear functional on Cy([a,b]). For this end we choose a smooth cut-off
function y € C3(R) satisfying 0 < x < 1 and y(w) = 1 for w € [a,b]. Let g € CZ([a,b])
with ||g|lec < 1. Then /x2 — g € CZ(R). Hence, L(x* — g) > 0 by (4.23). Analogously,
L(x* + g) > 0. Both inequalities and the linearity of L imply that |L(g)] < L(x?).
Therefore, L is continuous on C?([a, b]) with respect to the maximum norm. To show that
L(g) > 0 for g € CZ(R) with g > 0, we introduce f, := g/ /g + € for all € > 0. Note that
fo € C2(R) and that
9 +g9e—¢*

<e.
g+e -

lo = =
Hence, L(g) = lim..o L(f?) > 0. As C2([a,b]) is dense in Cy([a,d]), L has a unique
extension to a bounded, positive linear functional on Cy([a, b]).

Now Theorem 4.9 implies that L(f) = [ fdu, f € Co(R) for some positive Borel
measure 4 on R. Eq. (4.23) shows that W can be extended to an isometry W : L?(R, u) —
X. Assume that ¢» € R(W)L. Then 0 = (¢, W(f)) = (2m)" V2 [ f(t) (4, U(t)p) dt for all
f € CZ(R). Hence (,U(t)p) = 0 for all t € R. Since ¢ is assumed to be cyclic, ¢ = 0.
Therefore, R(W)+ = {0}, i.e. W is unitary.

e}
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For s € R and f € C3(R) we have
W f) = / (- U pdr = / T FOU + s)pdr
- v [ T F U dt = Us)W(f).

Applying W* to both sides of this equation gives (4.22) for f € CZ(R). Then a density
argument shows that (4.22) holds true for all f € L*(R, u). O

Proof of Theorem 4.8. If X is cyclic, then we apply —id/dt to (4.22) with U defined in
Lemma 4.10 and obtain (4.17) with \(w) = w and Q = R.

In general, by Lemma 4.11 we can decompose X into an orthogonal sum of cyclic sub-
spaces, X = @,;.; X,,. Hence, we obtain a family of Borel measures {y; : j € I'} defined
on ; = R, a family of continuous function A\; € C(€;), and a familiy of unitary mappings
W« L*(Qy, dp;) — X, such that WyAW; = M, for all j € I. Let p denote the sum of
the measures {y; : j € I} defined on the topological sum € of the spaces €2;. Obviously, (2
is locally compact. Moreover, L*(Q, ;1) can be identified with ,; L*(€, d;). Defining
W : L*(Q,dp) — X as the sum of the operators W;, and My € L(L*(Q, du)) as sum of the
operators M), completes the proof. O

Since we have shown that all bounded self-adjoint operators can be transformed to
multiplication operators, we will now look at this class of operators more closely.

Lemma 4.13. Let i be a Borel measure on a locally compact space 2, and let f € C(Q).
Then the norm of M; € L(L*(Q,dp)) defined by (Myg)(w) := f(w)g(w) for g € L*(Q, du)
and w € Q is given by

1671 = 1 £l supp (4.24)

where supp 4 = Q \ USOpen, u(S)=0 5.

Proof. Since

g9l = [ 10aPdi= [ 15oPdn < 1 [ o= 11 ol
Q supp @ supp p

we have ||[My|| < || flloo,suppu- To show the reverse inequality, we may assume that
| f llso.supp . > 0 and choose 0 < € < || f|lcosuppp- By continuity of f, Q¢ := (flsuppp) ({w :
|w| > || fll oo, supp—€}) is open, and | f(w)] > || f]|oo, supp . —€ for allw € Q.. Since Q is locally
compact, there exists a compact neighborhood K to any point in Q, and pu(K) < oo since
i is a Borel measure. Moreover, p(K N€)) > 0 as Q. C supp g and the interior of K N ),
is not empty. Hence, the characteristic function g of K N Q. belongs to L*(Q,du), g # 0,
and [ Msgl| = (1flloo supps — )llgll- Thevefore, [A]| = || fllcssuppy — € for any ¢ > 0. This
completes the proof of (4.24). O

Next we define the spectrum of an operator, which is a generalization of the set of
eigenvalues of a matrix.
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Definition 4.14. Let X be a Banach space and A € L(X). The resolvent set p(A) of
A is the set of all A € C for which N(A] — A) = {0}, R\ — A) = X, and (A\] — A) is
boundedly invertible. The spectrum of A is defined as o(A) := C\ p(A).

It follows immediately from the definition that the spectrum is invariant under unitary
transformations. In particular, o(A) = o(M),) with the notation of Theorem 4.8. By
(4.24), (M — M,)~! exists and is bounded if and only if the function w +— (XA — A(w))~! is
well-defined for p-almost all w € Q and if [|(A — A\)™|co.supp < 00. Since X is continuous,

the latter condition is equivalent to A ¢ A(supp ). In other words, p(M,) = C\ A(supp 1)
or

o(A) = A(supp p). (4.25)

It follows from (4.24) and (4.25) that o(A) is closed and bounded and hence compact.
If p(A) = Z;L:o p; N is a polynomial, it is natural to define

p(A) = Z P A (4.26)

The next theorem generalizes this definition to continuous functions on o(A).

Theorem 4.15 (functional calculus). With the notation of Theorem 4.8 define
f(A) = WMfo)\W* (427)

for a real-valued function f € C(o(A)). Here (f o N)(w) := f(Aw)). Then f(A) € L(X)
is self-adjoint and satisfies (4.26) if f is a polynomial. The mapping f — f(A), which is
called the functional calculus at A, is an isometric algebra homomorphism from C(o(A))
to L(X), i.e. for f,g € C(c(A)) and a, B € R we have

(af +B9)(A) = af(A)+ Fg(A), (4.28a)
(f9)(A) = f(A)g(A), (4.28b)
LA = N1f e (4.28¢)

The functional calculus is uniquely determined by the properties (4.26) and (4.28).

Proof. By (4.24) and (4.25), f(A) is well-defined and bounded. It is self-adjoint since
f is real-valued. For a polynomial p we have p(A) = Wp(M,)W* with the definition
(4.26). Since p(My) = M., this coincides with definition (4.27). The proof of (4.28a) is
straightforward. To show (4.28b), we write

f(A)g(A) = WMfo)\W*WMgo)\W* = WM(fg)o)\W* = (fg)(A)
Finally, using (4.24), (4.25), and the continuity of f,

IF (A = 1M oxll = [1f © Mlsosupp e = 1 flloo.oa)-



4. Spectral theory 38

Let ®4 : C(0(A)) — L(X) be any isometric algebra homomorphism satisfying ®4(p) =
p(A) for all polynomials. By the Weierstral Approximation Theorem, for any f € C(c(A))
there exists a sequence of polynomials (p,) such that [|f — pp|lc,0a) — 0 as n — oo.
Using (4.28¢) we obtain ®4(f) = lim, oo Pa(p,) = lim, . pn(A) = f(A). Therefore, the
functional calculus is uniquely determined by (4.26) and (4.28). O

Theorem 4.15 will be a powerful tool for the convergence analysis in the next section as
it allows to reduce the estimation of operator norms to the estimation of functions defined
on an interval. We will also need the following

Lemma 4.16. IfT € L(X,Y) and f € C([0,||T*T|]), then
THT*T) = f(TTHT. (4.29)

Proof. 1t is obvious that (4.29) holds true if f is a polynomial. By the Weierstrafl Approx-
imation Theorem, for any f € C([0,||7*T|]]) there exists a sequence (p,) of polynomials
such that || f — pnllss,jo,jr=1y) — 0 as n — oo. Hence, T f(T*T) = limy,—.oc Tpp(T*T) =
litn,,o po(TT*)T = f(TT*)T by virtue of (4.28¢). 0

Finally we show that the functional calculus can be extended to the algebra M(c(A))
of bounded, Borel-measureable functions on o(A) with the norm || f{|c := Supse,a) [f(2)]-

Theorem 4.17. The mapping f — f(A) == WM \W* is a norm-decreasing algebra
homomorphism from M(co(A)) to L(X), i.e. for f,g € M(c(A)) and o, B € R we have

(af + Bg)(A) af(A)+ Bg(A), (4.30a)
(f9)(A) = f(A)g(A), (4.30b)
A < [ lleo- (4.30c)

If (fn) is a sequence in M(c(A)) converging pointwise to a function f € M(co(A)) such
that sup, ey || foll < 00, then

[fn(A)p = f(A)pll =0 asn — oo (4.31)

forall p € X.

Proof. (4.30a) and (4.30b) are shown in the same way as (4.28a) and (4.28b). For the proof
of (4.30c) we estimate || f(A)|| = [[Mforll < || flloo- To prove (4.31), we define g := W*p
and C' := sup,cy || full. Since the functions |f, o A — f o A\|?|g|? converge pointwise to 0
and since they are dominated by the integrable function 4C?|g|?, Lebesgue’s Dominated
Convergence Theorem implies that

(A — FA)Q|? = || Mf,00g — Mporgll® = / | fn(Aw)) = fFA@)Plg(w)]*dp — 0

as n — oo. ]



5. Convergence analysis of linear
regularization methods

We consider an operator equation
To=g (5.1)
where T' € L(X,Y) and X and Y are Hilbert spaces. We assume that g € D(T") and that
the data ¢° € Y satisfy
lg—¢’ll <6 (5.2)
In this chapter we are going to consider the convergence of regularization methods of the
form
Ro¢’ = qo(T*T)T*¢° (5.3)
with some functions ¢, € C([0, ||T*T]|])) depending on some regularization parameter o >
0. We denote the reconstructions for exact and noisy data by @, := R,g and ¢’ := R.g°,
respectively and use the symbol o' := TTg for the exact solution. Since T%g = T*Qg =
T*Tp', the reconstruction error for exact data is given by

0" — o = (I = qo(T*T)T*T) " = 1o (T*T) ! (5.4)

with
Ta(A) :=1—=Aga(N), A€ [0, ||TT]. (5.5)

The following table lists the functions ¢, and r, for some regularization methods.

Tikhonov regularization  ¢o(\) = 1= ra(A) = 3=
iterated Tikhonov regu- go(A\) = % ro(N) = (}\%{)"

larization (2.9), n > 1

-1 > >
truncated singular value ¢, (\) = { 3\ ’ i - Z Ta(A) = { ?’ i - Z
decomposition (4.14) ’ ’

-1 > >
truncated singular value ¢,(\) = { 3 N i - Z ra(A) = { (1]’_ Ma i - Z
decomposition (4.15) ’ ’
Landweber iteration () = Z?:_&(l — )/ rn(A) = (1 =)

with p =1

39
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In all these cases the functions r, satisfy

. 0, x>0
lim ra(A) = { 1, A=0 (56)
Ire(N)| < Ce for A€ [0, |TT]. (5.7)

with some constant C; > 0. The limit function defined by the right hand side of (5.6) is
denoted by ro(\). For Landweber iteration we set & = 1/n and assume that the normal-
ization condition (2.7) holds true. Note that (5.6) is equivalent to lim, o ga(A) = 1/ for

all A > 0. Hence, q, explodes near 0. For all methods listed in the table above this growth
is bounded by

C
(Nl < = for A€ [0, T"T] (58)
with some constant Cq > 0.

Theorem 5.1. If (5.6) and (5.7) hold true, then the operators R, defined by (5.3) converge
pointwise to TT on D(TT) as o — 0. With the additional assumption (5.8) the norm of the
reqularization operators can be estimated by

(Cr+1)Cy

[Rall <
«

(5.9)

If @(0, ¢°) is a parameter choice rule satisfying

a(s,g¢’) — 0, and  §/y/a(6,¢9°) — 0 as § — 0, (5.10)
then (Ry, @) is a regqularization method in the sense of Definition 3.8.

Proof. We first aim to show the pointwise convergence R, — T7. Let g € D(T"), o' = T'g,
and A := T*T. Recall from (5.4) that TTg — R,g = ro(A)p'. Using the boundedness con-
dition (5.7), it follows from (4.31) in Theorem 4.17 that lim, o7, (A)p" = ro(A)e'. Since
ro is real-valued and r3 = 7, the operator 79(A) is an orthogonal projection. Moreover,
R(ro(A)) € N(A) since Arg(A) = 0 for all A\ and hence Arq(A) = 0. By (3.8) we have
N(T) = N(A). Hence, |[ro(A)e'||? = (ro(A)¢l, ot) = 0 as o' € N(T')* = N(A)*. This
shows that || R,g — TTg|| — 0 as a — 0.
Using Lemma 4.16 and the Cauchy-Schwarz inequality we obtain that

IRat|* = (TT*qo(TT"), o(TT*)) < [Ada(N)lscllga (Nl 1

for ¢ € Y. Now (5.9) follows from the assumptions (5.7) and (5.8).
To prove that (R, @) is a regularization method, we estimate

et — @2l < Nt — @all + llpa — P2I- (5.11)

The approximation error ||o" — .|| tends to 0 due to the pointwise convergence of R, and
the first assumption in (5.10). The propagated data noise error |[po —¢% | = || Ras)(9—9°)||
vanishes asymptotically as 6 — 0 by (5.2), (5.9), and the second assumption in (5.10). O
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Source conditions

We have seen in Theorem 3.11 that the convergence of any regularization method can be
arbitrarily slow in general. On the other hand, we have seen in Example 1.2 that estimates
on the rate of convergence as the noise level ¢ tends to 0 can be obtained under a-priori
smoothness assumptions on the solution. In a general Hilbert space setting such conditions
have the form

pl=f(T"Tw, weX |uw|<p (5.12)
with a continuous function f satisfying f(0) = 0. (5.12) is called a source condition. The
most common choice f(A) = M with x> 0 leads to source conditions of Holder type,

ol = (T*T) w, we X, ||w| < p. (5.13)

Since T is typically a smoothing operator, (5.12) and (5.13) can be seen as abstract smooth-
ness conditions. In the next chapter we will show for some important problems that source
conditions can be interpreted as classical smoothness conditions in terms of Sobolev spaces.
In (5.13) the case p = 1/2 is of special importance, since

R(T*T)"?) = R(T™) (5.14)

as shown in the exercises. To take advantage of the source condition (5.13) we assume that
there exist constants 0 < jip < 0o and €, > 0 such that

sup [ Mra(N)| < CLa for 0 < p < po. (5.15)
A€[0, | T=T]

The constant g is called the qualification of the family of regularization operators (R, )
defined by (5.3). A straightforward computation shows that the qualification of (iterated)
Tikhonov regularization py = 1 (or ug = n, respectively), and that the qualification of
Landweber iteration and the truncated singular value decomposition is pg = oco. By the
following theorem, i is a measure of the maximal degree of smoothness, for which the
method converges of optimal order.

Theorem 5.2. Assume that (5.138) and (5.15) hold. Then the approximation error and its
image under T satisfy

le" —pall < Cuatp,  for0<p< po, (5.16)

1
ITo! = Teall < Cunrpa V2, for0<p<p—3. (5.17)

Under the additional assumptions (5.2) and (5.8) and with the a-priori parameter choice
2
rule o = cd2+1 ¢ > 0, the total error is bounded by

f_ G| < ¢ 001
" — @all < e (5.18)

with some constant ¢, > 0 independent of g°. For the parameter choice rule a = ¢(§/p) T ,
¢ > 0 we have o,
o

" — @2l < cupmttdzeis (5.19)

with ¢, independent of g° and p.
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Proof. Using (5.4), (5.13), (5.15), and the isometry of the functional calculus (4.28c), we
obtain

le" = @all = lra(T* )| = llra(T*T)TT) w|| < [Nra(N)ecp < Cua’p.
(5.17) follows from (5.16) together with the identify
IT9|* = (T, T) = (T*T, ¥} = (T°T) 20, (T°T) ) = |(T*T) 2y, (5.20)

Due to the assumption (5.2) and (5.9), this gives the estimate

et = @2 < 11" = @all + lpa — 5l < Cuap + 1/ (Cr + 1)Coa™ /4.

This shows (5.18) and (5.19). O

The choice f(A) = M in (5.12) is not always appropriate. Whereas Holder-type source
conditions (5.13) have natural interpretations for many mildly ill-posed problems, they are
far too restrictive for most exponentially ill-posed problems. (5.13) often implies that ¢f
in an analytic function in such situations. As we will see, an appropriate choice of f for
most exponentially ill-posed problems is

[ (=InA)7P,  0< X <exp(-1)
fo(A) = { 0. Y= 0 (5.21)
with p > 0, i.e.
ol = (T Tw,  Jlw| <p. (5.22a)

We call (5.22) a logarithmic source condition. In order to avoid the singularity of f,(\) at
A =1, we always assume in this context that the norm in Y is scaled such that

IT*T| = |IT|* < exp(-1). (5.22b)

The equality in (5.22b) is a consequence of Lemma 4.1. Of course, scaling the norm of Y
has the same effect as scaling the operator 7.

Theorem 5.3. Assume that (5.22) with p > 0 and (5.15) with po > 0 hold true. Then
there exist constants v, > 0 such that the approximation error is bounded by

HSOT — @all < Ypfpla)p (5.23)

for all o € [0,exp(—1)]. Under the additional assumptions (5.2) and (5.8) and with the
a-priori parameter choice rule o = &, the total error is bounded by

lo" = @all < epfp(8)  ford < exp(—1) (5.24)
with some constant ¢, > 0 independent of ¢°. If a = &/p, then
le" = ol < copfold/p),  ford/p < exp(—1) (5.25)

with some constant ¢, > 0 independent of ¢° and p.
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Proof. It follows from (5.4), (5.22), and (4.28¢) that

le" = @all = lra(T* )| = ra(T*T) ST T)w]| < plirafplloc,o.exp(-1))-
If we can show that (5.15) implies

e fp(A) < Y fple) (5.26)

for all A\, a € [0, exp(—1)], we have proved (5.23). To show (5.26) we make the substitution
¢ = a/X and write 7(X, () := rea(A) with ¢ € [0,1/(eA)]. (5.15) and (5.26) are equivalent
to

A < Gt (5.27)
TN\, () < vp%, (5.28)

respectively. Suppose that (5.27) holds true, and define ¥, := supy,<; Cr¢*(—In{+1)? <
0o. Then

In A

for 0 < ¢ <land0< A <exp(—1)since InA < —1. For 1 < ¢ < 1/(e)), condition (5.15)
with @ = 0 implies that
fp(CN)

Fr()
This proves (5.26) with ~, = max(Cp, 7).
Using (5.11), (5.9), and (5.23) we obtain

F(A Q) < Cptf S Fp(=In¢+1)7 <73, (E * 1)_ - %J;,?((g;))

C(] >C()Z7:(>\,C)

5
ot =2l < vpfola) + (1+Co)0qﬁ-

This implies (5.24) with ¢, = 7,0 + /(1 + Co)Cq SUPgr<exp(-1) YA/ fp(A) and (5.25) with
cp =Y+ (1+Co)Cqy SUPg<A<exp(—1) \/X/fp()‘)- 0

Optimality and an abstract stability result

Assume we want to find the best approximate solution ¢f = T7g to (5.1), and at our
disposal are noisy data ¢° satisfying (5.2) and the a-priori information that ¢! satisfies
(5.12). Define

M, ={¢" € X : o' satisfies (5.12)},

and let R : Y — X be an arbitrary mapping to approximately recover ¢ from ¢°. Then
the worst case error of the method R is

Ar(6, My, T) = sup{[|Rg’ — || : o' € My, ¢° €Y, [|T! — Qg’|| < 6}
The best possible error bound is the infimum over all mappings R : Y — X:

A(é, MﬁP?T) = llll%fARQS, Mf’p,T) (529)
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Theorem 5.4. Let w(6, M;,, T) := sup{||¢'|| : o' € My, |T¢'|| < &} denote the modulus
of continuity of (T'|n,,)~". Then

A6, My, T) > w(6, My, T). (5.30)

Proof. Let R:Y — X be an arbitrary mapping, and let o' € M}, such that || Tp']] < 4.
Choosing ¢° = 0 in the definition of Ay gives

AR(0, My, T) = [[R(0) — ¢
Since also —p' € My, and || — Tp'|| < &, we get
Ar(8, My, T) 2 |R(0) + ¢,

and hence
2[le"| < |R(0) — || + [|IR(0) + || < 2AR(8, My, T).

This implies w(8, My, T) < Ag(8, M;,,T) after taking the supremum over all of € M},
with ||T¢"|| < 6. Since R was arbitrary, we have proved (5.30). O

It can be shown that actually equality holds in (5.30). The proof of the reverse in-
equality, which is much more difficult than the proof of Theorem 5.4, proceeds by the
construction of an optimal method for the set My, (cf. [MM79, Lou89, GP95]). These
methods require the a-priori knowledge of both f and p.

Our next aim is to find a computable expression for w(d, My, ,,T') which allows us to
compare error bounds for practical regularization methods to the best possible error bound.
The proof of the next theorem is based on

Lemma 5.5. (Jensen’s inequality) Assume that ¢ € C*([, 3]) with o, 3 € R U {+o0}
is convex, and let pu be a finite measure on some measure space 2. Then

J xdu Jdoxdu
¢< Tdu ) =TT (5:81)

holds for all x € LY(Q,du) satisfying o < x < 3 almost everywhere du. The right hand
side may be infinite if « = —oo0 or f = 0.

Proof. W.lo.g. we may assume that [du = 1. Let M := [ xdu, and consider the Taylor
expansion ¢(§) = ¢(M) + ¢'(M)(§ — M) + ¢"(n) - (€ — M)?/2 for some n € (a, 3). Since
@"(n) > 0, we have ¢(M) + ¢'(M)(E — M) < ¢(&) for all £ € [a, 5]. Hence, with & = x(z),

(M) +¢'(M)(x — M) < gpox
for almost all x € Q. An integration du yields (5.31). O

For the special case ¢(t) =P, p > 1, Jensen’s inequality becomes

Jons(fon) ()
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with ¢ = p%l. From this form, we easily obtain Holder’s inequality

o< e o)

for positive measures 1 on Q, a € LP(i), and b € LI(f1) by setting p = [b|%r and x =
1
|al[b] 7T

Theorem 5.6. Let (5.12) hold, and assume that f € C([0,7]), 7 = ||T||?, is strictly mono-
tonically increasing with f(0) = 0. Moreover, assume that the function ¢ : [0, f(1)?] —

0, 7f(7)?] defined by

$(&) =& (f- )& (5.32)
s convexr and twice continuously differentiable. Then the stability estimate
Ly (Tt
62 < 2 (—” . ) . (5.33)

holds. Consequently, for & < p\/7f(7),

(6, My T) < py/& 1 (0207, (5.34)

Proof. By linearity, we may assume that p = 1. With the notation of Theorem 4.8 let
o = |W™tw]?u. Then (5.31) and (5.32) yield

Hso*n?) (W g (ff 2%)
¢<||wr|2 ¢<HW T B A
SO N _ [ AN (D) AT Tl [Tl
S Jdm ] e Jwl?

By the convexity of ¢, the fact that ¢(0) = 0, and |Jw|| < 1, this estimate implies

o(ll"?) < 1T (5.35)

Since f is strictly increasing, so are f - f, (f- f)7!, ¢, and ¢~1. Hence, applying ¢! to
(5.35) yields (5.33). (5.34) follows from (5.33) and the definition. O

The estimate (5.33) is a stability estimate for (5.1) based on the a-priori information
that ¢ € My,. It corresponds to the stability estimate derived in Example 1.2, which was
based on an a-priori bound on the second derivative of the solution.

Remark 5.7. We discuss when equality holds in (5.33) and (5.34). Let w be an eigenvector
of T*T such that ||w|| = p =1 and T*Tw = Aw. Then ¢! = f(A)w and

et I* = F(N)? = o7 AFV)?) = o (I [1?).
In the second equality we have used the definition (5.32) with £ = f(A\)2, and in the last
equality the identity (5.20). Hence, (5.33) is sharp in this case. Moreover, equality holds

in (5.34) if (6/p)? is an eigenvalue of T*T'f(T*T)?. An exact expression for w(d, My ,,T)
for all ¢ is derived in [Hoh99].
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Definition 5.8. Let (R,, @) be a regularization method for (5.1), and let the assumptions
of Theorem 5.6 be satisfied. Convergence on the source sets My , is said to be

e optimal if

Ap, (8, My, T) < py/ o~ (6%/%)

e asymptotically optimal if
Ap, (0, My, T) = py/o~1 (6%/p?) (1 +0(1)), 0 —0

e of optimal order if there is a constant C' > 1 such that

Ap, (0, My, T) < Cpr/ ¢~ (6%/p?)

for §/p sufficiently small.

142u

For f(\) = A, u > 0, the assumptions of Theorem 5.6 are satisfied, and ¢(§) = £ 2+ .
We get

Corollary 5.9. (5.13) implies
']l < prvam | Tt |75,
Moreover,
2
w(6, Myu,p, T) < pﬁ5ﬁ.

Corollary 5.9 implies that the method in Theorem 5.2 is of optimal order. Note, how-
ever, that this method requires knowledge of the parameter y, i.e. the degree of smoothness
of the unknown solution. We will see below that a-posteriori parameter choice rules can
lead to order-optimal methods, which do not require such a-priori knowledge.

Usually, Corollary 5.9 is proved by interpolation instead of Jensen’s inequality (cf.,e.g.,[EHN96,
Lou89]). We have chosen the latter approach since it also allows to treat logarithmic source
conditions (cf. [Mai94]):

Corollary 5.10. The assumptions of Theorem 5.6 are satisfied for f = f, (see (5.21)),
and the inverses of the corresponding functions ¢, have the asymptotic behavior

\/ 05 (A) = fr(M)(1+0(1)), A— 0. (5.36)

Consequently,

12
16l < of, (@) At+o),  |T¢l/p— 0. (5.37)

w(8, My, ,, T) < pfy (62/p%) (1 +0(1)), 5/p—0. (5.38)
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Proof. By (5.22b), we have T = exp(—1). It is obvious that f, is continuous on [0, 7] and
strictly monotonically increasing. ¢, : [0, 1] — [0, exp(—1)] is given by

Op(€) = Eexp(—€ 7).

From
" . —-1/2p 5_1_%
¢p(€) - exp(—f ) (2p)2
it is easily seen that ¢ () > 0 for £ € [0,1], i.e. ¢, is convex.

To prove the estimate on |/¢;1()), first note that & = ¢, ' (\) implies

(2p—1+€7%)

In\=Ing¢— & .
Therefore,

¢ = (In&—In))"%

_ o () €T
= (—In))? (1_6)

= f()\)2 1_L -
’ Ing—¢ %

Since limg_,g mg_lzii/zp =0 and limy_,o & = limy_.q qb;l()\) = 0, the assertion follows. O
As f,(6%/p*) = 277f,(6/p), Corollary 5.10 implies that the method in Theorem 5.3 is
of optimal order.

The discrepancy principle
We assume in this section the exact data g are attainable, i.e.
g € R(T). (5.39)
Assume that (5.7) holds true and choose
7> C. (5.40)

Instead of (2.8) we consider a version of the discrepancy principle which allows some
sloppyness in the choice of the regularization paramter. If ||¢°| > 70, i.e. if the signal-
to-noise ration ||g°||/d is greater than 7, we assume that o = @(é, g°) is chosen such that

lg° =Tl <76 < |lg° — Tl || (5.41a)

for some o/ € [, 2a]. Otherwise, if ||¢°|| < 76, we set

a(s,¢’) = oo (5.41D)
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and % := 0. In the latter case, when there is more noise than data, there may not exist
o/ such that (5.41a) is satisfied. Note that under assumption (5.8),

* * C *
loall = llaa(T*T)T*g°|| < —IT lI—=0 asa— oo, (5.42)

which explains the notation ¢?_ := 0. Finally note that
9’ =Ty = (1 —Tqs(T*T)T*)g* = r5(TT*)g’° (5.43)

for all 3 > 0 by virtue of Lemma 4.16. Hence, lim,_.q||g° — T¥%| = |ro(TT*)g°|] <
|g°|l < 8 by Theorem 4.17. Together with (5.42) this shows that (5.41a) can be satisfied if
lg°ll = 0.

Theorem 5.11. Let r, and q, satisfy (5.7), (5.8), and (5.15) with uo > 1/2, and let
a(8, g°) be a parameter choice rule satisfying (5.40) and (5.41). Then (R,, @) is a regqular-
1zation method in the sense of Defintion 3.8.

Proof. We will repeatedly use the inequalities

(r +C,)o (5.44a)
g — Tl (5.44b)

lg — Tea|l <
(r—=Ch)o <

which follow from (5.41a), (5.40), and the estimate

Ig = Tws) = (9" = Tl = Ira(T°T)(g — ¢°)|| < Ci. (5.45)

Eq. (5.45), which holds for all § > 0, is a consequence of (5.2) and the identity (5.43).
The proof is again based on the splitting (5.11) of the total error into an approximation
error and a propagated data error. Let (¢°"),cn be a sequence in Y such that ||g—g°|| < 6,
and 8, — 0 as n — oo, and let o, := @(J,,¢°"). Assume that the approximation error
does not tend to 0. Then, after passing to a subsequence, we may assume that there exists
€ > 0 such that
lo" = ¢a, || =€ foralln. (5.46)

Using the notation of Theorem 4.8 with T*T = A = WMW™!, let ¢ :== Wlpl. It
follows from (5.4) and (5.20), and (5.44a) that

/A|mn O MW dp = ||V AT, (AP = IT(¢ = pa, I — 0

as n — o0o. Since 0 < A < ||A|], it follows from the Riesz-Fischer Theorem that there
exists a subsequence of n(k), such that Alr,,,,, o A?17]2 — 0 pointwise almost everywhere
du as k — oco. Hence, |rq,,, oA =700 AP[¢!* — 0 pointwise almost everywhere dp
as k — oo, where ry denotes the limit function defined by the right-hand side of (5.6).
With assumption (5.7), it follows from Lebesque’s Dominated Convergence Theorem that
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S Taps © A =100 AP[WT>dp — 0 as k — co. Since ro(A)p" = 0 as shown in the proof of
Theorem 5.1, this implies that

19" = Gay | = e (DTN = 17, (A" = 10 (A)T[| — 0

as k — oo. This contradicts (5.46). Hence, ||¢" — ¢q, || — 0 as n — oo.
Now assume that the propagated data noise error does not tend to 0. In analogy to
(5.46) we may assume that there exists € > 0 such that

[Pan — 2| > €  for all n. (5.47)

It follows from (5.9) that

) )

<L <C-= 5.48
<ogm <o (5.48)
with a generic constant C' independent of n. This implies that (5.48) o/, — 0 as n — oc.
Now it follows from (5.44b), (5.17), and the assumption po > 1/2 that

On 1T(p" = par )|
[an — 0| < C <C

vay, vay,
as n — oo with a generic constant C'. This contradicts (5.47). Hence, both the approxi-
mation error and the propagated data noise error tend to 0, and the proof is complete. [

The next theorem shows that the discrepancy principle leads to order optimal conver-
gence rates.

||(p04n - (pin

< C(al)o=12 50 (5.49)

n

Theorem 5.12. Under the assumptions of Theorem 5.11 let ' satisfy the Hélder source
condition (5.13) with 0 < p < po — 1/2. Then there exists a constant ¢, > 0 independent
of p, 0, and ¢ such that

1 12
10" — Paisgnll < cupFTo2eiT, (5.50)

Proof. To estimate the approximation error we use Corollary 5.9 with ¢! replaced by
Of — o = 1o (T*T) " = (T*T) ro(T*T)w. Since ||ro(T*T)w|| < C.p, this gives

||§0Jr - 9001” S (pCr)m ||ZT(Q0Jr - @a)”ﬁ S (pcr)m((T + Cr)(s)ﬁ (551)

Here the second inequality is a consequence of (5.44a). To estimate the propagated data
noise error, note that (5.17) and (5.44b) imply

(1= C)6 < N9 = Tpwll < Cugrja(a)2p.
Together with (5.2) and (5.9) it follows that

G+ DG [HC+1)Cy

1 2n
0 < ¢, p2ti 2t
= Cp
«o o

lpa — @2 <
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with a constant ¢, independent of p, d, and of. This together with (5.51) shows (5.50). O

By Theorem 5.12, the discrepancy principle leads to order-optimal convergence only for
1 < po — 1/2, whereas the a-priori rule in Theorem 5.2 yields order-optimal convergence
for all p < po. It can be shown that (5.50) cannot be extended to pu € (o — 1/2, o)
(cf. [Gro83] for Tikhonov regularization). This fact has initiated a considerable amount of
research in improved a-posteriori rule, which yield order-optimal convergence for all u < py
without a-priori knowledge of p (cf. [EG88, Gfr87] and references in [EHN96]).

For logarithmic source conditions, the discrepancy principle also leads to order-optimal
convergence. With a modified version of the discrepancy principle even asymptotically
optimal convergence rates can be achieved without a-priori knowledge of p (cf. [Hoh00]).



6. Interpretation of source conditions

In the previous chapter we have established convergence rates of regularization methods
for ill-posed operator equations T'¢ = g if the exact solution ' satisfies a source condition

ol = (T Dw,  wl| <p

with a continuous function f : [0, ||7*T||] — [0, 00) satisfying f(0) = 0. It is usually not
obvious what such a condition means for a specific inverse problem. The aim of this chapter
is to interpret source condition for some important inverse problems.

Sobolev spaces of periodic functions

Let

F@) = ——exp(ing), neZ

V2m

denote the standard orthonormal basis of L?([0,2n]) with respect to the inner product
(p, ) = f027r o(z)Y(x) dz. For ¢ € L*([0,27]) we denote the Fourier coefficients of ¢ by

o(n) = (@, fa) n € Z.

Then |l¢||2. = >,z |¢(n)|* by Parseval’s equality, and o = >, $(n) fa.
Definition 6.1. For 0 < s < oo we define

1/2
|l s = (Z(1+n2)3|¢(n)\2> (6.1)

and
H*([0,27]) == {¢ € L*([0,27]) : [|¢]l s < o0}

H*([0,27]) is called a Sobolev space of index s. Note that H°([0, 2x]) = L*([0, 27]).
Theorem 6.2. H*([0,27]) is a Hilbert space for s > 0.

Proof. 1t is easy to show that H*(]0,2n]) is a linear space and that

(@, 0) s = Y (1+0%)°G(n)id(n)

neL

51
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is an inner product on H*([0, 27]) satisfying ||¢||%: = (p, @)y for all ¢ € H*([0,27]). To
show completeness, let (¢)ren be a Cauchy sequence in H*([0,27]). Then (gr(n))ken is a
Cauchy sequence for each n € Z, and ¢(n) := limy_o, $r(n) is well defined. We have to
show that ¢ := 3", f,¢(n) belongs to H*([0,2n]) and that ||¢ — @i|gs — 0 as k — oo.
Given € > 0 there exists k > 0 such that || — ¢i||%s < € for all [ > k. Hence,

N

S+ letn) P = Jim 3 () ln) - i)

n=—N n=—N

< sup |lor — prllze < e
1>k

for all N > 0. Taking the supremum over N € N shows that || — ¢i| g < €. This implies
that ||¢||gs < 0o and ¢ — @ in H® as k — oo. O

Remark 6.3. Another definition of Sobolev spaces of integral index s € N uses the concept
of weak derivatives. A 2m-periodic function ¢ € L?([0,27]) is said to have a weak (or
distributional) derivative D¥p € L*([0,27]) of order k € N if the periodic continuation of
D*p satisfies

/R@c(’“) da = (—U’“/(D%)xdx

R

for all y € C*(R) with compact support. It can be shown that H*([0,2n]) is the set of
all functions in L*([0,27]) which have weak derivatives in L*([0,27]) of order < k (see
exercises). This alternative definition can be used to introduce Sobolev spaces on more
general domains.

For more information on Sobolev spaces of periodic functions, we refer to [Kre89, Chap-
ter 8].

Holder-type source conditions

Our first example is numerical differention. Since differentiation annihilates constant func-
tion we define the Hilbert space

zit0.20) = {o e 20,20 [ otz =0}

of L? function with zero mean. The inverse of the differentiation operator on L3([0, 27]) is
given by

(Tog)(x) = / o) di telp),  xe[0,2n]

where ¢(p) == —5= fozw Jy ¢(t)dtdz is defined such that Tpp € L3([0,2n]) for all ¢ €
L4(]0, 27]), i.e. Tp € L(LA([0, 27])).
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Theorem 6.4. R((T}3Tp)") = H*([0,27])NLE([0, 27]) for all u > 0. Moreover, there exist
constants ¢,C' > 0 such that c||wl|z: < [[(THTp ) w]| gee < Cllwl|z2 for all w € L*(]0, 27]),
ie. ||(THTp) w|| gan ~ JJw||Lz.

Proof. Note that LZ([0,27]) = span{f, :n € Z,n # 0}. A straightforward computation
shows that Tp f, = %fn for n € Z \ {0}. It follows that T} f, = —%fn since (T'p, fn) =

Lo(n) = (¢, 2 f,). Hence,

. 1
TDTDfn = ﬁfm n e \ {O}v

ie. {fn : n € Z\ {0}} is complete orthonormal system of eigenfunctions of Tj\7p. It
follows from Theorem 4.15 with W : I*(Z \ {0}) — L§([0,2n]), W := >°, ,&(n) fn and
A(n) = n=? that

1
n2u

(TpTp)'w =Y

n#0

w(n) f

for all w € L([0,2n]). Therefore,

. 1+n? 2 . N
Tl = 3 (55 ) o) < 2w < oo
n#0

which implies R((T3Tp)*) € H?*([0,27]) N L°([0,27]). To prove the reverse inclusion, let
¢ € H*([0,27]) and define w := Y n*@(n)fn. Then w € L§([0,27]) is well defined
since ]2 = 3, o(n)2Im) < 9] < o0, and (TTh)w = ¢ .
Theorem 6.4 implies that if " € H?*([0,27]) and if the regularization method satisfies
the assumptions of either Theorem 5.2 or Theorem 5.12, then the error can be estimated
by
It = exsanllie < cupmToTE.

with p = ||¢'||g2«. Replacing the Sobolev spaces H?*([0,27]) by the classical function
spaces C?([0,2n]) with u € {0,1/2,1}, this corresponds to the convergence rates (1.3)
obtained for the central difference quotient.

Our second example is related to solution of the boundary value problem
Au=0 1in Q, u=f ondf (6.2)

where 0 C R? is a bounded, simply connected region with smooth boundary 99 and
f € C(092). The single layer potential

u(@) = —— m@b(y) Injz —ylds(y), z€Q

solves (6.2) if and only if the density 1 € C(02) solves Symm’s equation

— [ vhle—yldst) = f). ae0m
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(cf. [Kre89]). It is a prototype of a one-dimensional first-kind integral equation with a
logarithmic singularity. We consider the special case that 92 is a circle of radius a > 0
parametrized by z(t) = a(cost,sint), ¢t € [0,2n]. Then |2(t) — 2(7)|* = 4a®sin® 7, and

setting ¢(t) := ay(z(t)) and g(t) := f(z(t)) we get

1 2m 1 _
—;/0 (1) <lna + 5111 <4$in2 !

The left hand side of this equation is denoted by (Ts,¢)(t). We now consider (6.3) as an
integral equation in L*(]0,27]). Since the integral operator Tsy has a square integrable
kernel, it is a compact operator in L(L?([0,27])). Therefore, (6.3) is ill-posed.

Theorem 6.5. If a # 1, then R((T3,Tsy)") = H*([0,2x]) for all p > 0. Moreover,
(T2, Ty )0l o ~ ]2 for w € L0, 271

T)) dr = g(t),  te[0,2n]. (6.3)

Proof. Using the integrals

2
i 6int In 4SiIl2 E dt = _1/|n|7 n €z \ {0}
27 /o 2 0, n =20

(cf. [Kir96, Lemma 3.17]) we obtain

_ [ Ynlfs, neZ\{0}
Tsyf"_{ 2lnafy, n=0

As Tg, = Tsy it follows that

) _ YnPf., neZ\{0}
(TsyTsy) fn = { (2Ina)’fs, n=0

Now the proof is almost identical to that of Theorem 6.4. O

Logarithmic source conditions

We consider the initial value problem for the heat equation with periodic boundary condi-
tions:

0 0?

Eu(m,t) = wu(w,t), xz € (0,2m),t € (0,7 (6.4a)
u(0,t) = u(2m,t), te(0,7) (6.4Db)
u(z,0) = (), x € [0, 27]. (6.4¢)

This is equivalent to the heat equation on a circle. In analogy to (1.6), the solution to this
evolution problem is given by

u(e,t) = 3 exp(—n2)e(n) ful)

neL



6. Interpretation of source conditions 55

We define the operator Ty € L(X,Y) with X =Y = L?([0,27]) by (Tsup)(z) := u(x,T)
where u satisfies (6.4), i.e

Tone = Y exp(—n’T)@(n) fa. (6.5)

nez

In order to meat the normalization condition (5.22b), we define the norm in Y to be
1]y = exp(=1/2)[[¢[| 2-

Theorem 6.6. R(f,(TyyTsn)) = H?([0,27]) for all p > 0, and || f,(TaaTeu)w| e ~
[w]] 2.

Proof. It follows from (6.5) and the definition of the norm in Y that

TinTone = Y exp(—1) exp(=21n%)$(n) fr-

ne”L

Hence,

Fo(TanTon)w =Y folexp(=1) exp(=2Tn%))i(n) fo = Y (1 +2T0%) Pid(n) f,

nez nel

for w € L?([0,27]) and

1+n?

2p
o) 6P STl

Tyl = 3
nez

Therefore, R(f,(TigTen)) € H?([0,27]). Vice versa, let p € H?([0,2n]), and define
w =Y (14 2Tn?)P (n) such that f,(T3gTen)w = ¢. It follows from |w| 2 =
Y onez(142T02)?Pp(n) > < (27)%|| |32y < oo that w € L?([0, 27]). Hence, H?*([0,27]) C
R(fp(TguTen))- O

Theorem 6.6 shows that if T € H? ([0, 27]) and the regularization method satisfies the
assumptions of Theorem 5.3, then the error can be estimated by

ot = @2 < copfn(8/p)

with p = ||| r2s.
Analogous results for the heat equation in more general domains, for the sideways heat
equation, and for some other problems can be found in [Hoh00].
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The Fréchet derivative

Most regularization methods for nonlinear problems are based on a linearization of the
operator equation. Recall the definition of the Fréchet derivative from Chapter 2:

Definition 7.1. Let X, Y be normed spaces, and let U be an open subset of X. A mapping
F : U — Y is called Fréchet differentiable at ¢ € U if there exists a bounded linear operator
F'l¢] : X — Y such that

17 (e + h) — Fp) — Flglh] = o (||Al]) (7.1)

uniformly as ||h|| — 0. F'[p] is called the Fréchet derivative of F' at . F is called Fréchet
differentiable if it is Fréchet differentiable at every point ¢ € U. F is called continuously
differentiable if F' is differentiable and if F': U — L(X,Y’) is continuous.

We collect some basic properties of the Fréchet derivative.
Theorem 7.2. Let F: U C X — Y be Fréchet differentiable, and let Z be a normed space.
1. The Fréchet derivative of F' is uniquely determined.

2. If G:U —Y 1is Fréchet differentiable, then oF + 3G is differentiable for all a, 3 € R
(or C) and
(aF + BG)[¢] = aF'[p] + BG'lg], €U (7.2)

3. (Chain rule) If G : Y — Z is Fréchet differentiable, the Go F' : U — Z if Fréchet
differentiable, and

(GoFYlpl =CF()F, ¢el. (7.3)

4. (Product rule) A bounded bilinear mapping b : X XY — Z is Fréchet differentiable,
and

(o1, 02)](ha, ha) = b(ip1, ha) + b(h, p2) (7.4)

for all p1,h1 € X and ps,hy €Y.

5. (Derivative of the operator inverse) Let X, Y be Banach spaces, and assume that
the set U C L(X,Y) of operators which have a bounded inverse is not empty. Then
the mapping inv : U — L(Y, X) defined by inv(T) := T~ is Fréchet differentiable,
and

inv'[T|H = T 'HT™* (7.5)
forT €U and H € L(X,Y).

96
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Remark 7.3. If () is a normed space and F} : Q — X and F; — Y are Fréchet differen-
tiable, then the product rule and the chain rule with G = band F = (F1, F3) : Q — X XY
imply that b(Fy, Fy) is Fréchet differentiable with

b(Fy, F2)'[qlh = b(Fi(q), F3lglh) + b(Fi[q]h, Fa(q))-

If b is the product of real numbers, this is the ordinary product rule. Similarly, part 5
and the chain rule imply that for a mapping 7" : ) — U the function inv o T" is Fréchet
differentiable with

(inv o T)'[glh = =T(q)~* (T"[glh) T(q)~".
If X =Y =R, this is the quotient rule.

Proof of Theorem 7.21) Let F' be another Fréchet derivative of F. Then for all ¢ € U,
h € X and € > 0 we have

IF"[pleh — F'lglehll < [|F(¢+eh) = Flp) = F'[gleh]
+ = Fle+¢h) = F(p) = F'lpleh] = o (e)
as € — 0. Dividing by e shows that F'[¢]h = F'[¢]h.

2) This is obvious.
3) We have

IG(F(p+h) = G(F(p) — G'E()E ¢l
< IG(F(p +h) = G(F(p) = GTE@I(F(p+h) = F(o)l
HIG Pl EF (e + h) = Fp) — Flg]n].

It follows from the Fréchet differentiability of F' that ||[F(¢ + h) — F(p)|| = ||[F'[¢]h| +
o(||r])) = O (||h]]) as ||k]| — 0. Since G is Fréchet differentiable, the first term on the right
hand side is of order o (||F'(¢ + h) — F(p)]|) = o (||h]|). Due to the boundedness of ||G'[¢]]]
and the Fréchet differentiability of F', the second term is also of order o (||h]|).

4) This follows from the identity

b(1 + hi, 2 4 ha) — b(p1, 2) — b(@1, ha) — b(h1, @2) = b(hy, hy)

and the boundedness of b.
5) By the Neumann series

(T+H) =TI +HT Y '=T"-T''HT '+ R

for [|[H]| < IT7H] with R = 322, T=(=HT™). As |R| = O(IT""(=HT")*||) =
O (||H][?), this shows (7.5). O

Next we want to define the integral over a continuous function G : [a, b] — X defined on
a bounded interval [a,b] C R with values in a Hilbert space X. The functional L : X — R
(or L: X — Cif X is a complex Hilbert space) given by
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is (anti)linear and bounded since the t — ||G(t)]| is continuous on the compact interval
la, b] and hence bounded. Using the Riesz representation theorem, we define fol G(t)dt to
be the unique element in X satisfying

< / ) dw> — L()

for all ¢ € X. It follows immediately from this definition that

H/CWNWS/HWMMt (7.6)

Lemma 7.4. Let X,Y be Hilbert spaces and U C X open. Moreover, let o € U and h € X
such that o +th € U for all0 <t < 1. If F: U — Y s Fréchet differentiable, then

F(p+h) — Fp) = /0 1 F'[p + thlhdt. (7.7)

Proof. For a given 1) € X consider the function
f@) = (Flp+th),¢), 0<t<1
By the chain rule, f is differentiable and
f'(t) = (F'lp + thlh, ¥) .
Hence, by the Fundamental Theorem of Calculus, f(1) — f(0) = fol f'(t)dt or

(Fle+h)—F(p), ) = </01F/[<p+th]hdt,¢>-

Since this holds true for all 1) € X, we have proved the assertion. O

Lemma 7.5. Let X,Y be Hilbert spaces and U C X open. Let ' : U — Y be Fréchet
differentiable and assume that there exists a Lipschitz constant L such that

1F"[e] — F'I|l < Ll — ¢l (7.8)
forall o, € U. If p+th e U forallt € |0,1], then (7.1) can be improved to

L
IF(p+ 1) = F(p) = Flelhll < SlIn1"
Proof. Using Lemma 7.4, (7.6) and (7.8) we get

|F(o+h) — F(g) — Flolh] =\A<F@+mm—ﬁwwmﬂ

1
< [ 1Fle -+ thih— Flolnl at
0

! 2 Lo
< [ Ltf|p]]"dt = S]]
0 2
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Compactness

Definition 7.6. Let X,Y be normed spaces, and let U be a subset of X. An operator
F .U — Y is called compact if it maps bounded sets to relatively compact sets. It is called
completely continuous if it is continuous and compact.

Unlike in the linear case, a nonlinear compact operator is not necessarily continuous (see
exercises). We mention that the terms compact and complete continuous are sometimes
used differently in the literature.

Let Z be another normed space, and let ' = Ho G with G: U — Z and H : Z — Y.
It follows immediately from the definition that F' is compact if G is compact and H is
continuous, or if G maps bounded sets to bounded sets and H is compact. This facts can
often be used to prove the compactness of nonlinear operators.

Theorem 7.7. Let X,Y be normed spaces, and let U C X be open. If F': U — Y is
compact and X is infinite dimensional, then F~1 cannot be continuous, i.e. the equation
F(p) =g is ill-posed.

Proof. If F~! does not exist, there is nothing to show. Assume that F~! exists as a
continuous operator. Then F~! maps relatively compact sets to relatively compact sets.
Hence every ball B = {p € X : || — ¢o|| < €} contained in U is relatively compact since
F(B) is relatively compact and B = F~'(F(B)). This is not possible since dim X = co. [

The idea of Newton-type methods, which will be discussed in the next section, is to
replace F'(p) = g by the linearized equation

F'lon)hn = g — F(on) (7.9)
in each step and update ¢, by ¢ni1 := ¢, + h,. The following result implies that (7.9)

inherits the ill-posedness of the original equation if F' is completely continuous.

Theorem 7.8. Let X be a normed space, Y a Banach space, and let U C X be open. If
F:U =Y is completely continuous and Fréchet diffentiable, then F'[¢] is compact for all
pel.

Proof. The proof relies on the fact that a subset K of the Banach space Y is relatively
compact if and only if it is totally bounded, i.e. if for any € > 0 there exist ¥, ...,¢, € Y
such that mini<;<, |[|¢ — ¢;|| < e for all ¢ € K (cf. e.g. [Kre89, Section 1.4]).

We have to show that

K = {Fglh:he X, |h] < 1)

is relatively compact. Let € > 0. By the definition of the Fréchet derivative there exists
0 > 0 such that ¢ +h € U and

|F(p+h) = F(g) = F'lelhll < S IAl (7.10)
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for all ||h|| < 0. Since F'is compact, the set {F(¢ + 0h) : h € X, ||| < 1} is relatively
compact and hence totally bounded, i.e. there exist hy,...,h, € X with |h;|| < 1, j =
1,...,n such that for all h € X satisfying ||h|| < 1 there exists and index j € {1,...,n}

such that 5
IF (¢ + 6h) — F(p + 6h))|| < % (7.11)

Using (7.10) and (7.11) we obtain

S| F'[elh — F'lglhy|| < [|F (0 +0h) — F(p + ohy)|
+l = F(p +0h) + F(p) + F'l@loh]| + [[F (¢ + 0h;) — Fp) = F'[]oh;|| < de,

i.e. K is totally bounded. O

Apart from Theorem 7.10 the connection between the ill-posedness of a nonlinear
problem and its linearization is less close than one may expect as counter-examples in
[EKN89, Sch02] show.

The inhomogeneous medium scattering problem

A classical inverse problem is to determine the refractive index of a medium from mea-
surements of far field patterns of scattered time-harmonic acoustic waves in this medium.
Let u; be an incident field satisfying the Helmholtz equation Au; + k*u; = 0, e.g. ui(z) =
exp(—ikz - §) with § € S4°! .= {x € R? : |z| = 1}. The direct scattering problem is
described by the system of equations

Au + kE*nu = 0, xr € R, (7.12a)

Uy + us = 0, (7.12Db)

lim 7(@=1)/2 (% — ikus) =0, uniformly for all & = . (7.12¢)
r—00 r

Here k£ > 0 denotes the wave number, n is the refractive index of the medium, ug is the
scattered field, and wu is the total field. Absorbing media are modelled by complex-valued
refractive indices n. We assume that Ren > 0, Imn > 0. Moreover, we assume that n is
constant and equal to 1 outside of the ball B, := {x € R*: [2] < p}, p > 0, ie.

n=1—a
with suppa C B,. The fundamental solution to the Helmholtz equation is given by

1 klz —
O(x,y) = —w, for d = 3, (7.13)

dm |z =y
O(r,y) = %Hél)(k\x—m), for d = 2 (7.14)

for x # y where HO(I) denotes the Hankel function of the first kind of order 0.
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A basic tool for the analysis of the direct medium scattering problem is a reformulation
of the system (7.12) as an integral equation of the second kind:

u(x) + kz/B O(z — y)a(y)u(y) dy = u;(x), z € RY (7.15)

(7.15) is called the Lippmann-Schwinger equation.

Theorem 7.9. Assume that a € C'(R?) satisfies suppa C B,. Then any solution u €
C%*(RY) to (7.12) satisfies (7.15). Vice versa, let u € C(B,) be a solution to (7.15). Then

ug(z) := —k2/B O(x —y)a(y)u(y) dy, z € R? (7.16)

P

belongs to C*(R?) and satisfies (7.12).

To prove Theorem 7.9 we need a few preparations. All function v € C*(B,) N C*(B,)
satisfy Green’s representation formula

w0 = [ G wewn -5 s (7.17

-/ {Av(y) + K*o(y)} @(z,y)dy,  x€B,

where v denotes the outer normal vector on 0B, (cf. [CK97b, Theorem 2.1]).
Moreover, we need the following properties of the volume potential

Vo)) = [ ewa)ew)dy,  weE (7.18)
R
Theorem 7.10. Let supp p C B,. If ¢ € C(R?), then Vi € CY(RY), and if p € C*(R?),
then Vip € C*(RY). In the latter case
(A+ k) (Vy) = —¢ (7.19)
holds true.

The mapping properties of V' stated in this theorem are crude, but sufficient for our
purposes. In terms of Holder and Sobolev spaces, V' is a smoothing operator of order 2.

Proof of Theorem 7.9. Let u € C*(R?) be a solution to (7.12), and let = € B,. It
follows from Green’s representation formula (7.17) with v = u and Au + k*u = k?au that

- 0u aq)(l',y) 2
o) = [ AGween vt a1 [ o ey (720)

where v denotes the outer normal vector on 0B,. Green’s formula (7.17) applied to u;

gives
we) = [ {500 - un e s (721
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Finally, we choose R > p and apply Green’s second theorem to ®(x,-) and us in B \ B,

[, {Gewee - uw %50 as)

v (y)
-/ (G2 - it p ot as) + [ ) {inoce) - Z0D  as)

where v on 0Bp, is the outer normal vector. Since both ug and ®(z, ) satisfy the Sommerfeld
radiation condition and since (7.12c) implies that |us(y)| = O (Jy|~*"1/?) as |y| — oo, the
right hand side of the last equation tends to 0 as R — oo. Combining this result with
(7.20) and (7.21) and using (7.12b) shows that (7.15) is satisfied.

Vice versa, let u € C(B,) be a solution to (7.15). Since ®(-,y) satisfies the Sommerfeld
radiation condition uniformly for y € B,, us defined by (7.16) satisfies (7.12c). Moreover,
us € CYRY) by Theorem 7.10. Now the second statement in Theorem 7.10 and the
assumption a € C}(R?) imply that u, € C?(R%) and that

Aug + k*us — E?au = 0.

Since Au; + k?u; = 0, u = ug + u; satisfies (7.12a). O

Theorem 7.11. The Lippmann-Schwinger equation has a unique solution w € C(B,) if
lalloe < (B*[[V]loo) ™

Proof. Under the given assumption we have ||k*V M,||o < 1 where M, : C(B,) — C(B,)
is defined by M,v := av. Therefore, the operator I 4+ k*V M, has a bounded inverse given
by the Neumann series. O

Using Riesz theory it can be shown that the smallness assumption on ||a/|« in Theorem

7.11 can be dropped. However, it is not trivial to show uniqueness of a solution to (7.15)
or equivalently, a solution to (7.12) (cf. [CK97b, Hah98, Kir96]).

Recall the definition of the far-field pattern from (1.19). As straightforward com-
putation shows that for d = 3 the far field pattern of ®(-,y) is given by @ (zZ,y) =
vsexp(—ikZ - y), v3 = 1/(4m) and that ®(-,y) satisfies (1.19) uniformly with respect
to y € B,. By the asymptotic behavior of the Hankel functions for large arguments
(cf. [CK97h, Leb65]), the same holds true for d = 2 with v, = €™/*/v/87k. Hence, for both
d = 2 and d = 3 the far field pattern of ug is given by

oo () = — K27 / exp(—ikd - y)aly)uly) dy, & € SN (7.22)
Bp

The right hand side of this equation defines a linear integral operator E : C(B,) —
L*(8%7Y) with us = E(au).
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Now we turn to the inverse problem to recover a from measurements of u.,. Since for
d = 3 the far field pattern u., is a function of two variables whereas the unknown coefficient
a is a function of three variables, we cannot expect to be able to reconstruct a from far-field
measurements corresponding to just one incident field. A similar argument holds for d = 2.
Therefore, we consider incident fields u;(z) = ui(z,0) = exp(ikf - x) from all directions
€ S9! and denote the corresponding solutions to the direct problem by u(x, 8), us(z, 6),
and Uy (z,0). The direct solution operator Fiy : D(Fn) C CHB,) — L*(S%! x S%71) is
defined by
(Fin(a))(2,0) == us(2,6), 2,0 € 541 (7.23)

where uq(+, ) is the far field pattern corresponding to the solution us(-,#) of (7.12) with
n =1-—a and u; = u;(-,0). Here C}(B,) is the space of all continuously differentiable func-
tion on B, with suppa C B,, and the domain of Fyy incorporates the physical restrictions
onn=1-—a

D(Fy) == {a € CX(B,) : Re(1 — a) > 0,Im(a) < 0}.

It can be shown that Fpy is one-to-one, i.e. that the far-field patterns uo(-,6) for all
directions # € S? of the incident wave determine the refractive index n = 1 — a uniquely
(cf. [CK97b, Hah98, Kir96]).

Theorem 7.12. 1. The operator G : D(Fpy) — C(R? x S471) is Fréchet differentiable
with respect to the supremum norm on D(Fyy), and v’ := G'[a|h satisfies the integral
equation

u' 4 B2V (au') = —k*V (hu) (7.24)

for all a € D(Fiy) and h € CL(B,) with u := G(a).
2. Fu is Fréchet differentiable with respect to the mazimum norm on D(Fpy).

Proof. 1) The mapping D(Fiy) — L(C(B, x S41)), a — M, where (M,v)(z,0) :=
a(x)v(zx,0) is linear and bounded with respect to the supremum norm and hence Fréchet
differentiable. It follows from Theorem 7.2, Parts 3 and 5 that the the mapping D(Fpy) —
L(C(B, x S*1Y)) a— (I +k*VM,)™" is Fréchet-differentiable. An application of the chain
rule yields the Fréchet differentiability of G(a) = (I + k*V M,) *u;. Now (7.24) can be de-
rived by differentiating both sides of the Lippmann-Schwinger equation (7.15) with respect
to a using the product rule.

2) Since F(a) = E(M,G(a)), this follows from the first part, the product and the chain
rule. O
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Let X,Y be Hilbert spaces and F' : D(F) C X — Y a continuous operator. We want to
solve the operator equation

Fle)=g (8.1)

given noisy data ¢° € Y satisfying [|g° — g|| < 6. Let ¢ denote the exact solution. We
assume that the solution to (8.1) with exact data g = F(') is unique, i.e. that

Flo)=g = o= (8.2)

although many of the results below can be obtained in a modified form without this as-
sumption.
The straightforward generalization of linear Tikhonov regularization leads to the min-
imization problem
I () = ¢°II* + allo — ol|* = min! (8.3)

over ¢ € D(F) where oy denotes some initial guess of ¢f. The mapping D(F) — R,
o — ||F(e) — ¢°||* + alle — ¢ol|? is called (nonlinear) Tikhonov functional. Note that
as opposed to the linear case, the element 0 € X does not have a special role any more.
Therefore, g = 0 is as good as any other initial guess.

As opposed to the linear case it is not clear under the given assumptions if the mini-
mization problem (8.3) has a solution. We will have to impose additional assumptions on
F' to ensure existence. Moreover, even if (8.3) has a unique solution for & = 0 there may
be more than one global minimizer of (8.3) for a > 0.

As in the linear case, it is sometimes useful to consider other penalty terms in (8.3)
than al|g — @ol|.

Weak convergence in Hilbert spaces

Definition 8.1. We say that a sequence (¢,) in a Hilbert space X converges weakly to
¢ € X and write ¢, — p as n — oo if

(on,9)) = (p¥),  n—o0 (8.4)

for all ¢ € X.

If ¢ is another weak limit of the sequence (p,), then (p — @, ) = 0 for all ¥ €
X. Choosing ¥ = ¢ — ¢ shows that ¢ = @, i.e. a weak limit of a sequence is uniquely
determined. It follows from the Cauchy-Schwarz inequality that strong convergence implies
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weak convergence. The following example shows that the reverse implication is not true in
general.

Example 8.2. Let {, : n € N} be an orthonormal system in X. Then [/, — | = V2
for m # n, i.e. the sequence (¢,) cannot be strongly convergent. On the other hand, it
follows from Bessel’s inequality

o0

ZI (e, ) [ < II¥)1°

for ¢ € X that | (pn, ) |*> — 0 as n — oo. Therefore, ¢, — 0.

Lemma 8.3. IfT € L(X,Y), then T is weakly continuous, i.e. @, — ¢ implies T, — Ty
as n — Q.

Proof. Let ¢, — ¢. Then for any ¢ € Y we have

(T'pn, ) = (n, T") — (0, T"Y) = (T, v) .
O

Lemma 8.4. If ¢, — ¢, then limsup,, . |l¢a|l > |l¢ll, i.e. the norm is weakly lower
semicontinuous.

Proof. We have (¢, p) — ||¢||* as n — oo. It follows from the Cauchy-Schwarz inequality
that limsup,, .. [|¢nllll¢ll > |l¢l/?>. This implies the assertion. O

Theorem 8.5. Fvery bounded sequence has a weakly convergent subsequence.

Proof. Let (p,)nen be some sequence in X such that |[p,]| < 1 for all n € N, and let
{e; : j € N} be a complete orthonormal system in X := span{e, : n € N}. Since (p,,e;) is
a bounded sequence of complex numbers, there exists a convergent subsequence <gpm(k), el>.
Since <g0m(k), 62> is bounded, there exists a subsequence ny(k) of (k) such that <<pn2(k), e2>
is convergent. By continuing this process, we obtain subsequences n;(k) for all I € N such
that {n, k), €) is convergent and nyi1 (k) is a subsequence of ny(k). The diagonal sequence
(Pni1))ien has the property that <g0m ek> converges to some &, € C as [ — oo for all
k€ N. Then ¢ := ", &rer defines an element of X with [|¢]| < 1 since for all K € N we
have

K K
Z ‘5‘2 = lli)rgloz | <90m(l)7 €k> ‘2 < limsup ||90m(l)H2 <L
k=1 k=1 [=o0

We have to show that (¢,,a), %) — (p,¢) for all ¥ € X. It suffices to consider ¢ € X

since @), ¢ € X. Let € > 0 and choose K € N such that Y2 . [ (¢, ) [* < (e/4)%
There exists L > 0 such that

K
‘@ Pty Y (. ex) ek’é
k=1

DO
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for [ > L. Now it follows from the triangle inequality and the Cauchy-Schwarz inequality
that \<<p—g0m(l),¢>| <eforl> L. O

Definition 8.6. A subset K of a Hilbert space X is called weakly closed if it contains the
weak limits of all weakly convergent sequences contained in K.

An operator F': D(F) C X — Y is called weakly closed if its graph gr F' := {(p, F'(¢)) :
v € D(F)} is weakly closed in X x Y, i.e. if ¢, = ¢ and F(p,) — ¢ imply that ¢ € D(F)
and F(p) =g.

Note that if F' is weakly continuous and if D(F) is weakly closed, then F' is weakly
closed. The following result gives sufficient conditions for the weak closedness of D(F).

Theorem 8.7. If K C X s convex and closed, then K is weakly closed.

Proof. Let (v,) be some sequence in K converging weakly to some ¢ € X. By Remark
3.2 there exists a best approximation 1) € K to ¢ in K satisfying

for all u € K. Substituting u = ¢,, and taking the limit n — oo shows that || — ¢||* < 0.
Hence, ¥ = ¢, and in particular ¢ € K. O

Convergence analysis

Theorem 8.8. Assume that F' is weakly closed. Then the Tikhonov functional (8.3) has
a global minimum for all a > 0.

Proof. Let I :=infepr) | F(p) — ¢°|I> + allp — @ol|* denote the infimum of the Tikhonov
functional and choose a sequence (p,,) in D(F') such that

1
[£(pn) = "7 + allgn — o> < T+ —. (8.5)

Since a > 0, ¢, is bounded. Hence, by Theorem 8.5 there exists a weakly convergent
subsequence ¢,y with a weak limit ¢ € X. Moreover, it follows from (8.5) that F'(¢nk))
is bounded. Therefore, there exists a further subsequence such that F'(¢nuay)) is weakly
convergent. Now the weak closedness of I implies that ¢ € D(F) and that F(¢,kq))) —
F(p) as | — oo. It follows from Lemma 8.4 that

1F7(2) =9I + alle = ol < limsup {[|F () = °I* + alln = 0o} < 1.
Hence, ¢ is a global minimum of the Tikhonov functional. O
We do not know if a solution to (8.3) is unique. Nevertheless, it can be shown that
an arbitrary sequence of minimizers converges to the exact solution ¢ as the noise level §
tends to 0. In analogy to Definition 3.8 this means that nonlinear Tikhonov regularization
is a regularization method.
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Theorem 8.9. Assume that F' is weakly closed and that (8.2) holds true. Let o = @(d) be
chosen such that
a(d) —0 and 8*/a(6) -0  asé—0. (8.6)

If g% is some sequence in'Y such that ||g°% — g|| < x and 6 — 0 as k — oo, and if %
denotes a solution to (8.3) with ¢° = ¢° and o = ox = @(0y), then [|@% — || — 0 as
k — oo.

Proof. Since @2 minimizes the Tikhonov functional, we have

IF (") = g% + axlle’ — @ol|®
S + e’ — ol

1F (k) = ° 11 + anllges, = wol® <
<

The assumptions 6, — 0 and oz — 0 imply that
Jim F(gd) =g, (8.7)
and the assumption d2/a; — 0 yields

lim sup [|% — @ol|* < lin sup {62/cn + le" — ol *} = lle" — woll*. (8.8)

k—o0

It follows from (8.8) and Theorem 8.5 that there exists a weakly convergent subsequence of
©% with some weak limit ¢ € X. By virtue of the weak closedness of F' we have ¢ € D(F)
and F(p) =g, so o = ¢! by (8.2).

It remains to show that [|¢% — ¢f|| — 0. Assume on the contrary that there exists
€ > 0 such that

2 — ]l > e (8.9)

for some subsequence of (¢% ) which may be assumed to be identical to (¢% ) without loss
of generality. By the argument above, we may further assume that wi’;‘v — . Since

% — ot12 = 1% — woll® + llpo — @1]1> + 2Re (@2 — @, 0o — 1),
it follows from (8.8) that

limsup [|l¢% — o'1* < 2[l¢" = @ol” + 2Re (@' — o, 00 — ¢T) = 0.

k—oo

This contradicts (8.9). O

As in the linear case we need a source condition to establish estimates on the rate of
convergence as 6 — 0. Source conditions for nonlinear problems usually involve ¢ — ¢
instead of ¢! because of the loss of the special role of 0 € X.

Theorem 8.10. Assume that F' is weakly closed and Fréchet differentiable, that D(F) is
convex, and that there exists a Lipschitz constant L > 0 such that

1] = F'[9lll < Llle — ¢ (8.10)
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for all g, € D(F). Moreover, assume that the source condition

o' —po = FloTw, (8.11a)
Lwl| < 1 (8.11b)

1s satisfied for some w € Y and that a parameter choice rule o = ¢d with some ¢ > 0 s
used. Then there exists a constant C' > 0 independent of 6 such that every global minimum
@ of the Tikhonov functional satisfies the estimates

Vs, (8.12a)
Co. (8.12b)

102 — ]|
IF(2) — gl

Proof. As in the proof of the Theorem 8.9 we use the inequality

<
<

IF(5) — &°|1* + all@l — oll* < 02 + alle’ — ol|®

for global minimum ¢?, of the Tikhonov functional. Since this estimate would not give the
optimal rate for ||F(©%) — ¢°||?, we add |’ — o[|? — al[©d — ©o]|? on both sides to obtain

IF() — |2+ alled — o> < 6 +2aRe (o — o, " —@l)
= 6 +2aRe{w, F'lp"(¢" — L))

Here (8.11a) has been used in the second line. Using the Cauchy-Schwarz inequality and
inserting the inequality

IF (0" =)l < gHsO‘i — o P+ 1IF(el) — F(h]
< 2l — oI+ IF () — o7l +5
which follows from Lemma 7.5, yields
IF(%) — 9’117 + allgd, — II” < 6% + 2ad]jw]| + 2wl |1 F(¢3) — ¢°ll + e Lllwllllgd — 1%,
and hence
(IF(28) — Il — allwll)* + a1 — Liw|)l|e — o 1? < (6 + allwl]])>.

Therefore,
IF(e5) — ¢l <6+ 2al|w]

and, due to (8.11b),
J+ af|w|

02 — T < .
Vva(l - Lijwl)

With the parameter choice rule o = ¢4, this yields (8.12). O
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By virtue of (5.14), condition (8.11a) is equivalent to
o' — o= (FPTFle) 20, Lja| <1

for some w € X. Hence, for linear problems Theorem 8.10 reduces to a special case of
Theorem 5.2.

Theorem 8.10 was obtained by Engl, Kunisch and Neubauer [EKN89]. Other Holder-
type source conditions with a-priori parameter choice rules are treated in [Neu89], and a
posteriori parameter choice rules were investigated in [SEK93|. For further references and
results we refer to [EHN96, Chapter 10].



9. Iterative regularization methods

Let X,Y be Hilbert spaces, D(F') C X open, and let F' : D(F) — Y be a continuously
Fréchet differentiable operator. We consider the nonlinear operator equation

Flp)=g (9.1)

and assume that for the given exact data g there exists a unique solution ¢! € D(F)
to (9.1). Moreover, we assume that some initial guess ¢y € D(F) to ¢! is given, which
will serve as starting point of the iteration. Finally, as before, ¢° € Y denote noisy data
satisfying

lg—¢’ll <6 (9:2)

Examples

Since the gradient of the cost functional I(p) = [|[F(p) — ¢°||? is given by I'[p|h =
2Re (F'[¢]*(F(¢) — ¢°), h), the minimization of / by moving in the direction of steep-
est descent leads to the iteration formula

W = — uF R (F(d) —¢°), n=0,1,... (9.3)

known as nonlinear Landweber iteration. The step size parameter p > 0 should be chosen
such that u||F'[3]*F'[0°]|| < 1 for all n.

It is well known that the convergence of Landweber iteration is very slow. We may ex-
pect faster convergence from Newton-type methods. Recall that Newton’s method consists
in replacing (9.1) in the nth step by the linearized equation

F'[]hn =y — F($)) (9.4)

and updating % by
Php1 = Db+ hn. (9.5)

If (9.1) is ill-posed then in general F'[¢°]~! will not be bounded and the range of F'[¢?]
will not be closed (cf. Theorem 7.8). Therefore, the standard Newton method may not be
well defined even for exact data since we cannot guarantee that y — F(¢2) € R(F'[¢%])
in each step. Even if ¢° is well defined for n > 1, it does not depend continuously
on the data. Therefore, some sort of regularization has to be employed. In principle
any regularization method for linear ill-posed problems can be used to compute a stable
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solution to (9.4). Tikhonov regularization with regularization parameter «, > 0 leads to
the iteration formula

Pt = Pn + (and + F'Lop ] FI0)) T F 0] (9 = F(o7)- (9.6)
By Theorem 2.1 this is equivalent to solving the minimization problem
o = argmingy (|F'[e0h + F(&5) = ¢° |2 + au[1]?) (9.7)

using the update formula (9.5). This method is known as the Levenberg-Marquardt algo-
rithm. The original idea of the Levenberg-Marquardt algorithm is to minimize ||F(y)—g¢°||?
within a trust region {p € X : ||¢ — ©°|| < p,} in which the approximation F(z) ~
F(¢2) + F'[@?](x — ¢°) is assumed to be valid. Here o, plays the role of a Lagrange
parameter. Depending on the agreement of the actual residual ||F(¢%_ ;) — ¢°| and the
predicted residual ||F(¢%) + F'[@0](x — ¢2) — ¢°|| the trust region radius p, is enlarged or
reduced. If ||po — || is sufficiently small, then a simple parameter choice rule of the form

o = ag (%)n (9.9)

is usually sufficient and computationally more effective for ill-posed problems (cf. [Han97a,
Hoh99]).

In [Bak92] Bakushinskii suggested a related method called iteratively reqularized Gauss-
Newton method where (9.7) is replaced by

o = argmingy (| F[e0h + F(5) — ') + anllh + ¢ — coll?) (9.9)

The penalty term in (9.9) involves the distance of the new iterate ¢, = h, + ¢% from
the initial guess ¢g. This yields additional stability since it is not possible that noise
components sum up over the iteration. Of course, to achieve convergence, the regularization
parameters must be chosen such that a,, — 0 as n — oo. By Theorem 2.1, the unique
solution to (9.9) is given by

ha = (an + F'l@p ] F'lon) T {F [on]"(9° = F(n)) + anlipo — 93) } - (9.10)

Let us compare the Levenberg-Marquardt algorithm (9.6) and the iteratively regularized
Gauss-Newton method (9.10) if F' = T is linear. In this case performing n steps with
constant «,, = « is equivalent to applying iterated Tikhonov regularization with n iterations
because (9.7) reduces to

@)y = argmin .y ([[T¢ — ¢°I* + aflo — &5 1%) -

Since we let n tend to infinity, the Levenberg-Marquardt algorithm becomes Lardy’s
method. The iteratively regularized Gauss-Newton method (9.9) applied to linear problems
is

@)y =argmin,cx ([T — ¢°|* + anlle — wol?) .
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i.e. it reduces to ordinary Tikhonov regularization with initial guess ¢y and regularization
parameter ,. In particular, % +1 is independent of all the previous iterates.

The convergence of Newton-type methods is much faster than the convergence of
Landweber iteration. It can be shown that the number of Landweber steps which is neces-
sary to achieve an accuracy comparable to n Newton steps increases exponentially with n
(cf. [DES98]). On the other hand, a disadvantage of the Levenberg-Marquardt algorithm
and the iteratively regularized Gauss-Newton method is that the (typically full) matrix cor-
responding to the operator F'[¢?] € L(X,Y) has to be computed, and a, [ + F'[@°]* F'[¢°]
has to be inverted in each step. For large scale problems, e.g. the inhomogeneous medium
scattering problem discussed in Chapter 7, this can be prohibitively expensive since the
computation of one column F'[¢?|h of this matrix, is typically as expensive as an evaluation
of the operator F'.

Setting up a matrix for F'[°] can be avoided by using an iterative method to solve
(9.4). Then only the application of F'[¢?] and F'[¢?]* to a given vector are needed. For
many problems highly efficient implementations of the applications of F'[°] and F'[°]*
are available, e.g. by FFT, fast multipole or finite element techniques. The regularization
of (9.4) is then achieved by an early stopping of the inner iteration. Using Landweber
iteration, a v-method or the conjugate gradient method for the normal equation as inner
iteration leads to the Newton-Landweber method, the Newton-v-method or the Newton-CG
method, respectively (cf. [Han97b, Kal97, Rie99]). In all cases we we have a choice of
using either 0 or ¢y — % as starting point of the inner iteration, corresponding to either a
Levenberg-Marquardt or an iteratively regularized Gauss-Newton scheme.

Another possibility is to solve the regularized equation

(and + F'len] F'lop ) = 1 (9-11)

by some iterative method, e.g. the conjugate gradient method. For exponentially ill-posed
problems it is possible to construct special preconditioners for this inner iteration which
increase the speed of convergence significantly (cf. [Hoh01]).

Convergence

As in the linear case, the quality of the iterates deteriorates in the presence of noise as the
number of iterations tends to infinity. Therefore, the iteration has to be stopped before the
propagated data noise error becomes too large. An iteration scheme has to be accompanied
by an appropriate stopping rule to give a regulization method. The most commonly used
stopping rule is the discrepancy principle which requires to stop the iteration at the first
iteration index N = N(4, g°) for which

1F (i) = g°ll <76 (9.12)

with some fixed constant 7 > 1.

Definition 9.1. An iterative method gprH =D, (2, ..., 00,9°) together with a stopping
rule N(§,¢°) is called an iterative regularization method for F if for all ¢t € D(F), all
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g’ satisfying (9.2) with g := F(¢') and all initial guesses ¢, sufficiently close to ¢ the
following conditions hold:

1. (Well-definedness) ° is well defined for n = 1,..., N(8, ¢°), and N(§,¢°) < oo for
6> 0.

2. (Convergence for exact data) For exact data (6 = 0) either N = N(0,¢9) < oo and

©% = ¢ or N =cc and |, — o[ — 0 for n — oco.

3. (Convergence for noisy data) The following regularization property holds:

sup{[[ @y (5.0 — €'l 1 ¢ €Y, [lg° =g <6} =0  asd—0. (9.13)

The last property in Definition 9.1 can often be established with the help of the following
theorem.

Theorem 9.2. Assume that the first two properties in Definition 9.1 are satisfied and
that the discrepancy principle (9.12) is used as stopping rule. Moreover, assume that the
monotonicity condition

len, — ¢l < llenoy — ¢l (9.14)
and the stability condition

g —@nll =0 asd—0 (9.15)

are satisfies for 1 < n < N(8,g°). Then the regularizing property (9.13) holds true.

Proof. Let (g°) be a sequence in Y such that ||g% — g|| < & and &, — 0 as k — oo, and
define N, := N (0, g°F).

We first assume that N is a finite accumulation point of N,. Without loss of generality
we may assume that N, = N for all k. The stability assumption (9.15) implies that

cpfvi — O§ as k — oo. (9.16)

It follows from (9.12) that ||g% — F(ap%’“)” < 70, for all k. Taking the limit £ — oo shows
that F(¢y) = g, i.e. py is a solution to (9.1). Since we assume the solution to (9.1) to be
unique, this implies (9.13).

It remains to consider the case that N, — oo as k — oo. Without loss of generality we
may assume that Vj, increases monotonically with k. Then (9.14) yields

d 13 d
le%, — @'l < o, — ¢l < Nl — emll + llon, — '] (9-17)

for | < k. Given € > 0, it follows from the second property in Definition 9.1 that the second
term on the right hand side of (9.17) is < €/2 for some [ = [(¢). Moreover, it follows from
(9.15) that there exists K > [(€) such that the first term on the right hand side of (9.17)
is < ¢/2 for k > K. This shows (9.13). O
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All known proofs establishing the properties in Definition 9.1 for some method require
some condition restricting the degree of nonlinearity of the operator F'. A commonly used
condition is

15 () = F(1) = F'lel(@ = D) < nllF() = F()]l, 77<% (9.18)

for || — || sufficiently small. At a first glance, (9.18) may look like a weak condition since
the Taylor remainder can be estimated by

(o) ~ F() ~ Flelle — )] < Sl v (9.19)

under the Lipschitz condition (8.10) (cf. Lemma 7.5), and the right hand side of (9.19)
involves a second power in the distance between ¢ and 1 whereas the right hand side of
(9.18) only involves a first power of the distance of the images under F. However, if (9.1)
is ill-posed, then ||F'(¢) — F'(¢)|| may be much smaller than [|¢ — #||. In this sense (9.18)
is more restrictive than (9.19).

Whereas (9.19) could be shown for a number of parameter identification problems in
partitial differential equation involving distributed measurements, it has not been possi-
ble to show (9.18) for other interesting problem such as inverse scattering problems or
impedance tomography, yet.

Our next theorem shows how (9.18) can be used to establish the monotonicity condition
(9.14) for Landweber iteration:

Theorem 9.3. Assume that (9.18) is satisfied in some ball B, := {¢ : |l¢ — ¢'|| < p}
contained in D(F) and that ||F'[¢]|| < 1 for all ¢ € B,. Then the Landweber iteration
with 1 =1 together with the discrepancy principle (9.12) with

1+n
1—-12n

T=2

is well-defined and satisfies (9.14).
Proof. Assume that ¢? € B, for some n < N(§, ¢°). Then

lo" — ) 1l = " — 517
= 2Re () — @', 00 — ) + ey — P2l
= 2Re (F'[p))(¢h —¢'), " — F(¢))) + Re (g’ — F(&)), FIe ] F'[e0] (9" — F(£)))
= 2Re (¢’ — F()) + F'lp))(¢h — ), ¢° — F(¢)))

—Re(¢* = F(£)), (I = F'lg)]F'le0]) (9" — F())) — lg° — F(e))1?

2Re (¢° — F(¢)) + F'le0) (@) — 1), 9" — F(e0)) — lg° — F(&3)I1”

IN
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since I — F'[@3] F'[¢2]*) is positive semidefinite by the assuption || F’[]|| < 1. Using (9.18)
and the Cauchy-Schwarz inequality we obtain

et — @0l = [l — &5

lg° = F() (2nllg — F(2)|| +26 — [|g° — F(¢2)|])
lg® = PO (20— Dllg® — F(gh) +2(1 + m)d)

0

(VANRVANRVAN

Here the last inequality follows from n < N(4, g°), the definition (9.12) of the discrepancy
principle, and the definition of 7. In particular, 2., € B,. The assertion now follows by
induction on n. O

The stability condition (9.15) is obvious from the continuity of F' and F'[-]*. Hence,
to prove that Landweber iteration is an iterative regularization method in the sense of
definition 9.1, it remains to show that it terminates after a finite number of steps for > 0,
i.e. N(6,9°) < oo and that it converges for exact data. For this we refer to the originial
paper [HNS95] or the monography [EHN96].

Based on Theorem 9.2 it has been shown by Hanke [Han97a, Han97b] that the Levenberg-
Marquardt algorithm and the Newton-CG method are iterative regularization methods in
the sense of Definition 9.1 if the operator F' satisfies the nonlinearity condition

1F(p) = F(y) = F'lel( = )| < clle =&l |1 F () = F(¥)] (9-20)

for [|¢ — 9| sufficiently small. Although (9.20) is formally stronger than (9.18), for most
problems where (9.18) can be shown, (9.20) can be established as well.

Convergence rates
Let
en::gofl—ﬁ, n=0,1,...,

denote the error of the nth iterate of the iteratively regularized Gauss-Newton method. It
follows from (9.10) that

€nt1 = €n Tt (T;Tn + an[)_l {T;(96 - F(‘Pi)) + an(eo - QN)}
= (T:Tn+ and)  H{aneg + T (9" — F(2) + Then) }

with T, := F'[¢?]. After a few further manipulations we see that e, is the sum of an

noi

approximation error e**? = a data noise error e and a nonlinearity error e , given b
n+1» n+1 n+1

el = a,(T*T + a,l) ey,
62331 = (T, + anD)"'Ti(g° — 9),
eﬁlﬂ = (3T, + O‘n[)_lT;(F(QPT) - F(‘Pi) + They)
o (T Ty, + o, 1) T, — T*T)(T*T + and) Feg
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where T := F'[pl]. If F is linear, then e, ; = 0 and we can use the error analysis in

Chapter 5. The error e ; caused by the nonlineariy of the operator can be estimated

separately. This possiblity makes the iteratively regularized Gauss-Newton method easier
to analyze than other methods.

Lemma 9.4. Assume that the source condition
o' — o = (F'[e"] Fle'])Fw, Jw|l < p (9.21)

1s satisfied for some % < u<1andw € X and that there exists a Lipschitz constant L
such that

1] = F'[II < Ll = 4] (9.22)
for all g, € D(F). Moreover, assume that the stopping index N is chosen such that

avt<pi<ah,  0<n<N (9.23)

with some constant n > 0, and that ©° is well-defined. Then

1 o2 1/2 L 2
feviall < (35 ) ot Lo S+ 17T ) el + el (020
Proof. 1t follows from (5.20) that
1
T, + o )M < = : 9.25
(T3 T + o) nH_SggMLa NG (9.25)

By virtue of (9.21) and Theorem 5.2 we have ||} || < aip as p < 1. It follows from (9.25)
and (9.23) that |le2, || < afll/Zé/Q < at/(2n) for n < N. The first term in e, can be

estimated by am /*(L/4)||e,||? due to Lemma 7.5 and (9.25). For the second term in enl
we get

(T T, + o D) (TT, — TT)(T*T + D)™ e
= |an(T Ty + an D)™ H{THT —T,,) + (T* = THT} (T*T + a, 1) ey

O/L—l/Z
< L||6n||ﬂ< 3 +||T*T||“+l/2>

using (9.22), (9.25), (9.21) and Theorem 5.2. Putting all these estimates together gives the
assertion. O

Theorem 9.5. Let the assumptions of Lemma 9.4 be satisfied, and assume that

1< <p lma,—0, ap,>0 (9.26)
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with ag < 1 and r > 1. Moreover, assume that n is sufficiently large and p is sufficiently
small. Then for exact data the error satisfies

lon —¢'ll=0(ah),  asn—oo. (9.27)

For noisy data we have
lonegs) — ¢ =0 (5%) as 6 — 0. (9.28)

Proof. Under the assumptions of Lemma 9.4 the quantities ©,, := a; *||e,|| fulfil the in-
equality

Ons1 < a+ b0, + cO?, (9.29)
where the coefficients are defined by a := r*(p+1/(2n)), b :== r*Lp <a5_1/2/2 + HT*T||“+1/2),

and ¢ := r*L/4. Here we have used that ¢ > 1/2, and hence an? < a . Let t; and to
be the solutions to the fixed point equation a + bt + ct? = t, i.e.

o 2a ; 1 =b+ /(1 —0)*~—dac
Yl ob+ /A —b2 —dac 2 ’

let the stopping index N < oo be given by (9.23) and define Cg := max(0y,t;). We will
show by induction that

0, < Ceo (9.30)
for0<n <N if
b+ 2vac < 1, (9.31a)
O < to, (9.31D)
{peX :|lo—¢| <ahCe} C D(F). (9.31c)

It is easy to see that the conditions (9.31a) are satisfied if n is suffiently large and p
sufficiently small. For n = 0, (9.30) is true by the definition of Cg. Assume that (9.30) is
true for some k < N. Then (9.31c) implies that ¢% € D(F), i.e. ¢ ; € X is well defined,
and (9.29) is true for n = k. By (9.31a) we see that ¢;,t; € R and t; < t9, and by (9.30)
we have 0 < Oy < t; or t; < O < 0. In the first case, since a,b,c > 0, we conclude that

@k+1§a+b@k+c@2§a+btl+ct%:t1’

and in the second case we use (9.31b) and the fact that a+ (b—1)t+ct> < 0 for t; <t < ty
to show that
Ors1 < a+ b0y, + cOF < O, < 6.

Thus in both cases there holds ;41 < Cg. This completes the proof of (9.30).
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(9.30) immediately implies (9.27). The convergence rate (9.28) follows from the first
inequality in (9.23) since

2
lon — @'l < Coaly < Cy(nd)ze.

]
In [BNS97] it has been shown that the iteratively regularized Gauf-Newton method is
an iterative regularization method in the sense of Definition 9.1 if the operator F' satisfies

the following nonlinearity condition: For ¢, ¢ in a neighborhood of (' there exist operators
R(p,p) € L(Y) and Q(@, ¢) € L(X,Y) and constants Cg, Cr > 0 such that

F'lg] = R(@, ) F'le] + Q(2, ¢)

HI - R(@? SO)H < CRa ||Q(957 SO)H < CQ||F’[¢T](@ _ S0)” (932)

Under this assumption order optimal convergence rates have been shown for p < % using
the discrepancy principle. Convergence rates under logarithmic source conditions

o' — o= f(F'le"TFleNw, vl <p,

(cf. (5.21)) have been obtained in [Hoh97|. Such conditions are appropriate for exponen-
tially ill-posed problems such as inverse obstacle scattering problems and can often be
roughly interpreted as smoothness conditions in terms of Sobolev spaces.
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