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A triple-frequency color fringe-projected technique is presented to measure dynamic objects. Three fringe
patterns with a carrier frequency ratio of 1∶3∶9 are encoded in red, green, and blue channels of a color
fringe pattern and projected onto an object’s surface. Bidimensional empirical mode decomposition is
used for decoupling the cross talk among color channels and for extracting the fundamental frequency
components of the three fringe patterns. The unwrapped phase distribution of the high-frequency fringe
is retrieved by a three-step phase unwrapping strategy to recover the object’s height distribution. Owing
to its use of only a single snapshot, the technique is suitable for measuring dynamically changing objects
with large discontinuity or spatially isolated surfaces. © 2012 Optical Society of America
OCIS codes: 120.2830, 120.5050, 120.6650, 330.1710.

1. Introduction

With the rapid development in computer technology,
three-dimensional (3D) shape measurement, espe-
cially for dynamic objects in fast motion, has found
wide applications, such as 3D movies and games,
web 3D, online quality inspection, human–computer
interaction, facial expression capture, and plastic
surgery. For real-time 3D shape measurement, the
sampled data have to be acquired rapidly, processed
quickly, and displayed in a very short period of time.
Over the past years, various optical techniques have
been developed for real-time 3D shape measurement
[1]. Time of flight (TOF) is one of the techniques that
has been commercially used [2]. However, accuracy is
affected by its fundamental limitations. Stereo vision
is another technique widely studied and extensively
used [2]. Although this technique could maximize the
camera’s data acquisition speed, matching the stereo

images is time-consuming and very difficult for
uncharacteristic objects.

Fringe projection is a relatively simple technique
with the merits of being well established and having
fast processing speed. It has found large-scale ap-
plications in measuring the 3D shape of dynamic
objects. Shape measurement using this technique
is carried out by extracting the phase distribution
of the fringes. The phase-shifting approach has high
accuracy and large measurement range, but the
phase-stepping process is time-consuming. By con-
trast, the Fourier transform approach requires only
one fringe pattern, but its measurement range and
accuracy are limited by spectrum aliasing [3].

Dynamic measurement may be implemented in a
very short time via two methods. One way is to use a
single pattern, which can be a composite gray [4–6] or
color fringe pattern [7–13]. For the gray pattern—
based methods, multifrequency fringes or crossed
fringes are composed into a single pattern and pro-
jected onto the object’s surface. A Fourier transform
is often used to separate the components of composite
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fringes and retrieve the wrapped phase, which is un-
wrapped by different phase-unwrapping algorithms.
However, this method’s measurement range and ac-
curacy are limited by spectrum aliasing. By compar-
ison, color pattern—based techniques could provide
more information, but the measurement results are
always affected by the variations of the object’s sur-
face color and the cross talk among the color channels
of commercial CCD and projector. One solution to
color decoupling is to add light filters and use a
three-chip CCD [7], which inevitably decreases light
sensitivity and increases hardware cost. The other
solution is calibrating the coefficients with coupling
effects among color channels, which would lead to dif-
ferent results depending on the choice of projector,
CCD, and the variation of the object’s surface color
[7–9,11].

The other way for boosting the speed of measure-
ment is to use multiple patterns while switching
them rapidly so that the patterns required for recon-
structing the 3D shape can be captured in a short
period of time. Huang, Karpinsky, et al. proposed a
new phase-shifting method using color patterns.
Based on the digital projector, the shape acquisition
speed can reach 30 frames per second (fps) [14,15].
However, dynamic objects with very high speed
may be difficult to measure. In addition, information
for phase unwrapping, particularly in measuring
large geometries, is insufficient.

This paper proposes a color fringe-projected tech-
nique based on bidimensional empirical mode
decomposition (BEMD) for the accurate measure-
ment of a dynamic object’s shape in a single shot.
Three fringe patterns with a carrier frequency ratio
of 1∶3∶9 are encoded in the red, green, and blue
channels of a color fringe pattern and projected onto
the object’s surface by a 3-LCD projector. The de-
formed color fringe pattern is captured by CCD from
another angle. Background trends are eliminated by
subtracting the red fringe pattern from both blue and
green fringe patterns. BEMD is then employed for
decoupling the cross talk among color channels
and for separating the high, medium, and low funda-
mental frequency components, which is followed by
phase demodulation. Unwrapped phase distribution
of the high-frequency fringe is acquired by a three-
step phase-unwrapping strategy. Benefiting from
using only a single shot, the proposed technique is
able to measure dynamically changing objects with
large discontinuity or spatially isolated surfaces.

The paper is organized as follows. Section 2 gives
the basic principles of the color fringe- projected tech-
nique based on BEMD. The simulation results are

discussed in detail in Section 3. Two experiments,
a plaster model and human facial expression, are
described in Section 4. Section 5 concludes the paper.

2. Principles

A. Color Fringe-Projected Technique

The classic crossed-optical-axes geometry model for
color fringe-projected technique is shown in Fig. 1.
The optical axis of the projector lens PO crosses that
of the camera lens CO at point O on the reference
plane, and the angle between them is θ. H is a point
on the object’s surface, whereas A and B denote two
points on the reference plane. h�x; y� is the height dis-
tribution of the object. L and d denote the distance
between C and O and C and P, respectively.

Three sinusoidal fringe patterns with 1∶3∶9 car-
rier frequency ratio, expressed as Eq. (1), are encoded
into the red, green, and blue channels of a color im-
age, respectively, and then projected onto the tested
object by a 3-LCD projector.
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where fai; i � r; g; bg represent the background in-
tensities of the red, green, and blue fringe patterns
and fbi; i � r; g; bg represent their amplitudes.
f r∶f g∶f b � 1∶3∶9 are the carrier frequencies. A
CCD is used to capture the deformed color fringe
pattern from another angle. The deformed color
fringe pattern with the coupling effect among color
channels can be expressed as
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where fCij ≤ 1; i; j � r; g; bg are the coefficients repre-
senting the coupling effects among color chan-
nels and Cij � 1 if i � j. fri�x; y�; i � r; g; bg are the

Fig. 1. Optical geometry.
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reflectivity distributions. fni�x; y�; i � r; g; bg indi-
catethenoise.fΦi�x; y�; i � r; g; bgrepresentthephase
modulation caused by height distribution h�x; y�.
We denote Ai�x; y� � ri�x; y�ai, Bi�x; y� � ri�x; y�bi,
and (i � r, g, b), and Eq. (2) then is replaced with
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When L ≫ h�x; y�,

h�x; y� � −
LΔΦi�x; y�

2πf id

� −
L

2πf id
�Φi�x; y� −Φ0i�x; y��;

�i � r; g; b�; (4)

where fΦ0i�x; y�; i � r; g; bg are the phase values of the
fringe pattern on reference plane. Our goal is to
obtain the unwrapped phase ΔΦb�x; y� �ΔΦb�x; y� �
Φb�x; y� −Φ0b�x; y�� of the high-frequency fringe, from
whichtheheightdistributionof theobject isrecovered.
To achieve this goal, two problems have to be solved.
Oneisdecouplingthecross talk,whichimpedestheex-
traction of the fundamental frequency components,
and the other is phaseunwrapping.To solve thesepro-
blems, a BEMD-based algorithm and a three-step
phase unwrapping strategy are presented in the next
two sections, respectively.

B. Color Decoupling and Fundamental Frequency
Components Extraction

The empirical mode decomposition (EMD) prop-
osed by Huang et al. [16] is a data-driven signal-
processing algorithm that could analyze nonlinear
and nonstationary data by obtaining local features
and time-frequency distribution of the data. EMD
and its variants have also been used to analyze fringe
patterns for denoising, detrending, and phase retrie-
val in recent years. The standard EMD was used to
reduce noise and normalize fringes in a digital
speckle pattern [17]. Li et al. used one-dimesnional
(1D) EMD to eliminate the zero spectrum in Fourier
transform profilometry [18]. We used multi-
variate EMD [19] and ensemble EMD [20] for noise
reduction and phase extraction of carrier fringe
patterns.

In 1D EMD methods, each row or column in the
fringe patterns is processed sequentially, which
ignores the correlation among the rows or columns
of a two-dimensional (2D) image and thus probably
leads to undesirable results for heavily warped
fringes. Moreover, 1D EMD is sensitive to noise
and possibly fails to decompose the fringe patterns
with noise. To overcome these problems, BEMD
has been applied to analyze speckle patterns [21]
and amplitude-encoded fringe patterns [22]. BEMD
employs local 2D extrema and surface interpolation

to estimate local envelopes, making it suitable for
analyzing fringe patterns with large deformation.
Hence, we choose BEMD to extract the fundamental
frequency components and decouple the cross talk
among color channels of the images.

1. Steps for BEMD
If we denote the original image as I, the bidimen-
sional intrinsic mode function (BIMF) as F, and
the residue as R, then the sifting process of BEMD
is summarized as follows:

(1) Identify the extrema (both maxima and mini-
ma) maps of I.

(2) Estimate the upper and lower envelopes from
the maxima and minima points, respectively.

(3) Determine the local meanm1 by averaging the
two envelopes.

(4) Subtract the mean from I: h1 � I −m1.
(5) Repeat steps (1) to (4) as h1 is a BIMF, and

set F � h1.
(6) The residue is calculated: R � I − F.

LetR be a new original image and repeat the above
steps; then I can be de separated into a series
of BIMFs.

The implementation of BEMD strongly depends on
the algorithms of extrema detection and envelope
estimation. Nunes et al. proposed a new BEMD algo-
rithm that uses morphological reconstruction and ra-
dial basis function (RBF) for extrema detection and
surface interpolation, respectively [23,24]. The new
BEMDalgorithmperformedwell in image and texture
analysis, and is therefore adopted in our method.

A. Extrema Detection Using Morphological
Reconstruction [23]

The extrema are detected by morphological recon-
struction based on geodesic operators. For identify-
ing the maxima maps, we take J � I − 1 and
perform the reconstruction Irec (by geodesic dilation)
of J by I. The difference I − Irec corresponds to the in-
dicator function of the maxima of I. Conversely, the
difference between I�rec (reconstruction by geodesic
erosion) and I produces the indicator function of
the minima of I. This extrema detection method is
described in detail in [25]. Compared with the neigh-
boring window method, this technique is faster and
more precise.

B. Surface Interpolation by RBF [23,26]

RBF-based interpolation methods impose fewer
restrictions on the geometry of the interpolation cen-
ters and are suited to problems where the interpola-
tion centers do not form a regular grid. In addition,
they are some of the most elegant schemes from a
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mathematical point of view and do not create distor-
tions near the end points, and they show superior
performance in scattered data interpolation. The
RBF function form is given as follows:

s�x��pm�x��
XN
i�1

λiΦ�‖x−xi‖�; x∈Rd;λi ∈R; (5)

where

• s is the radial basis function;
• pm is a low-degree polynomial, typically linear

or quadratic, a member of the mth-degree polyno-
mials in d variables;
• ‖ · ‖ denotes the Euclidean norm;
• the λi’s are the RBF coefficients;
• Φ is a real-valued function called the basis

function; and
• xi’s are the RBF centers.

Many choices of Φ are available for various
RBFs [26]. RBF-thin-plate spline, one of the classical
forms, is adopted in this paper. The form of Φ for
RBF-thin-plate spline is as follows:

Φ�r� � r2 log�r�: (6)

2. Extraction of Fundamental Frequency
Components Based on BEMD
The cross talk and background trends impede the ex-
traction of the fundamental frequency components.
In our method, the background trends are eliminated
by subtracting the red fringe pattern from that of
both blue and green. Then an approach for extraction
of fundamental frequency components based on
BEMD is used for color decoupling, which is de-
scribed as follows:

(1) Eliminate the background trends by subtract-
ing the red fringe pattern from that of both blue and
green. Supposing the background trends of the red,
green, and blue fringe patterns are approximately
the same, as shown in Eq. (7), the background trends
would be eliminated substantially, giving the result
as Eq. (8). The residual background trends have little
effect on the following processes.
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(2) Denoise using the 2D discrete wavelet trans-
form (2D DWT). Notably, the high fundamental fre-
quency component in fMidLow�x; y� should be filtered
in order to obtain better results without mode
mixing.

(3) Decompose fMidLow�x; y� using the BEMD algo-
rithm in Subsection 2.A.1. The resulting BIMF1 and
BIMF2 correspond to the fundamental frequency
components of the medium- and low-frequency
fringe, denoted as gg�x; y� and gr�x; y�, respectively.

(4) Apply the above step to fHighLow�x; y� and
BIMF1 indicates the high fundamental frequency
component, denoted as gb�x; y�.2
4gr�x;y�
gg�x;y�
gb�x;y�

3
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2
4 �Cgr−Crr�Br�x;y�·cos�2πf rx�Φr�x;y��
�Cgg−Crg�Bg�x;y�·cos�2πf gx�Φg�x;y��
�Cbb−Crb�Bb�x;y�·cos�2πf bx�Φb�x;y��

3
5:
(9)

The background trends are greatly depressed by
subtracting the red fringe pattern from that of both
blue and green, and color cross talk is decoupled by
BEMD; only the fundamental frequency components
remain as the major part of each fringe pattern.
Hence, phase distribution fΦi�x; y�; i � r; g; bg of
the three fringe patterns can be easily demodulated
via 2D Fourier transform without spectrum aliasing.

Similarly, the phase value of the fringe pattern on
reference plane fΦ0i�x; y�; i � r; g; bg can be extracted
by the same strategy.

C. Three-Step Phase Unwrapping

The phase (Δφi�x; y�, i � r, g, b) demodulated via 2D
Fourier transform is wrapped from −π to π and must
be unwrapped. A three-step phase-unwrapping
strategy is developed, according to the temporal
phase-unwrapping strategy proposed by Zhao et al.
[27]. The phase distribution of the low-frequency
fringe with the least wraps or even no wrap is used
to unwrap that of the medium-frequency fringe, then
the medium unwraps the high. Finally, the un-
wrapped phase distribution of the high-frequency
fringe is retrieved to recover the height distribution
of the object. The wrapped phase is unwrapped point
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by point, from one phase map to another, without the
help of the neighboring points’ phase. Therefore, the
process is very fast and reliable. Suppose the un-
wrapped phase values are denoted as ΔΦi�x; y�,
i � r, g, b and given by

ΔΦr�x; y� � Δφr�x; y�; (10)

ΔΦi�x;y��Δφi�x;y��2ni�x;y�π; �i�g;b�: (11)

The three-step phase-unwrapping strategy is
described in detail as follows:

(1) The phase distribution of the low-frequency
fringe with the least wraps or even no wrap is used
to unwrap that of the medium-frequency fringe.

nG�x; y� � INT
�ΔΦg�x; y�

2π

�

� INT
�
krΔΦr�x; y�∕kg −Δφg�x; y�

2π

�
; (12)

where INT is an operator equal to the integer part of
its argument, and kr, kg are isolated constants deter-
mined by Eq. (4): kr � −

L
2πf rd, kg � −

L
2πf gd.

(2) Considering the influence of noise and calibra-
tion errors, the result obtained by Eq. (12) should be
revised. Define the difference between the height
distributions obtained from the medium- and low-
frequency fringes as the quantity

Δ�m� � kg�Δφg�x; y� � 2mπ� − krΔΦr�x; y�;
�m � nG�x; y�; nG�x; y� � 1�; (13)

where m is termed m0g�x; y� when Δ�m� reaches its
minimum. Finally, the unwrapped distribution
ΔΦg�x; y� is

ΔΦg�x; y� � Δφg�x; y� � 2m0g�x; y�π: (14)

(3) Subsequently, the unwrapped phase distribu-
tion of the medium-frequency fringe ΔΦg�x; y� is
used to unwrap Δφb�x; y�, resulting in ΔΦb�x; y�.
3. Computer Simulation

Based on Eq. (2), a 512 × 512 pixel image of a
deformed color fringe pattern contaminated by
Gaussian white noise with constant mean and var-
iance is generated by the computer software and is
shown in Fig. 2. The color coupling effects of commer-
cial CCDs and projectors vary from one combination
to another, but the coefficients are normally between
0.1 and 0.4 according to our experience and [9]. For
simplicity, the uniform coefficient value is simulated,
ignoring the minor difference among channels.
Specifically, the coupling coefficients Cij are set to
0.2 if i ≠ j, and to 1 if i � j; that is, fCij � 0.2;
i ≠ j;Cij � 1; i � jg. The background intensities ai,

(i � r, g, b) and their amplitudes bi, (i � r, g, b)
are set to 40 and 18, respectively, so that the maxima
of the deformed fringe pattern are 37 while the mini-
ma are 248. Other parameters are set as follows:

• Normalized carrier frequencies: f r � 1∕128,
f g � 3f r, f b � 9f r.
• Phase distribution:

Φr�x; y� � P�x; y�;
Φg�x; y� � 3P�x; y�;
Φb�x; y� � 9P�x; y�; (15)

where

P�x; y� � 3
�
3�1 − x�2e−x2−�y�1�2

− 10
�
x
5
− x3 − y5

�
e−x

2
−y2

−
1
3
e−�x�1�2−y2

�
∕8;

�x; y � 1; 2 	 	 	 512�; (16)

and it can be generated by the peaks function pro-
vided by the MATLAB function base.
• The reflectivity distribution: fri�x; y� � 3�

40Φ0
r�x; y�; i � r; g; bg.

The true fundamental frequency components of
the deformed color fringe pattern are shown in
Figs. 3(a) through 3(c), whereas those extracted by
the color decoupling algorithm based on BEMD are
shown in Figs. 3(d) through 3(f). The low, medium,
and high fundamental frequency components are ex-
tracted accurately without mode mixing. Then the
wrapped phase distribution of the three fringe pat-
terns, (as shown in Figs. 4(a) through 4(c), is demo-
dulated via 2D Fourier transform, followed by phase
unwrapping using the three-step phase unwrapping
strategy. Figures 4(d) and 4(e) show the unwrapped
phase maps of the medium- and high-frequency
fringes, respectively, and Fig. 4(f) is the absolute er-
ror map. The maximum of the absolute error map is
0.3408, only 0.69% of the peak value. This result
shows that the method can achieve high precision.

Fig. 2. (Color online) Deformed color fringe pattern.
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4. Experiments

The experimental setup in Fig. 5(a) is applied in our
experiments. We use a Sony VPL-EX175 3-LCD pro-
jector for the fringe projection. The projector has the
brightness of 3600 ANSI lumens, a contrast ratio of
2500∶1, and a standard resolution of 1024 × 768
(XGA). An 8 bit CCD camera (AVT Guppy F-146C)
is used for image capture. This camera uses a color
CCD sensor (Sony ICX267) that produces color
images based on the Bayer color filter array tech-
nique. It runs at up to 17.7 fps at full resolution
(1392 × 1040). However, the overlapping spectra be-
tween the neighboring channels causes heavy color
coupling, and the discrepant behavior of each chan-
nel causes imbalance of the three color channels. The
image card used in the experiments is MV-1394A, the
transmission of which is 400 Mbits/s.

A. Calibration of Gray-Scale Curve

In the fringe-projected techniques for 3D shape
measurement, a linear gray-scale curve, which

represents the relationship between the input and
output gray-scale value, is desired for higher mea-
surement accuracy. However, the intensity response
between commercial projectors and CCDs is non-
linear, and the accuracy is affected by color imbal-
ance caused by the mismatch of the color spectra
of the projector and camera, so calibration of the
gray-scale curve is necessary. We use the method pro-
posed in [14] to calibrate the gray-scale curve for the
red, green, and blue channels in our experiments.
After calibrating the gray-scale curve, the linearity
of the fringe is much better and the background
trends of the red, green, and blue fringe patterns
are approximately the same.

B. Contrast Experiment

A plaster model of a human face, as shown in
Fig. 5(b), is used as the tested object. A triple-
frequency color fringe pattern with 1∶3∶9 carrier fre-
quency ratio (the pixel periods of the red, green, and
blue channel fringes are 81, 27, and 9 pixels, whereas

Fig. 3. True (a) low; (b) medium; and (c) high fundamental frequency components; and (d) low; (e) medium and (f) high ones extracted by
color decoupling algorithm based on BEMD.

Fig. 4. Wrapped phase distribution of (a) low- (no phase wrap); (b) medium-; and (c) high-frequency fringes; unwrapped phase maps of
(d) medium- and (e) high-frequency fringes; and (f) absolute error map.
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the real periods are 45, 15, and 5 mm, respectively) is
projected onto the tested object by a 3-LCD projector.
The deformed fringe pattern captured by CCD is
analyzed using the proposed method.

Then the image is sent to the computer and sepa-
rated into red, green, and blue fringe patterns as

shown in Figs. 6(a) through 6(c). The color decoupling
algorithm based on BEMD is used to extract the fun-
damental frequency components, and the accurate
results are shown in Figs. 6(d) through 6(f). Accord-
ingly, three wrapped phase maps are demodulated
via 2D Fourier transform and shown in Figs. 7(a)
through 7(c). Using the three-step phase unwrapping
strategy, the unwrapped phase distribution of the
low-, medium-, and high-frequency fringes as shown
in Figs. 7(d) through 7(f) are acquired.

A four-step-phase-shifting method is used for com-
parison to prove the feasibility of the proposed tech-
nique. The 3D reconstruction of the restored phase
distribution obtained by the two methods is shown
in Fig. 8. Figures 8(a) and 8(b) show the restored
phase distribution by the four-step-shifting and pro-
posed methods, respectively, whereas Fig. 8(c) shows
the results of the 256th column. The results reveal
that the unwrapped phase is successfully retrieved

Fig. 5. (Color online) (a) Experimental setup and (b) deformed
color fringe pattern.

Fig. 6. (a) Red; (b) green; and (c) blue fringe patterns from the captured image; and (d) low; (e) medium; and (f) high fundamental
frequency components extracted by color decoupling algorithm based on BEMD.

Fig. 7. Wrapped phasemaps of (a) low- (with little phase wraps); (b) medium-; and (c) high-frequency fringes, and unwrapped phasemaps
of (d) low-; (e) medium-; and (f) high-frequency fringes.
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by the proposed method. However, in the areas close
to the borders, the results are not perfect because the
results of envelope estimation using RBF interpola-
tion are different from the actual fringe curve, in
which the height is dramatically changed. Figure 8(d)
shows a detailed view of A with abrupt height, which
is one part of 8(c).

C. Experiment on Facial Expression Capture

The technique is also used for facial expression
capture. Under the same circumstances as in the con-
trast experiment, 66 frames of color deformed fringe
patterns are continuously captured by CCD camera.
Figures 9(a) through 9(c) show only three frames of

them (namely surprised, sad, and chuckle expres-
sions). The 3D reconstruction results of the restored
phase distribution of high-frequency fringes are
shown in Figs. 9(d) through 9(f). The unwrapped
phase is successfully restored, except for some areas
close to the borders and other areas with abrupt
texture, such as the teeth, eyes and tongue. These
results are caused by the inherent defect of fringe-
projected techniques, which are not qualified for
measuring objects with abrupt texture.

5. Conclusion

The paper proposed a color fringe-projected techni-
que with the potential for full-field dynamic 3D
shape measurement. By subtracting the red fringe
pattern from that of both blue and green, the back-
ground trends are greatly eliminated. The color cross
talk problem is solved by a color decoupling algo-
rithm based on BEMD. Using a three-step phase
unwrapping strategy, the unwrapped phase distribu-
tion of the high-frequency fringe is recursively
acquired to recover the object’s height distribution.
In this technique, only a commercial off-the-shelf
projector and CCD are needed, so the hardware cost
is greatly decreased compared with the previous
techniques using light filters and three-chip CCDs.
This technique can be implemented for 3D shapes
measurement of objects with large discontinuity
or spatially isolated surfaces. Because only a single
snapshot is required, the technique allows the
instantaneous measurement of 3D shapes for fast-
moving, dynamic objects.

Fig. 8. Restored phase distribution by (a) four-step-shifting method and (b) the proposed method; (c) the results of the 256th column by
the two methods; and (d) a detailed view of A in (c).

Fig. 9. (Color online) (a) Surprised, (b) sad, and (c) chuckle ex-
pressions; 3D reconstruction results of (d) surprised, (e) sad,
and (f) chuckle expressions.
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