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#### Abstract

In this work, we present an energy-stable linear scheme for the Swift-Hohenberg equation based on Leapfrog scheme. We prove rigorously that the scheme satisfies the energy dissipation property. We also prove that our scheme is second-order accurate in time. Moreover, we adopt a spectral-Galerkin approximation for the spatial variables and establish error estimates for the fully discrete scheme. Numerical results are presented to validate our theoretical analysis.


© 2023 Elsevier B.V. All rights reserved.

## 1. Introduction

The Swift-Hohenberg (SH) equation is a widely applied phase-field model and it was originally derived by Swift and Hohenberg [1] to describe Rayleigh-Bénard convection. Related applications can be found in complex pattern formation $[2,3$ ], complex fluids and biological tissues [4-6]. The SH equation is derived from the following free energy functional

$$
\begin{equation*}
E(u)=\int_{\Omega}\left(\frac{1}{2} u(1+\Delta)^{2} u+\frac{\beta}{2} u^{2}+F(u)\right) \mathrm{d} x \tag{1.1}
\end{equation*}
$$

where $\Omega$ is a domain in $\mathbb{R}^{d}(d=1,2,3), u$ is the density field, $F(u)=\frac{1}{4} u^{4}-\frac{\epsilon+\beta}{2} u^{2}, \Delta$ is the Laplace operator. The SH equation is given by

$$
\begin{equation*}
u_{t}=-\frac{\delta E}{\delta u}=-\left((1+\Delta)^{2} u+\beta u+f(u)\right) \tag{1.2}
\end{equation*}
$$

with the periodic boundary conditions and initial conditions $\left.u\right|_{t=0}=u^{0}$, where $\frac{\delta}{\delta u}$ denotes the variational derivative, $u_{t}=\frac{\partial u}{\partial t}, f(u)=F^{\prime}(u)=u^{3}-(\epsilon+\beta) u$. It is known that if $\epsilon \leq 0$, the SH equation has the trivial solution only (cf. Theorem 9.1.1 in [7]), and hence we consider $\epsilon>0$ in this paper. A classic example for the SH equation is convection of a thin layer of fluid heated from below for which we can think of the scalar quantity $u$ as representing the temperature of the fluid in the mid plane. The parameter $\epsilon$ is the reduced Rayleigh number and is expressed as:

$$
\epsilon=\frac{R a-R a_{c}}{R a_{c}}
$$

[^0]where $R a_{c}$ is the critical Rayleigh number at which instability sets in and convection begin [8]. Hence, for $\epsilon>0$, convection occurs. The free energy is nonincreasing in time:
$$
\frac{\mathrm{d} E}{\mathrm{~d} t}=\int_{\Omega} \frac{\delta E}{\delta u} \frac{\partial u}{\partial t} \mathrm{~d} x=-\int_{\Omega}\left(u_{t}\right)^{2} \mathrm{~d} x \leq 0
$$

Here we study the numerical scheme of SH equation with periodic boundary conditions since that is used very frequently in numerical or analytical works of SH equation. If we choose other physical boundary conditions like Neumann type, the analysis is also true.

As a nonlinear fourth-order partial differential equation, the SH equation is difficult to be solved analytically. Hence, various numerical schemes have been proposed in recent years. To design a numerical scheme satisfying energy dissipation law, the linear terms are generally treated implicitly and the nonlinear terms are treated by different approaches. A very efficient approach is the convex splitting method [9]. Based on the convex splitting method, Lee presented a noniterative scheme for the SH equation with quadratic-cubic nonlinearity without convergence analysis in [10]. Zhang and Ma constructed and analyzed a large time-stepping scheme for the SH equation in [11]. In [12], the authors proposed a second-order energy-stable numerical scheme for the SH equation and presented an optimal error estimate for the scheme. By applying the Crank-Nicolson scheme, a semi-implicit second-order method for the SH equation was given in [13]. In [14], an unconditionally energy-stable, second-order finite element scheme in the mixed formulation is given and analyzed for the SH equation. The convex splitting method is unconditionally energy-stable and uniquely solvable. However, to solve the fully discrete nonlinear systems, these methods generally require the use of an iteration. Hence, the computational costs are often high and the implementations are usually complicated. Another efficient approach is the stabilization method. By introducing artificial stabilization terms, one can alleviate the time step restriction and balance the explicit treatment of the nonlinear term, see [15]. In [16], the authors proposed a stabilized linear predictorcorrector scheme for the SH equation, they also proved rigorously that the scheme satisfies the energy dissipation law and is second-order accurate. In [17], a stabilized linear Crank-Nicolson scheme for the SH equation was proposed and analyzed. Efficiency and simplicity are the main advantages of the stabilization method. The operator splitting method is also an very powerful approach for solving the phase-field models. In [18], based on the operator splitting scheme, the first- and second-order Fourier spectral methods were presented for the SH equation. In [19], a new conservative SH equation was introduced and its first-order and second-order mass conservative operator splitting schemes were proposed. In [20], A fast explicit high-order operator splitting scheme was presented for the SH equation with a nonlocal nonlinearity. There are also various interesting linear approaches that attract the attention of many scholars, such as invariant energy quadratization (IEQ) scheme [21] and scalar auxiliary variable (SAV) scheme [22]. These approaches provide linear numerical schemes and satisfy unconditional energy stability based on a modified energy functional.

In this work, we design and analyze an unconditionally energy-stable linear Leapfrog scheme combined with IEQ approach for the SH equation. Although there exist some works about IEQ type or SAV type schemes for the SH equation, such as [23-28], almost all works only focus on the unconditional energy stability. In view of the absence of error analysis, the main goal of this paper is to derive the error analysis for a second-order IEQ scheme for the SH equation. In [29], Yang and Zhang gave the convergence analysis for the IEQ schemes for solving the Cahn-Hilliard and Allen-Cahn equations with general nonlinear potential, but the authors considered only time discrete schemes in their study and Remark 4.1 was given in their article to indicate, for the fully discrete IEQ scheme of the Cahn-Hilliard equations, their were not clear on how to derive the corresponding error analysis using Galerkin type approximations and this was a challenging work. In this work, we adopt a spectral-Galerkin approximation for the spatial variables and establish error estimates for the fully discrete IEQ scheme, which is not studied in [29]. In order to get optimal error estimate, some reasonable conditions about continuity and boundedness for the nonlinear terms are given. Unconditional energy stability and unique solvability are also rigorously proved. Numerical tests are presented to support our theoretical results.

The rest of the paper is organized as follows. In Section 2, we design the second-order semi-discrete linear energystable Leapfrog scheme and prove the scheme satisfies the energy dissipation property. In Section 3, we derive the error estimate of the semi-discrete scheme. In Section 4, we adopt a spectral-Galerkin approximation for the spatial variables and establish error estimates for the fully discrete linear Leapfrog scheme. In Section 5, numerical tests are provided to illustrate the accuracy and energy stability of the proposed scheme. In the end, some conclusions are presented in Section 6.

We introduce some notations which will be used in the analysis. We denote the spaces $L^{p}(\Omega)$ associated with the $L^{p}$ norm $\|u\|_{L^{p}}:=\left(\int_{\Omega}|u(x)|^{p} \mathrm{~d} x\right)^{1 / p}$. We also introduce the space $L^{\infty}(\Omega)$ with $\|v\|_{L^{\infty}}=\sup _{x \in \Omega}|v(x)|$. $W^{k, p}(\Omega)$ stands for the standard Sobolev spaces equipped with the standard Sobolev norms $\|\cdot\|_{k, p}$. For $p=2$, we write $H^{k}(\Omega)$ for $W^{k, 2}(\Omega)$ and the corresponding norm is $\|\cdot\|_{k}$. The space $W^{k, p}(0, T ; V)$ represents the $W^{k, p}$ space on the interval $(0, T)$ with values in the function space $V$. We denote by $(\cdot, \cdot)$ the inner product in $L^{2}$ and $\|\cdot\|$ the norm in $L^{2}$. Let $x \lesssim y$ denote there is a positive constant $C$ that is independent on time step size $\tau$ and $n$ such that $x \leq C y$. Let $K>0$ be any positive integer, $T$ be the final time and set

$$
\tau=T / K, t_{n}=n \tau, \text { for } n \leq K
$$

let $u^{n}$ be the numerical approximation of $u\left(t_{n}\right)$.

## 2. The semi-discrete linear Leapfrog scheme for the SH equation

In this section, we develop a second-order semi-discrete time-stepping numerical scheme to solve the SH equation based on the IEQ method. For this purpose, we introduce following auxiliary variable

$$
W=\sqrt{F(u)+D}
$$

$D$ is a positive constant to make $F(u)+D>0$ and ensure $W=\sqrt{F(u)+D}$ is well-defined for any $u \in \mathbb{R}$. Since

$$
\frac{1}{4} u^{4}-\frac{\epsilon+\beta}{2} u^{2}+\frac{(\epsilon+\beta)^{2}}{4}=\left(\frac{1}{2} u^{2}-\frac{\epsilon+\beta}{2}\right)^{2} \geq 0
$$

and $F(u)=\frac{1}{4} u^{4}-\frac{\epsilon+\beta}{2} u^{2} \geq-\frac{(\epsilon+\beta)^{2}}{4}, F(u)$ is bounded from below. We are able to choose a positive constant $D$ such that $D>\frac{(\epsilon+\beta)^{2}}{4}$. Thus, the energy functional (1.1) becomes

$$
\begin{equation*}
\hat{E}(u, W)=\int_{\Omega}\left(\frac{1}{2} u(1+\Delta)^{2} u+\frac{\beta}{2} u^{2}+W^{2}-D\right) \mathrm{d} x \tag{2.1}
\end{equation*}
$$

We denote $H(u)=2 \frac{\mathrm{~d}}{\mathrm{~d} u} W(u)=\frac{f(u)}{\sqrt{F(u)+D}}$ and we have the following equivalent PDE system:

$$
\begin{align*}
& u_{t}+(1+\Delta)^{2} u+\beta u+H(u) W=0  \tag{2.2}\\
& W_{t}=\frac{1}{2} H(u) u_{t} \tag{2.3}
\end{align*}
$$

with the periodic boundary conditions and initial conditions

$$
\left.u\right|_{t=0}=u^{0},\left.\quad W\right|_{t=0}=\sqrt{F\left(u^{0}\right)+D} .
$$

The equivalent PDE system still satisfies the unconditional energy stability. By taking the $L^{2}$ inner product of (2.2) with $u_{t}$ and taking the $L^{2}$ inner product of (2.3) with $2 W$, summing up the resulting equations, we have the following unconditional energy stability of the equivalent PDE system (2.2)-(2.3) as

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \hat{E}(u, W)=-\left\|u_{t}\right\|^{2} \leq 0
$$

We design the second-order semi-discrete scheme based on the Leapfrog scheme as follows,

$$
\begin{align*}
& \frac{u^{n+1}-u^{n-1}}{2 \tau}+H\left(u^{n}\right) \frac{W^{n+1}+W^{n-1}}{2}+(1+\Delta)^{2} \frac{u^{n+1}+u^{n-1}}{2}+\beta \frac{u^{n+1}+u^{n-1}}{2}=0  \tag{2.4}\\
& W^{n+1}-W^{n-1}=\frac{1}{2} H\left(u^{n}\right)\left(u^{n+1}-u^{n-1}\right) \tag{2.5}
\end{align*}
$$

Because we tackle the nonlinear coefficient $H(u)$ of the variable $W$ explicitly, we can write Eq. (2.5) as below:

$$
\begin{equation*}
W^{n+1}=\frac{1}{2} H\left(u^{n}\right) u^{n+1}+r_{1}^{n} \tag{2.6}
\end{equation*}
$$

with $r_{1}^{n}=W^{n-1}-\frac{1}{2} H\left(u^{n}\right) u^{n-1}$. Thus, (2.4) can be written as a linear system as follow

$$
\begin{equation*}
\gamma u^{n+1}=-G\left(u^{n+1}\right)+r_{2}^{n-1}-r_{3}^{n}, \tag{2.7}
\end{equation*}
$$

with $\gamma=\frac{1}{2 \tau}, r_{2}^{n-1}=\frac{1}{2 \tau} u^{n-1}, G\left(u^{n+1}\right)=\frac{1}{4} H\left(u^{n}\right) H\left(u^{n}\right) u^{n+1}+\frac{1}{2}(1+\Delta)^{2} u^{n+1}+\frac{\beta}{2} u^{n+1}, r_{3}^{n}=\frac{1}{2} H\left(u^{n}\right) r_{1}^{n}+\frac{1}{2} H\left(u^{n}\right) W^{n-1}+\frac{1}{2}(1+$ $\Delta)^{2} u^{n-1}+\frac{\beta}{2} u^{n-1}$. Actually, $u^{n+1}$ can be solved directly from (2.7). After we get $u^{n+1}, W^{n+1}$ is naturally obtained in (2.6). Moreover, we note that

$$
(G(u), v)=\frac{1}{4}\left(H\left(u^{n}\right) u, H\left(u^{n}\right) v\right)+\frac{1}{2}((1+\Delta) u,(1+\Delta) v)+\frac{\beta}{2}(u, v)
$$

if $v$ satisfies the identical boundary conditions as $u$. Thus, the linear operator $G(\cdot)$ is symmetric. Furthermore, for each $u$, we derive

$$
(G(u), u)=\frac{1}{4}\left\|H\left(u^{n}\right) u\right\|^{2}+\frac{1}{2}\|(1+\Delta) u\|^{2}+\frac{\beta}{2}\|u\|^{2} \geq 0
$$

where " $=$ " is valid if and only if $u \equiv 0$.
Remark 2.1. For the SH equation with quadratic-cubic nonlinearity, that is, the nonlinear term is $f(u)=u^{3}-g u^{2}-(\epsilon+\beta) u$, $F(u)=\frac{1}{4} u^{4}-\frac{g}{3} u^{3}-\frac{\epsilon+\beta}{2} u^{2}$, the current research is also applicable. In this paper, we focus on the SH equation with $\epsilon>0$,
$g>0$ and $\beta>0$, the nonlinear term $F(u)$ has double wells with two local minimal values at $u_{ \pm}=\frac{g \pm \sqrt{g^{2}+4(\epsilon+\beta)}}{2}$ such that $f\left(u_{ \pm}\right)=F^{\prime}\left(u_{ \pm}\right)=0$, and

$$
F(u) \geq \min \left\{F\left(u_{ \pm}\right)\right\}=: D(g, \epsilon, \beta)
$$

where $D(g, \epsilon, \beta)$ is a constant depends on $g, \epsilon$ and $\beta$ only and a similar analysis can be found in [23]. $F(u)$ is bounded from below and we can find a $D_{0}>-D(g, \epsilon, \beta)$ such that $F(u)+D_{0}>0$. The analysis in our paper can also be carried out.

Remark 2.2. A symmetric reformulation was introduced in [30], Section 4.3 and [26], Eq. (2.1) for the SH equation. In our work, the SH equation can be written as the following symmetric reformulation:

$$
\begin{aligned}
& u_{t}+\mathcal{L} q+\beta u+f(u)=0 \\
& q=\mathcal{L} u
\end{aligned}
$$

where $\mathcal{L}=(\Delta+1)$. By the IEQ approach, we have the following equivalent system:

$$
\begin{aligned}
& u_{t}+\mathcal{L} q+\beta u+H(u) W=0 \\
& q=\mathcal{L} u \\
& W_{t}=\frac{1}{2} H(u) u_{t}
\end{aligned}
$$

The proposed scheme is still applicable to the reformulated equation.
Remark 2.3. The second-order scheme (2.4)-(2.5) involves three time levels and ( $u^{n+1}, W^{n+1}$ ) can be updated after we obtain the initial values $\left(u^{0}, W^{0}\right)$ and $\left(u^{1}, W^{1}\right)$. Obviously, $\left(u^{0}, W^{0}\right)$ is given by the initial conditions. To get the second-order time accuracy of the scheme, we can calculate ( $\tilde{u}^{1}, \tilde{W}^{1}$ ) by using the first-order scheme (2.8)-(2.9)

$$
\begin{align*}
& \frac{\tilde{u}^{n+1}-u^{n}}{\tau}+(1+\Delta)^{2} \tilde{u}^{n+1}+\beta \tilde{u}^{n+1}+H\left(u^{n}\right) \tilde{W}^{n+1}=0  \tag{2.8}\\
& \tilde{W}^{n+1}-W^{n}=\frac{1}{2} H\left(u^{n}\right)\left(\tilde{u}^{n+1}-u^{n}\right) \tag{2.9}
\end{align*}
$$

then apply the following corrector scheme to get $\left(u^{1}, W^{1}\right)$,

$$
\begin{align*}
& \frac{u^{1}-u^{0}}{\tau}+H\left(\tilde{u}^{1}\right) \frac{W^{1}+W^{0}}{2}+(1+\Delta)^{2} \frac{u^{1}+u^{0}}{2}+\beta \frac{u^{1}+u^{0}}{2}=0  \tag{2.10}\\
& W^{1}-W^{0}=\frac{1}{2} H\left(\tilde{u}^{1}\right)\left(u^{1}-u^{0}\right) \tag{2.11}
\end{align*}
$$

with

$$
H\left(\tilde{u}^{1}\right)=\frac{f\left(\tilde{u}^{1}\right)}{\sqrt{F\left(\tilde{u}^{1}\right)+D}}
$$

We now prove the well-posedness of the system (2.4)-(2.5) (or (2.7)) as follows.
Theorem 2.1. The linear system (2.7) can be solved uniquely, and the linear operator is a symmetric positive definite operator.
Proof. From (2.7), it is obvious that $u^{n+1}$ solves the following system with unknown $u$,

$$
\begin{equation*}
\gamma u+G(u)=r_{2}^{n-1}-r_{3}^{n} . \tag{2.12}
\end{equation*}
$$

Let us denote the above linear system (2.12) by $\mathbb{T} u=y$.

1. For each $u_{1}$ and $u_{2}$ in $H^{2}(\Omega)$ with the periodic boundary conditions, applying integration by parts, we obtain

$$
\begin{align*}
\left(\mathbb{T}\left(u_{1}\right), u_{2}\right) & =\gamma\left(u_{1}, u_{2}\right)+\left(G\left(u_{1}\right), u_{2}\right) \\
& \leq C_{1}\left(\left\|u_{1}\right\|\left\|u_{2}\right\|+\left\|\nabla u_{1}\right\|\left\|\nabla u_{2}\right\|+\left\|\Delta u_{1}\right\|\left\|\Delta u_{2}\right\|\right) \\
& \leq C_{1}\left\|u_{1}\right\|_{2}\left\|u_{2}\right\|_{2} . \tag{2.13}
\end{align*}
$$

Hence, the boundedness of the bilinear form $(\mathbb{T}(\cdot), \cdot)$ is proved.
2. For each $u$ in $H^{2}(\Omega)$ with the periodic boundary conditions, using the $H^{2}$-regularity of the second-order elliptic equation $-\Delta u=\bar{f}$ (cf. Chapter 6 of [31]), we have

$$
\begin{aligned}
\|u\|_{2} & \leq C(\|\bar{f}\|+\|u\|) \\
& =C(\|\Delta u\|+\|u\|)
\end{aligned}
$$

$$
\begin{aligned}
& =C(\|(1+\Delta) u-u\|+\|u\|) \\
& =C(\|(1+\Delta) u\|+2\|u\|),
\end{aligned}
$$

it is not hard to obtain that

$$
\begin{equation*}
(\mathbb{T}(u), u)=\gamma\|u\|^{2}+\frac{1}{4}\left\|H\left(u^{n}\right) u\right\|^{2}+\frac{1}{2}\|(1+\Delta) u\|^{2}+\frac{\beta}{2}\|u\|^{2} \geq C_{2}\|u\|_{2}^{2} \tag{2.14}
\end{equation*}
$$

Consequently, the coercivity of bilinear form $(\mathbb{T}(\cdot), \cdot)$ is proved. Here, $C_{1}$ and $C_{2}$ are positive constants.
In this way, the well-posedness of the system $\mathbb{T} u=y$ is obtained from the Lax-Milgram theorem, that is, the linear system (2.12) has an unique solution in $H^{2}(\Omega)$. Moreover, we can easily obtain

$$
\begin{equation*}
\left(\mathbb{T}\left(u_{1}\right), u_{2}\right)=\left(u_{1}, \mathbb{T}\left(u_{2}\right)\right) \tag{2.15}
\end{equation*}
$$

From this, $\mathbb{T}$ is symmetric. At the same time, the positive definiteness of $\mathbb{T}$ comes from coercivity in (2.14). Hence, $\mathbb{T}$ is a symmetric positive definite operator.

Theorem 2.2. The scheme (2.4)-(2.5) (or (2.7)) satisfies the discrete energy dissipation law as follows:

$$
\begin{equation*}
E_{L F}^{n+1, n}-E_{L F}^{n, n-1}=-\frac{1}{4 \tau}\left\|u^{n+1}-u^{n-1}\right\|^{2} \leq 0 \tag{2.16}
\end{equation*}
$$

where

$$
E_{L F}^{n+1, n}=\frac{1}{2}\left(\left\|W^{n+1}\right\|^{2}+\left\|W^{n}\right\|^{2}\right)+\frac{1}{4}\left(\left\|(1+\Delta) u^{n+1}\right\|^{2}+\left\|(1+\Delta) u^{n}\right\|^{2}\right)+\frac{\beta}{4}\left(\left\|u^{n+1}\right\|^{2}+\left\|u^{n}\right\|^{2}\right)-D|\Omega| .
$$

Proof. First of all, taking the $L^{2}$-inner product of $\frac{1}{2}\left(u^{n+1}-u^{n-1}\right)$ with (2.4), and using the following identity

$$
(x-2 y+z, x-z)=(x-y)^{2}-(y-z)^{2},
$$

we have

$$
\begin{align*}
-\frac{1}{4 \tau}\left\|u^{n+1}-u^{n-1}\right\|^{2}= & \left(H\left(u^{n}\right) \frac{W^{n+1}+W^{n-1}}{2}, \frac{u^{n+1}-u^{n-1}}{2}\right)+\frac{1}{4}\left(\left\|(1+\Delta) u^{n+1}\right\|^{2}-\left\|(1+\Delta) u^{n-1}\right\|^{2}\right) \\
& +\frac{\beta}{4}\left(\left\|u^{n+1}\right\|^{2}-\left\|u^{n-1}\right\|^{2}\right) \tag{2.17}
\end{align*}
$$

Secondly, taking the $L^{2}$-inner product of $\frac{1}{2}\left(W^{n+1}+W^{n-1}\right)$ with (2.5), we derive

$$
\begin{equation*}
\frac{1}{2}\left\|W^{n+1}\right\|^{2}-\frac{1}{2}\left\|W^{n-1}\right\|^{2}=\frac{1}{4}\left(H\left(u^{n}\right)\left(u^{n+1}-u^{n-1}\right), W^{n+1}+W^{n-1}\right) \tag{2.18}
\end{equation*}
$$

In the end, combining (2.17) and (2.18), we derive

$$
\begin{aligned}
& \frac{1}{2}\left(\left\|W^{n+1}\right\|^{2}+\left\|W^{n}\right\|^{2}\right)-\frac{1}{2}\left(\left\|W^{n}\right\|^{2}+\left\|W^{n-1}\right\|^{2}\right)+\frac{1}{4}\left(\left\|(1+\Delta) u^{n+1}\right\|^{2}+\left\|(1+\Delta) u^{n}\right\|^{2}\right. \\
& \left.-\left\|(1+\Delta) u^{n}\right\|^{2}-\left\|(1+\Delta) u^{n-1}\right\|^{2}\right)+\frac{\beta}{4}\left(\left\|u^{n+1}\right\|^{2}+\left\|u^{n}\right\|^{2}-\left\|u^{n}\right\|^{2}-\left\|u^{n-1}\right\|^{2}\right)=-\frac{1}{4 \tau}\left\|u^{n+1}-u^{n-1}\right\|^{2}
\end{aligned}
$$

which implies the desired result (2.16) is hold. This completes the proof.

## 3. Error analysis of the semi-discrete scheme

We now give the error analysis for the second-order scheme (2.4)-(2.5). First, we formulate a truncation form for the SH system (2.4)-(2.5) as follows:

$$
\begin{align*}
& \frac{u\left(t_{n+1}\right)-u\left(t_{n-1}\right)}{2 \tau}+(1+\Delta)^{2} \frac{u\left(t_{n+1}\right)+u\left(t_{n-1}\right)}{2}+\beta \frac{u\left(t_{n+1}\right)+u\left(t_{n-1}\right)}{2}+H\left(u\left(t_{n}\right)\right) \frac{W\left(t_{n+1}\right)+W\left(t_{n-1}\right)}{2}=G_{u}^{n}  \tag{3.1}\\
& W\left(t_{n+1}\right)-W\left(t_{n-1}\right)=\frac{1}{2} H\left(u\left(t_{n}\right)\right)\left(u\left(t_{n+1}\right)-u\left(t_{n-1}\right)\right)+2 \tau G_{W}^{n} \tag{3.2}
\end{align*}
$$

where

$$
\begin{aligned}
G_{u}^{n}= & \frac{u\left(t_{n+1}\right)-u\left(t_{n-1}\right)}{2 \tau}-u_{t}\left(t_{n}\right)+(1+\Delta)^{2} \frac{u\left(t_{n+1}\right)+u\left(t_{n-1}\right)}{2}-(1+\Delta)^{2} u\left(t_{n}\right) \\
& +\beta \frac{u\left(t_{n+1}\right)+u\left(t_{n-1}\right)}{2}-\beta u\left(t_{n}\right)+H\left(u\left(t_{n}\right)\right) \frac{W\left(t_{n+1}\right)+W\left(t_{n-1}\right)}{2}-H\left(u\left(t_{n}\right)\right) W\left(t_{n}\right), \\
G_{W}^{n}= & \frac{W\left(t_{n+1}\right)-W\left(t_{n-1}\right)}{2 \tau}-W_{t}\left(t_{n}\right)+\frac{1}{2} H\left(u\left(t_{n}\right)\right) u_{t}\left(t_{n}\right)-\frac{1}{2} H\left(u\left(t_{n}\right)\right) \frac{u\left(t_{n+1}\right)-u\left(t_{n-1}\right)}{2 \tau} .
\end{aligned}
$$

To derive the error estimate, we assume that the analytic solution of the system (2.2)-(2.3) satisfies the following regularity conditions

$$
\begin{align*}
& u \in L^{\infty}\left(0, T ; H^{4}(\Omega)\right), \quad W \in L^{\infty}\left(0, T ; L^{\infty}(\Omega)\right), \quad u_{t} \in L^{\infty}\left(0, T ; L^{\infty}(\Omega)\right)  \tag{3.3}\\
& W_{t t} \in L^{2}\left(0, T ; L^{2}(\Omega)\right), \quad u_{t t} \in L^{2}\left(0, T ; H^{4}(\Omega)\right), \quad u_{t t t}, W_{t t t} \in L^{2}\left(0, T ; L^{2}(\Omega)\right) \tag{3.4}
\end{align*}
$$

We define the error functions for $n=0,1,2, \ldots, K$ as

$$
e_{u}^{n}=u\left(t_{n}\right)-u^{n}, e_{H}^{n}=H\left(u\left(t_{n}\right)\right)-H\left(u^{n}\right), e_{W}^{n}=W\left(t_{n}\right)-W^{n} .
$$

Subtracting (2.4)-(2.5) from (3.1)-(3.2), respectively, we get the following error equations for $n \geq 1$,

$$
\begin{align*}
& \frac{e_{u}^{n+1}-e_{u}^{n-1}}{2 \tau}+(1+\Delta)^{2} \frac{e_{u}^{n+1}+e_{u}^{n-1}}{2}+\beta \frac{e_{u}^{n+1}+e_{u}^{n-1}}{2}+e_{H}^{n} \frac{W\left(t_{n+1}\right)+W\left(t_{n-1}\right)}{2}+H\left(u^{n}\right) \frac{e_{W}^{n+1}+e_{W}^{n-1}}{2}=G_{u}^{n},  \tag{3.5}\\
& e_{W}^{n+1}-e_{W}^{n-1}=\frac{1}{2} e_{H}^{n}\left(u\left(t_{n+1}\right)-u\left(t_{n-1}\right)\right)+\frac{1}{2} H\left(u^{n}\right)\left(e_{u}^{n+1}-e_{u}^{n-1}\right)+2 \tau G_{W}^{n} . \tag{3.6}
\end{align*}
$$

Before further investigation, we introduce the following lemmas.
Lemma 3.1 ([29]). Suppose (i) $F(x)$ is uniformly bounded from below: $F(x)>-D$ for any $x \in \mathbb{R}$; (ii) $F(x) \in \mathcal{C}^{3}(\mathbb{R})$; and (iii) there exists a positive constant $D_{0}$ such that

$$
\max _{0 \leq n \leq K}\left(\left\|u\left(t_{n}\right)\right\|_{L^{\infty}},\left\|\nabla u\left(t_{n}\right)\right\|_{L^{3}},\left\|u^{n}\right\|_{L^{\infty}}\right) \leq D_{0}
$$

then we have

$$
\begin{aligned}
& \left\|H\left(u\left(t_{n}\right)\right)-H\left(u^{n}\right)\right\| \leq \hat{C}_{0}\left\|u\left(t_{n}\right)-u^{n}\right\| \\
& \left\|\nabla H\left(u\left(t_{n}\right)\right)-\nabla H\left(u^{n}\right)\right\| \leq \hat{D}_{0}\left(\left\|u\left(t_{n}\right)-u^{n}\right\|+\left\|\nabla\left(u\left(t_{n}\right)-u^{n}\right)\right\|\right)
\end{aligned}
$$

for $n \leq K$, where $\hat{C}_{0}$ and $\hat{D}_{0}$ are positive constants dependent on $\Omega, D_{0}$ and $D$.
Lemma 3.2. Under the regularity conditions (3.3)-(3.4), the truncation errors satisfy

$$
\tau \sum_{n=1}^{K-1}\left(\left\|G_{u}^{n}\right\|^{2}+\left\|G_{W}^{n}\right\|^{2}\right) \lesssim \tau^{4}
$$

Proof. Since the proof is rather straight forward, we omit the details.
Let $v=\max _{0 \leq t \leq T}\|u(t)\|_{L^{\infty}}+1$, we now prove the $L^{\infty}$ stability of solution $u^{n}$.
Lemma 3.3. Under the regularity conditions (3.3)-(3.4), there exists a positive constant $r$ (which is given in the proof), such that when $\tau \leq r$, the numerical solution $u^{n}$ of (2.4)-(2.5) satisfies the following uniformly boundedness

$$
\left\|u^{n}\right\|_{L^{\infty}} \leq v, \quad n=0,1,2, \ldots, K
$$

Proof. We prove this lemma by mathematical induction. Because $u^{0}=u\left(t_{0}\right),\left\|u^{0}\right\|_{L^{\infty}} \leq v$ holds naturally. Assuming that $\left\|u^{n}\right\|_{L^{\infty}} \leq v$ is true for $0 \leq n \leq M$, we derive $\left\|u^{M+1}\right\|_{L^{\infty}} \leq v$ is also true by the following two steps.
(i) Taking the $L^{2}$-inner product of (3.5) with $e_{u}^{n+1}-e_{u}^{n-1}$, we get

$$
\begin{align*}
& \frac{1}{2 \tau}\left\|e_{u}^{n+1}-e_{u}^{n-1}\right\|^{2}+\frac{1}{2}\left(\left\|(1+\Delta) e_{u}^{n+1}\right\|^{2}-\left\|(1+\Delta) e_{u}^{n-1}\right\|^{2}\right)+\frac{\beta}{2}\left(\left\|e_{u}^{n+1}\right\|^{2}-\left\|e_{u}^{n-1}\right\|^{2}\right) \\
& +\left(e_{H}^{n} \frac{W\left(t_{n+1}\right)+W\left(t_{n-1}\right)}{2}, e_{u}^{n+1}-e_{u}^{n-1}\right)+\left(H\left(u^{n}\right) \frac{e_{W}^{n+1}+e_{W}^{n-1}}{2}, e_{u}^{n+1}-e_{u}^{n-1}\right)=\left(G_{u}^{n}, e_{u}^{n+1}-e_{u}^{n-1}\right) \tag{3.7}
\end{align*}
$$

Taking the $L^{2}$-inner product of (3.6) with $e_{W}^{n+1}+e_{W}^{n-1}$, we have

$$
\begin{align*}
& \left\|e_{W}^{n+1}\right\|^{2}-\left\|e_{W}^{n-1}\right\|^{2}=\frac{1}{2}\left(e_{H}^{n}\left(u\left(t_{n+1}\right)-u\left(t_{n-1}\right)\right), e_{W}^{n+1}+e_{W}^{n-1}\right) \\
& +\frac{1}{2}\left(H\left(u^{n}\right)\left(e_{u}^{n+1}-e_{u}^{n-1}\right), e_{W}^{n+1}+e_{W}^{n-1}\right)+2 \tau\left(G_{W}^{n}, e_{W}^{n+1}+e_{W}^{n-1}\right) \tag{3.8}
\end{align*}
$$

Taking the $L^{2}$-inner product of (3.5) with $\tau\left(e_{u}^{n+1}+e_{u}^{n-1}\right)$, we get

$$
\begin{align*}
& \frac{1}{2}\left(\left\|e_{u}^{n+1}\right\|^{2}-\left\|e_{u}^{n-1}\right\|^{2}\right)+\frac{1}{2} \tau\left\|(1+\Delta)\left(e_{u}^{n+1}+e_{u}^{n-1}\right)\right\|^{2}+\frac{1}{2} \beta \tau\left\|e_{u}^{n+1}+e_{u}^{n-1}\right\|^{2} \\
& +\tau\left(e_{H}^{n} \frac{W\left(t_{n+1}\right)+W\left(t_{n-1}\right)}{2}, e_{u}^{n+1}+e_{u}^{n-1}\right)+\tau\left(H\left(u^{n}\right) \frac{e_{W}^{n+1}+e_{W}^{n-1}}{2}, e_{u}^{n+1}+e_{u}^{n-1}\right)=\tau\left(G_{u}^{n}, e_{u}^{n+1}+e_{u}^{n-1}\right) \tag{3.9}
\end{align*}
$$

Combining (3.7)-(3.9), we derive

$$
\begin{align*}
& \frac{1}{2}\left(\left\|e_{u}^{n+1}\right\|^{2}-\left\|e_{u}^{n-1}\right\|^{2}\right)+\frac{1}{2}\left(\left\|(1+\Delta) e_{u}^{n+1}\right\|^{2}-\left\|(1+\Delta) e_{u}^{n-1}\right\|^{2}\right)+\left\|e_{W}^{n+1}\right\|^{2}-\left\|e_{W}^{n-1}\right\|^{2} \\
& +\frac{\beta}{2}\left(\left\|e_{u}^{n+1}\right\|^{2}-\left\|e_{u}^{n-1}\right\|^{2}\right)+\frac{1}{2} \beta \tau\left\|e_{u}^{n+1}+e_{u}^{n-1}\right\|^{2}+\frac{1}{2 \tau}\left\|e_{u}^{n+1}-e_{u}^{n-1}\right\|^{2}+\frac{1}{2} \tau\left\|(1+\Delta)\left(e_{u}^{n+1}+e_{u}^{n-1}\right)\right\|^{2} \\
= & -\left(e_{H}^{n} \frac{W\left(t_{n+1}\right)+W\left(t_{n-1}\right)}{2}, e_{u}^{n+1}-e_{u}^{n-1}\right)+\left(G_{u}^{n}, e_{u}^{n+1}-e_{u}^{n-1}\right)+\frac{1}{2}\left(e_{H}^{n}\left(u\left(t_{n+1}\right)-u\left(t_{n-1}\right)\right), e_{W}^{n+1}+e_{W}^{n-1}\right) \\
& +2 \tau\left(G_{W}^{n}, e_{W}^{n+1}+e_{W}^{n-1}\right)-\tau\left(e_{H}^{n} \frac{W\left(t_{n+1}\right)+W\left(t_{n-1}\right)}{2}, e_{u}^{n+1}+e_{u}^{n-1}\right)-\tau\left(H\left(u^{n}\right) \frac{e_{W}^{n+1}+e_{W}^{n-1}}{2}, e_{u}^{n+1}+e_{u}^{n-1}\right) \\
& +\tau\left(G_{u}^{n}, e_{u}^{n+1}+e_{u}^{n-1}\right) . \tag{3.10}
\end{align*}
$$

Using Lemma 3.1 and regularity conditions (3.3)-(3.4), we estimate each terms on the right hand side of (3.10).

$$
\begin{align*}
\left|\left(e_{H}^{n} \frac{W\left(t_{n+1}\right)+W\left(t_{n-1}\right)}{2}, e_{u}^{n+1}-e_{u}^{n-1}\right)\right| & \leq\left\|e_{H}^{n}\right\|\left(\left\|W\left(t_{n+1}\right)\right\|_{L^{\infty}}+\left\|W\left(t_{n-1}\right)\right\|_{L^{\infty}}\right)\left\|e_{u}^{n+1}-e_{u}^{n-1}\right\| \\
& \lesssim\left\|e_{H}^{n}\right\|\left\|e_{u}^{n+1}-e_{u}^{n-1}\right\| \\
& \lesssim \frac{1}{4 \tau}\left\|e_{u}^{n+1}-e_{u}^{n-1}\right\|^{2}+\tau\left\|e_{H}^{n}\right\|^{2} \\
& \lesssim \frac{1}{4 \tau}\left\|e_{u}^{n+1}-e_{u}^{n-1}\right\|^{2}+\tau\left\|e_{u}^{n}\right\|^{2} . \tag{3.11}
\end{align*}
$$

Since

$$
\begin{aligned}
\left\|\nabla e_{u}^{n}\right\|^{2} & =\left|\left(\nabla e_{u}^{n}, \nabla e_{u}^{n}\right)\right|=\left|\left(e_{u}^{n}, \Delta e_{u}^{n}\right)\right| \lesssim\left\|e_{u}^{n}\right\|^{2}+\left\|\Delta e_{u}^{n}\right\|^{2} \\
& =\left\|e_{u}^{n}\right\|^{2}+\left\|(1+\Delta) e_{u}^{n}-e_{u}^{n}\right\|^{2} \leq\left\|e_{u}^{n}\right\|^{2}+\left(\left\|(1+\Delta) e_{u}^{n}\right\|+\left\|e_{u}^{n}\right\|\right)^{2} \\
& \lesssim\left\|e_{u}^{n}\right\|^{2}+\left\|(1+\Delta) e_{u}^{n}\right\|^{2},
\end{aligned}
$$

we have

$$
\begin{align*}
& \frac{1}{2}\left|\left(e_{H}^{n}\left(u\left(t_{n+1}\right)-u\left(t_{n-1}\right)\right), e_{W}^{n+1}+e_{W}^{n-1}\right)\right| \\
\leq & \left\|e_{H^{n}}\right\|_{L^{4}}\left\|u\left(t_{n+1}\right)-u\left(t_{n-1}\right)\right\|_{L^{4}}\left\|e_{W}^{n+1}+e_{W}^{n-1}\right\| \\
\lesssim & \left\|e_{H}^{n}\right\|_{L^{4}}\left\|e_{W}^{n+1}+e_{W}^{n-1}\right\| \\
\lesssim & \tau\left\|e_{W}^{n+1}+e_{W}^{n-1}\right\|^{2}+\tau\left\|e_{H}^{n}\right\|_{L^{4}}^{2} \\
\lesssim & \tau\left(\left\|e_{W}^{n+1}\right\|^{2}+\left\|e_{W}^{n-1}\right\|^{2}\right)+\tau\left(\left\|e_{H}^{n}\right\|^{2}+\left\|\nabla e_{H}^{n}\right\|^{2}\right) \\
\lesssim & \tau\left(\left\|e_{W}^{n+1}\right\|^{2}+\left\|e_{W}^{n-1}\right\|^{2}\right)+\tau\left(\left\|e_{u}^{n}\right\|^{2}+\left\|(1+\Delta) e_{u}^{n}\right\|^{2}\right) .  \tag{3.12}\\
& \tau\left|\left(e_{H}^{n} \frac{W\left(t_{n+1}\right)+W\left(t_{n-1}\right)}{2}, e_{u}^{n+1}+e_{u}^{n-1}\right)\right| \\
\lesssim & \tau\left\|e_{H}^{n}\right\|\left(\left\|W\left(t_{n+1}\right)\right\|_{L^{\infty}}+\left\|W\left(t_{n-1}\right)\right\|_{L^{\infty}}\right)\left\|e_{u}^{n+1}+e_{u}^{n-1}\right\| \\
\lesssim & \tau\left\|e_{H}^{n}\right\|\left\|e_{u}^{n+1}+e_{u}^{n-1}\right\| \\
\lesssim & \tau\left\|e_{H}^{n}\right\|^{2}+\tau\left\|e_{u}^{n+1}+e_{u}^{n-1}\right\|^{2} \\
\lesssim & \tau\left\|e_{u}^{n}\right\|^{2}+\tau\left\|e_{u}^{n+1}+e_{u}^{n-1}\right\|^{2} . \tag{3.13}
\end{align*}
$$

$$
\tau\left|\left(H\left(u^{n}\right) \frac{e_{W}^{n+1}+e_{W}^{n-1}}{2}, e_{u}^{n+1}+e_{u}^{n-1}\right)\right|
$$

$$
\lesssim \tau\left\|H\left(u^{n}\right)\right\|_{L^{\infty}}\left\|\frac{e_{W}^{n+1}+e_{W}^{n-1}}{2}\right\|\left\|e_{u}^{n+1}+e_{u}^{n-1}\right\|
$$

$$
\begin{align*}
& \lesssim \tau\left\|e_{W}^{n+1}+e_{W}^{n-1}\right\|^{2}+\tau\left\|e_{u}^{n+1}+e_{u}^{n-1}\right\|^{2} \\
& \lesssim \tau\left(\left\|e_{W}^{n+1}\right\|^{2}+\left\|e_{W}^{n-1}\right\|^{2}+\left\|e_{u}^{n+1}\right\|^{2}+\left\|e_{u}^{n-1}\right\|^{2}\right) .  \tag{3.14}\\
& \tau\left|2\left(G_{W}^{n}, e_{W}^{n+1}+e_{W}^{n-1}\right)+\left(G_{u}^{n}, e_{u}^{n+1}+e_{u}^{n-1}\right)\right| \\
& \lesssim \tau\left(\left\|G_{W}^{n}\right\|\left\|e_{W}^{n+1}+e_{W}^{n-1}\right\|+\left\|G_{u}^{n}\right\|\left\|e_{u}^{n+1}+e_{u}^{n-1}\right\|\right) \\
& \lesssim \tau\left(\left\|G_{W}^{n}\right\|^{2}+\left\|e_{W}^{n+1}+e_{W}^{n-1}\right\|^{2}+\left\|G_{u}^{n}\right\|^{2}+\left\|e_{u}^{n+1}+e_{u}^{n-1}\right\|^{2}\right) \\
& \lesssim \tau\left(\left\|G_{W}^{n}\right\|^{2}+\left\|G_{u}^{n}\right\|^{2}+\left\|e_{W}^{n+1}\right\|^{2}+\left\|e_{W}^{n-1}\right\|^{2}+\left\|e_{u}^{n+1}\right\|^{2}+\left\|e_{u}^{n-1}\right\|^{2}\right) . \tag{3.15}
\end{align*}
$$

$$
\begin{equation*}
\left|\left(G_{u}^{n}, e_{u}^{n+1}-e_{u}^{n-1}\right)\right| \leq\left\|G_{u}^{n}\right\|\left\|e_{u}^{n+1}-e_{u}^{n-1}\right\| \leq \frac{1}{4 \tau}\left\|e_{u}^{n+1}-e_{u}^{n-1}\right\|^{2}+\tau\left\|G_{u}^{n}\right\|^{2} \tag{3.16}
\end{equation*}
$$

Combining (3.11)-(3.16) with (3.10) and dropping some positive terms, we obtain

$$
\begin{aligned}
& \frac{1+\beta}{2}\left(\left\|e_{u}^{n+1}\right\|^{2}-\left\|e_{u}^{n-1}\right\|^{2}\right)+\frac{1}{2}\left(\left\|(1+\Delta) e_{u}^{n+1}\right\|^{2}-\left\|(1+\Delta) e_{u}^{n-1}\right\|^{2}\right)+\left\|e_{W}^{n+1}\right\|^{2}-\left\|e_{W}^{n-1}\right\|^{2} \\
\lesssim & \tau\left(\left\|e_{u}^{n+1}\right\|^{2}+\left\|e_{u}^{n}\right\|^{2}+\left\|e_{u}^{n-1}\right\|^{2}+\left\|(1+\Delta) e_{u}^{n}\right\|^{2}+\left\|e_{W}^{n+1}\right\|^{2}+\left\|e_{W}^{n-1}\right\|^{2}+\left\|G_{W}^{n}\right\|^{2}+\left\|G_{u}^{n}\right\|^{2}\right) .
\end{aligned}
$$

Summing up for $n$ from 0 to $m(m \leq M)$ and using Lemma 3.2, we have

$$
\begin{aligned}
& \frac{1+\beta}{2}\left(\left\|e_{u}^{m+1}\right\|^{2}+\left\|e_{u}^{m}\right\|^{2}\right)+\frac{1}{2}\left(\left\|(1+\Delta) e_{u}^{m+1}\right\|^{2}+\left\|(1+\Delta) e_{u}^{m}\right\|^{2}\right)+\left\|e_{W}^{m+1}\right\|^{2}+\left\|e_{W}^{m}\right\|^{2} \\
\lesssim & \tau \sum_{n=0}^{m+1}\left(\left\|e_{u}^{n}\right\|^{2}+\left\|(1+\Delta) e_{u}^{n}\right\|^{2}+\left\|e_{W}^{n}\right\|^{2}\right)+\tau^{4} .
\end{aligned}
$$

Applying the Grönwall's inequality, there exist two positive constants $r_{1}$ and $r_{2}$ such that when $\tau \leq r_{1}$,

$$
\begin{equation*}
\left\|e_{u}^{m+1}\right\|^{2}+\left\|(1+\Delta) e_{u}^{m+1}\right\|^{2}+\left\|e_{W}^{m+1}\right\|^{2} \leq r_{2} \tau^{4} \tag{3.17}
\end{equation*}
$$

(ii) Since

$$
\begin{aligned}
\left\|e_{u}^{M+1}\right\|_{1}^{2} & =\left\|e_{u}^{M+1}\right\|^{2}+\left\|\nabla e_{u}^{M+1}\right\|^{2} \\
& \lesssim\left\|e_{u}^{M+1}\right\|^{2}+\left\|\Delta e_{u}^{M+1}\right\|^{2} \\
& \lesssim\left\|e_{u}^{M+1}\right\|^{2}+\left\|(1+\Delta) e_{u}^{M+1}\right\|^{2} \\
& \lesssim r_{2} \tau^{4}, \\
\left\|e_{u}^{M+1}\right\|_{2}^{2} & =\left\|e_{u}^{M+1}\right\|^{2}+\left\|\nabla e_{u}^{M+1}\right\|^{2}+\left\|\Delta e_{u}^{M+1}\right\|^{2} \\
& \lesssim\left\|e_{u}^{M+1}\right\|^{2}+\left\|\Delta e_{u}^{M+1}\right\|^{2} \\
& \lesssim\left\|e_{u}^{M+1}\right\|^{2}+\left\|(1+\Delta) e_{u}^{M+1}\right\|^{2} \\
& \lesssim r_{2} \tau^{4},
\end{aligned}
$$

we have

$$
\begin{aligned}
\left\|u^{M+1}\right\|_{L^{\infty}} & \leq\left\|e_{u}^{M+1}\right\|_{L^{\infty}}+\left\|u\left(t_{M+1}\right)\right\|_{L^{\infty}} \\
& \leq C_{\Omega}\left\|e_{u}^{M+1}\right\|_{1}^{\frac{1}{2}}\left\|e_{u}^{M+1}\right\|_{2}^{\frac{1}{2}}+\left\|u\left(t_{M+1}\right)\right\|_{L^{\infty}} \\
& \leq C_{\Omega} \sqrt{r_{2}} \tau^{2}+\left\|u\left(t_{M+1}\right)\right\|_{L^{\infty}} \leq v,
\end{aligned}
$$

if $\tau \leq \frac{1}{\sqrt{C_{\Omega} \sqrt{r_{2}}}}$. Thus the proof is completed by setting $r=\min \left\{r_{1}, \frac{1}{\sqrt{C_{\Omega} \sqrt{r_{2}}}}\right\}$.
Theorem 3.1. Under the regularity conditions (3.3)-(3.4), the numerical solution $u^{n}$ of (2.4)-(2.5) satisfies the following estimate:

$$
\begin{equation*}
\left\|e_{u}^{m+1}\right\|^{2}+\left\|(1+\Delta) e_{u}^{m+1}\right\|^{2}+\left\|e_{W}^{m+1}\right\|^{2} \lesssim \tau^{4}, \quad 0 \leq m \leq K-1 . \tag{3.18}
\end{equation*}
$$

Proof. If $\tau \leq r$, we have $\left\|u^{n}\right\|_{L^{\infty}} \leq v$ for $0 \leq n \leq K$. Hence, following the proof of Lemma 3.3, we get the result (3.18).

## 4. The fully discrete scheme and its error analysis

In this section, we adopt a spectral-Galerkin approximation for the spatial variables and establish error estimates for the fully discrete linear Leapfrog scheme. Let $\xi=(1+\Delta) u$, the system (2.2)-(2.3) can be rewritten as

$$
\begin{equation*}
u_{t}+(1+\Delta) \xi+\beta u+H(u) W=0 \tag{4.1}
\end{equation*}
$$

$$
\begin{align*}
& \xi=(1+\Delta) u  \tag{4.2}\\
& W_{t}=\frac{1}{2} H(u) u_{t} \tag{4.3}
\end{align*}
$$

with $u\left(t_{0}\right)=u^{0}, \xi\left(t_{0}\right)=\xi^{0}:=(1+\Delta) u^{0}$ and $W\left(t_{0}\right)=W^{0}:=\sqrt{F\left(u^{0}\right)+D}$. The weak form of the above system (4.1)-(4.3) is

$$
\begin{align*}
& \left(u_{t}, \psi\right)+(\xi, \psi)-(\nabla \xi, \nabla \psi)+\beta(u, \psi)+(H(u) W, \psi)=0, \forall \psi \in H^{1}(\Omega)  \tag{4.4}\\
& (\xi, v)=(u, v)-(\nabla u, \nabla v), \forall v \in H^{1}(\Omega)  \tag{4.5}\\
& \left(W_{t}, \zeta\right)=\frac{1}{2}\left(H(u) u_{t}, \zeta\right), \forall \zeta \in L^{2}(\Omega) \tag{4.6}
\end{align*}
$$

We denote by $V_{N}$ the space of polynomials of degree $\leq N$ in each direction, and for any $\varphi \in H^{k}(\Omega)$, we define a projection $\Pi_{N}: H^{k}(\Omega) \rightarrow V_{N}$ by

$$
\begin{equation*}
\left(\Pi_{N} \varphi-\varphi, 1\right)=0,\left(\nabla\left(\Pi_{N} \varphi-\varphi\right), \nabla \psi\right)=0, \forall \psi \in V_{N} \tag{4.7}
\end{equation*}
$$

It is well known that the following estimate holds [32]:

$$
\begin{equation*}
\left\|\varphi-\Pi_{N} \varphi\right\|_{s} \lesssim N^{s-k}\|\varphi\|_{k}, s=0,1, \forall \varphi \in H^{k}(\Omega), k \geq 1 \tag{4.8}
\end{equation*}
$$

Let $L_{0}^{2}(\Omega)=\left\{v \in L^{2}(\Omega):(v, 1)=0\right\}$. The discrete Laplacian $\Delta_{N}: V_{N} \cap L_{0}^{2} \rightarrow V_{N} \cap L_{0}^{2}$ is defined as follows: for any $\psi_{N} \in V_{N} \cap L_{0}^{2}$, let $\Delta_{N} \psi_{N}$ be the unique solution to

$$
\begin{equation*}
\left(\Delta_{N} \psi_{N}, \chi\right)=-\left(\nabla \psi_{N}, \nabla \chi\right), \forall \chi \in V_{N} \tag{4.9}
\end{equation*}
$$

The fully discrete form of (4.1)-(4.3) is

$$
\begin{align*}
& \frac{u_{N}^{n+1}-u_{N}^{n-1}}{2 \tau}+\left(1+\Delta_{N}\right) \frac{\xi_{N}^{n+1}+\xi_{N}^{n-1}}{2}+\beta \frac{u_{N}^{n+1}+u_{N}^{n-1}}{2}+H\left(u_{N}^{n}\right) \frac{W_{N}^{n+1}+W_{N}^{n-1}}{2}=0  \tag{4.10}\\
& \xi_{N}^{n}=\left(1+\Delta_{N}\right) u_{N}^{n}  \tag{4.11}\\
& \frac{W_{N}^{n+1}-W_{N}^{n-1}}{2 \tau}=\frac{1}{2} H\left(u_{N}^{n}\right) \frac{u_{N}^{n+1}-u_{N}^{n-1}}{2 \tau} \tag{4.12}
\end{align*}
$$

The spectral-Galerkin method for the scheme (4.10)-(4.12) reads: given $u_{N}^{0}=\Pi_{N} u^{0}, \xi_{N}^{0}=\Pi_{N} \xi^{0}$ and $W_{N}^{0}=\Pi_{N} W^{0}$, find $u_{N}^{n+1} \in V_{N}$ such that

$$
\begin{align*}
& \left(\frac{u_{N}^{n+1}-u_{N}^{n-1}}{2 \tau}, \psi\right)+\left(\frac{\xi_{N}^{n+1}+\xi_{N}^{n-1}}{2}, \psi\right)-\left(\frac{\nabla \xi_{N}^{n+1}+\nabla \xi_{N}^{n-1}}{2}, \nabla \psi\right)+\beta\left(\frac{u_{N}^{n+1}+u_{N}^{n-1}}{2}, \psi\right) \\
& +\left(H\left(u_{N}^{n}\right) \frac{W_{N}^{n+1}+W_{N}^{n-1}}{2}, \psi\right)=0, \forall \psi \in V_{N}  \tag{4.13}\\
& \left(\xi_{N}^{n}, v\right)=\left(u_{N}^{n}, v\right)-\left(\nabla u_{N}^{n}, \nabla v\right), \forall v \in V_{N},  \tag{4.14}\\
& \left(\frac{W_{N}^{n+1}-W_{N}^{n-1}}{2 \tau}, \zeta\right)=\frac{1}{2}\left(H\left(u_{N}^{n}\right) \frac{u_{N}^{n+1}-u_{N}^{n-1}}{2 \tau}, \zeta\right), \forall \zeta \in V_{N} \tag{4.15}
\end{align*}
$$

Remark 4.1. Since the above scheme involves three time levels, we need to apply the spectral-Galerkin method to the initialization step (2.8)-(2.11) to calculate $\left(u_{N}^{1}, \xi_{N}^{1}, W_{N}^{1}\right)$ and then start the above scheme.

Using (4.11) and the same proof as Theorem 2.2, we can obtain the following theorem.
Theorem 4.1. The fully scheme (4.10)-(4.12) satisfies the discrete energy dissipation law as follows

$$
\begin{equation*}
\mathcal{E}_{L F}^{n+1, n}-\mathcal{E}_{L F}^{n, n-1}=-\frac{1}{4 \tau}\left\|u_{N}^{n+1}-u_{N}^{n-1}\right\|^{2}, \tag{4.16}
\end{equation*}
$$

where

$$
\mathcal{E}_{L F}^{n+1, n}=\frac{1}{2}\left(\left\|W_{N}^{n+1}\right\|^{2}+\left\|W_{N}^{n}\right\|^{2}\right)+\frac{1}{4}\left(\left\|\xi_{N}^{n+1}\right\|^{2}+\left\|\xi_{N}^{n}\right\|^{2}\right)+\frac{\beta}{4}\left(\left\|u_{N}^{n+1}\right\|^{2}+\left\|u_{N}^{n}\right\|^{2}\right)-D|\Omega|
$$

In this work, we assume that the initial data satisfies the following stability:

$$
\begin{equation*}
\mathcal{E}_{L F}^{1,0}=\frac{1}{2}\left(\left\|W_{N}^{1}\right\|^{2}+\left\|W_{N}^{0}\right\|^{2}\right)+\frac{1}{4}\left(\left\|\xi_{N}^{1}\right\|^{2}+\left\|\xi_{N}^{0}\right\|^{2}\right)+\frac{\beta}{4}\left(\left\|u_{N}^{1}\right\|^{2}+\left\|u_{N}^{0}\right\|^{2}\right)-D|\Omega| \leq C \tag{4.17}
\end{equation*}
$$

We define the discrete $H^{2}$-norm as

$$
\left\|\phi_{N}^{n}\right\|_{H^{2}}=\left\|\phi_{N}^{n}\right\|+\left\|\nabla \phi_{N}^{n}\right\|+\left\|\Delta_{h} \phi_{N}^{n}\right\|, \quad \forall \phi_{N}^{n} \in V_{N} .
$$

To derive the error estimate, we first give the $H^{2}$-boundedness for the numerical solution.
Lemma 4.1. Assuming that $u_{N}^{n}$ is the solution of the scheme (4.10)-(4.12), there is a constant $C>0$ such that

$$
\begin{equation*}
\left\|u_{N}^{n}\right\|_{H^{2}} \leq C . \tag{4.18}
\end{equation*}
$$

Proof. From Theorem 4.1 and Eq. (4.17), we know that there is constant $C \geq 0$ such that

$$
\frac{1}{2}\left\|W_{N}^{n}\right\|^{2}+\frac{1}{4}\left\|\xi_{N}^{n}\right\|^{2}+\frac{\beta}{4}\left\|u_{N}^{n}\right\|^{2} \leq C, \quad 0 \leq n \leq K
$$

hence, we have

$$
\begin{equation*}
\left\|u_{N}^{n}\right\| \leq C, \quad\left\|\xi_{N}^{n}\right\| \leq C \tag{4.19}
\end{equation*}
$$

By applying (4.14), we have

$$
\begin{aligned}
& \left(\nabla u_{N}^{n}, \nabla u_{N}^{n}\right)=\left(u_{N}^{n}, u_{N}^{n}\right)-\left(\xi_{N}^{n}, u_{N}^{n}\right), \\
& \left(\nabla u_{N}^{n}, \nabla \Delta_{N} u_{N}^{n}\right)=\left(u_{N}^{n}, \Delta_{N} u_{N}^{n}\right)-\left(\xi_{N}^{n}, \Delta_{N} u_{N}^{n}\right) .
\end{aligned}
$$

Hence, it holds that

$$
\begin{align*}
& \left\|\nabla u_{N}^{n}\right\|^{2} \leq\left\|u_{N}^{n}\right\|^{2}+\left\|u_{N}^{n}\right\|\left\|\xi_{N}^{n}\right\| \leq C,  \tag{4.20}\\
& \left\|\Delta_{N} u_{N}^{n}\right\|^{2} \leq\left\|u_{N}^{n}\right\|\left\|\Delta_{N} u_{N}^{n}\right\|+\left\|\xi_{N}^{n}\right\|\left\|\Delta_{N} u_{N}^{n}\right\| \\
& \left\|\Delta_{N} u_{N}^{n}\right\| \leq\left\|u_{N}^{n}\right\|+\left\|\xi_{N}^{n}\right\| \leq C \tag{4.21}
\end{align*}
$$

From (4.19), (4.20) and (4.21), we can deduce (4.18).
Let us denote

$$
\begin{aligned}
& \sigma_{u}^{n}:=u_{N}^{n}-\Pi_{N} u\left(t_{n}\right), \quad \rho_{u}^{n}:=\Pi_{N} u\left(t_{n}\right)-u\left(t_{n}\right), \\
& \sigma_{\xi}^{n}:=\xi_{N}^{n}-\Pi_{N} \xi\left(t_{n}\right), \quad \rho_{\xi}^{n}:=\Pi_{N} \xi\left(t_{n}\right)-\xi\left(t_{n}\right), \\
& \sigma_{W}^{n}:=W_{N}^{n}-\Pi_{N} W\left(t_{n}\right), \quad \rho_{W}^{n}:=\Pi_{N} W\left(t_{n}\right)-W\left(t_{n}\right),
\end{aligned}
$$

thus,

$$
\begin{aligned}
& \varepsilon_{u}^{n}:=u_{N}^{n}-u\left(t_{n}\right)=u_{N}^{n}-\Pi_{N} u\left(t_{n}\right)+\Pi_{N} u\left(t_{n}\right)-u\left(t_{n}\right)=\sigma_{u}^{n}+\rho_{u}^{n}, \\
& \varepsilon_{\xi}^{n}:=\xi_{N}^{n}-\xi\left(t_{n}\right)=\xi_{N}^{n}-\Pi_{N} \xi\left(t_{n}\right)+\Pi_{N} \xi\left(t_{n}\right)-\xi\left(t_{n}\right)=\sigma_{\xi}^{n}+\rho_{\xi}^{n}, \\
& \varepsilon_{W}^{n}:=W_{N}^{n}-W\left(t_{n}\right)=W_{N}^{n}-\Pi_{N} W\left(t_{n}\right)+\Pi_{N} W\left(t_{n}\right)-W\left(t_{n}\right)=\sigma_{W}^{n}+\rho_{W}^{n} .
\end{aligned}
$$

By the definition of the projection $\Pi_{N}$, we have

$$
\left(\nabla \rho_{u}^{n}, \nabla \psi\right)=\left(\nabla \rho_{\xi}^{n}, \nabla \psi\right)=0, \quad \forall \psi \in V_{N} .
$$

We also denote

$$
\begin{aligned}
T_{1}^{n} & =\frac{u\left(t_{n+1}\right)-u\left(t_{n-1}\right)}{2 \tau}-u_{t}\left(t_{n}\right), \quad T_{2}^{n}=\frac{\xi\left(t_{n+1}\right)+\xi\left(t_{n-1}\right)}{2}-\xi\left(t_{n}\right) \\
T_{3}^{n} & =\frac{u\left(t_{n+1}\right)+u\left(t_{n-1}\right)}{2}-u\left(t_{n}\right), \quad T_{4}^{n}=\frac{W\left(t_{n+1}\right)-W\left(t_{n-1}\right)}{2 \tau}-W_{t}\left(t_{n}\right), \\
T_{5}^{n} & =\frac{W\left(t_{n+1}\right)+W\left(t_{n-1}\right)}{2}-W\left(t_{n}\right)
\end{aligned}
$$

By using the Taylor expansion, we can easily derive the following estimates:

$$
\begin{align*}
& \left\|T_{1}^{n}\right\| \leq \frac{1}{6}\|u\|_{W^{3, \infty}\left(0, T ; L^{2}(\Omega)\right)} \tau^{2}, \quad\left\|T_{2}^{n}\right\| \leq \frac{1}{2}\|\xi\|_{W^{2, \infty}\left(0, T ; L^{2}(\Omega)\right)} \tau^{2},  \tag{4.22}\\
& \left\|T_{3}^{n}\right\| \leq \frac{1}{2}\|u\|_{W^{2, \infty}\left(0, T ; L^{2}(\Omega)\right)} \tau^{2}, \quad\left\|T_{4}^{n}\right\| \leq \frac{1}{6}\|W\|_{W^{3, \infty}\left(0, T ; L^{2}(\Omega)\right)} \tau^{2},  \tag{4.23}\\
& \left\|T_{5}^{n}\right\| \leq \frac{1}{2}\|W\|_{W^{2, \infty}\left(0, T ; L^{2}(\Omega)\right)} \tau^{2} . \tag{4.24}
\end{align*}
$$

Theorem 4.2. Assuming that $u \in W^{3, \infty}\left(0, T ; H^{k}(\Omega)\right), \xi \in W^{2, \infty}\left(0, T ; H^{k+2}(\Omega)\right)$ and $W \in W^{3, \infty}\left(0, T ; H^{k}(\Omega)\right)$, then we have the following error estimate

$$
\left\|u\left(t_{n}\right)-u_{N}^{n}\right\| \leq C N^{-k}+C\left(\|u\|_{W^{3, \infty}\left(0, T ; H^{k}(\Omega)\right)}+\|\xi\|_{W^{2, \infty}\left(0, T ; H^{k+2}(\Omega)\right)}+\|W\|_{W^{3, \infty}\left(0, T ; H^{k}(\Omega)\right)}\right) \tau^{2}, \quad 0 \leq n \leq K
$$

Proof. Subtracting (4.4)-(4.6) from (4.13)-(4.15) at $t_{n}$, we get

$$
\begin{align*}
& \left(\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}, \psi\right)+\left(\frac{\rho_{u}^{n+1}-\rho_{u}^{n-1}}{2 \tau}, \psi\right)+\left(T_{1}^{n}, \psi\right)+\left(\frac{\sigma_{\xi}^{n+1}+\sigma_{\xi}^{n-1}}{2}, \psi\right)+\left(\frac{\rho_{\xi}^{n+1}+\rho_{\xi}^{n-1}}{2}, \psi\right) \\
& +\left(T_{2}^{n}, \psi\right)-\left(\frac{\nabla \sigma_{\xi}^{n+1}+\nabla \sigma_{\xi}^{n-1}}{2}, \nabla \psi\right)-\left(\nabla T_{2}^{n}, \nabla \psi\right)+\beta\left(\frac{\sigma_{u}^{n+1}+\sigma_{u}^{n-1}}{2}, \psi\right) \\
& +\beta\left(\frac{\rho_{u}^{n+1}+\rho_{u}^{n-1}}{2}, \psi\right)+\beta\left(T_{3}^{n}, \psi\right)+\left(H\left(u_{N}^{n}\right) \frac{W_{N}^{n+1}+W_{N}^{n-1}}{2}-H\left(u\left(t_{n}\right)\right) W\left(t_{n}\right), \psi\right)=0,  \tag{4.25}\\
& \left(\sigma_{\xi}^{n}, v\right)-\left(\sigma_{u}^{n}, v\right)+\left(\nabla \sigma_{u}^{n}, \nabla v\right)=\left(\rho_{u}^{n}, v\right)-\left(\rho_{\xi}^{n}, v\right),  \tag{4.26}\\
& \left(\frac{\varepsilon_{W}^{n+1}-\varepsilon_{W}^{n-1}}{2 \tau}, \zeta\right)+\left(T_{4}^{n}, \zeta\right)=\frac{1}{2}\left(H\left(u_{N}^{n}\right) \frac{u_{N}^{n+1}-u_{N}^{n-1}}{2 \tau}-H\left(u\left(t_{n}\right)\right) u_{t}\left(t_{n}\right), \zeta\right) . \tag{4.27}
\end{align*}
$$

Arranging (4.25), we have

$$
\begin{align*}
& \left(\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}, \psi\right)+\left(\frac{\sigma_{\xi}^{n+1}+\sigma_{\xi}^{n-1}}{2}, \psi\right)-\left(\frac{\nabla \sigma_{\xi}^{n+1}+\nabla \sigma_{\xi}^{n-1}}{2}, \nabla \psi\right)+\beta\left(\frac{\sigma_{u}^{n+1}+\sigma_{u}^{n-1}}{2}, \psi\right) \\
= & -\left(\frac{\rho_{u}^{n+1}-\rho_{u}^{n-1}}{2 \tau}, \psi\right)-\left(T_{1}^{n}, \psi\right)-\left(\frac{\rho_{\xi}^{n+1}+\rho_{\xi}^{n-1}}{2}, \psi\right)-\left(T_{2}^{n}, \psi\right)+\left(\nabla T_{2}^{n}, \nabla \psi\right) \\
& -\beta\left(\frac{\rho_{u}^{n+1}+\rho_{u}^{n-1}}{2}, \psi\right)-\beta\left(T_{3}^{n}, \psi\right)-\left(H\left(u_{N}^{n}\right) \frac{W_{N}^{n+1}+W_{N}^{n-1}}{2}-H\left(u\left(t_{n}\right)\right) W\left(t_{n}\right), \psi\right) . \tag{4.28}
\end{align*}
$$

From (4.26), we have

$$
\begin{align*}
& \left(\frac{\sigma_{\xi}^{n+1}-\sigma_{\xi}^{n-1}}{2 \tau}, v\right)-\left(\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}, v\right)+\left(\frac{\nabla \sigma_{u}^{n+1}-\nabla \sigma_{u}^{n-1}}{2 \tau}, \nabla v\right) \\
= & \left(\frac{\rho_{u}^{n+1}-\rho_{u}^{n-1}}{2 \tau}, v\right)-\left(\frac{\rho_{\xi}^{n+1}-\rho_{\xi}^{n-1}}{2 \tau}, v\right) . \tag{4.29}
\end{align*}
$$

Taking $\psi=\left(\sigma_{u}^{n+1}-\sigma_{u}^{n-1}\right) / 2 \tau$ in (4.28), we get

$$
\begin{align*}
\| & \left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2}+\left(\frac{\sigma_{\xi}^{n+1}+\sigma_{\xi}^{n-1}}{2}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right)-\left(\frac{\nabla \sigma_{\xi}^{n+1}+\nabla \sigma_{\xi}^{n-1}}{2}, \frac{\nabla \sigma_{u}^{n+1}-\nabla \sigma_{u}^{n-1}}{2 \tau}\right) \\
& +\frac{\beta}{4 \tau}\left(\left\|\sigma_{u}^{n+1}\right\|^{2}-\left\|\sigma_{u}^{n-1}\right\|^{2}\right) \\
= & -\left(\frac{\rho_{u}^{n+1}-\rho_{u}^{n-1}}{2 \tau}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right)-\left(T_{1}^{n}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right)-\left(\frac{\rho_{\xi}^{n+1}+\rho_{\xi}^{n-1}}{2}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right) \\
& -\left(T_{2}^{n}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right)+\left(\nabla T_{2}^{n}, \frac{\nabla \sigma_{u}^{n+1}-\nabla \sigma_{u}^{n-1}}{2 \tau}\right)-\beta\left(\frac{\rho_{u}^{n+1}+\rho_{u}^{n-1}}{2}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right) \\
& -\beta\left(T_{3}^{n}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right)-\left(H\left(u_{N}^{n}\right) \frac{W_{N}^{n+1}+W_{N}^{n-1}}{2}-H\left(u\left(t_{n}\right)\right) W\left(t_{n}\right), \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right) . \tag{4.30}
\end{align*}
$$

Taking $v=\left(\sigma_{\xi}^{n+1}+\sigma_{\xi}^{n-1}\right) / 2$ in (4.29), we have

$$
\begin{align*}
& \left(\frac{\sigma_{\xi}^{n+1}-\sigma_{\xi}^{n-1}}{2 \tau}, \frac{\sigma_{\xi}^{n+1}+\sigma_{\xi}^{n-1}}{2}\right)-\left(\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}, \frac{\sigma_{\xi}^{n+1}+\sigma_{\xi}^{n-1}}{2}\right)+\left(\frac{\nabla \sigma_{u}^{n+1}-\nabla \sigma_{u}^{n-1}}{2 \tau}, \frac{\nabla \sigma_{\xi}^{n+1}+\nabla \sigma_{\xi}^{n-1}}{2}\right) \\
= & \left(\frac{\rho_{u}^{n+1}-\rho_{u}^{n-1}}{2 \tau}, \frac{\sigma_{\xi}^{n+1}+\sigma_{\xi}^{n-1}}{2}\right)-\left(\frac{\rho_{\xi}^{n+1}-\rho_{\xi}^{n-1}}{2 \tau}, \frac{\sigma_{\xi}^{n+1}+\sigma_{\xi}^{n-1}}{2}\right) \tag{4.31}
\end{align*}
$$

Taking $\zeta=\left(\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}\right) / 2$ in (4.27), we obtain

$$
\begin{align*}
& \frac{1}{4 \tau}\left(\left\|\varepsilon_{W}^{n+1}\right\|^{2}-\left\|\varepsilon_{W}^{n-1}\right\|^{2}\right)=-\left(T_{4}^{n}, \frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}\right) \\
& +\frac{1}{2}\left(H\left(u_{N}^{n}\right) \frac{u_{N}^{n+1}-u_{N}^{n-1}}{2 \tau}-H\left(u\left(t_{n}\right)\right) u_{t}\left(t_{n}\right), \frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}\right) \tag{4.32}
\end{align*}
$$

Combining (4.30), (4.31) and (4.32), we have

$$
\begin{align*}
& \left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2}+\frac{\beta}{4 \tau}\left(\left\|\sigma_{u}^{n+1}\right\|^{2}-\left\|\sigma_{u}^{n-1}\right\|^{2}\right)+\frac{1}{4 \tau}\left(\left\|\sigma_{\xi}^{n+1}\right\|^{2}-\left\|\sigma_{\xi}^{n-1}\right\|^{2}\right)+\frac{1}{4 \tau}\left(\left\|\varepsilon_{W}^{n+1}\right\|^{2}-\left\|\varepsilon_{W}^{n-1}\right\|^{2}\right) \\
= & -\left(\frac{\rho_{u}^{n+1}-\rho_{u}^{n-1}}{2 \tau}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right)-\left(T_{1}^{n}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right)-\left(\frac{\rho_{\xi}^{n+1}+\rho_{\xi}^{n-1}}{2}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right) \\
& -\left(T_{2}^{n}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right)+\left(\nabla T_{2}^{n}, \frac{\nabla \sigma_{u}^{n+1}-\nabla \sigma_{u}^{n-1}}{2 \tau}\right)-\beta\left(\frac{\rho_{u}^{n+1}+\rho_{u}^{n-1}}{2}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right) \\
& -\beta\left(T_{3}^{n}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right)-\left(H\left(u_{N}^{n}\right) \frac{W_{N}^{n+1}+W_{N}^{n-1}}{2}-H\left(u\left(t_{n}\right)\right) W\left(t_{n}\right), \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right) \\
& +\left(\frac{\rho_{u}^{n+1}-\rho_{u}^{n-1}}{2 \tau}, \frac{\sigma_{\xi}^{n+1}+\sigma_{\xi}^{n-1}}{2}\right)-\left(\frac{\rho_{\xi}^{n+1}-\rho_{\xi}^{n-1}}{2 \tau}, \frac{\sigma_{\xi}^{n+1}+\sigma_{\xi}^{n-1}}{2}\right)-\left(T_{4}^{n}, \frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}\right) \\
& +\frac{1}{2}\left(H\left(u_{N}^{n}\right) \frac{u_{N}^{n+1}-u_{N}^{n-1}}{2 \tau}-H\left(u\left(t_{n}\right)\right) u_{t}\left(t_{n}\right), \frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}\right) . \tag{4.33}
\end{align*}
$$

Now, we estimate each term at the right hand side of (4.33).

$$
\begin{align*}
& -\left(\frac{\rho_{u}^{n+1}-\rho_{u}^{n-1}}{2 \tau}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right) \leq C N^{-2 k}+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2},  \tag{4.34}\\
& \begin{aligned}
&-\left(T_{1}^{n}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right) \leq 4\left\|T_{1}^{n}\right\|^{2}+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2} \\
& \leq \frac{1}{9}\|u\|_{W^{3, \infty}\left(0, T ; H^{k}(\Omega)\right)}^{2} \tau^{4}+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2}, \\
&-\left(\frac{\rho_{\xi}^{n+1}+\rho_{\xi}^{n-1}}{2}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right) \leq C N^{-2 k}+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2}, \\
&-\left(T_{2}^{n}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right) \leq 4\left\|T_{2}^{n}\right\|^{2}+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2} \\
&\left.\leq\|\xi\|_{W^{2}, \infty\left(0, T ; H^{k+2}(\Omega)\right) \tau^{4}+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2},}^{2 \tau}\right)
\end{aligned} \\
& \begin{aligned}
&\left(\nabla T_{2}^{n}, \frac{\nabla \sigma_{u}^{n+1}-\nabla \sigma_{u}^{n-1}}{2 \tau}\right)\left.\leq 4 \| \Delta T_{2}^{n}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right) \mid \\
& \leq\left\|\xi T_{2}^{n}\right\|^{2}+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\infty\left(0, T ; \sigma_{u}^{k+2}(\Omega)\right) \tau^{4}+\frac{\sigma_{u}^{n-1}}{2 \tau} \|^{2}}{16}\right\| \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau} \|^{2}, \\
&-\beta\left(\frac{\rho_{u}^{n+1}+\rho_{u}^{n-1}}{2}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right) \leq C N^{-2 k}+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2},
\end{aligned} \tag{4.35}
\end{align*}
$$

$$
\begin{align*}
& -\beta\left(T_{3}^{n}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right) \leq 4 \beta^{2}\left\|T_{3}^{n}\right\|^{2}+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2} \\
& \leq \beta^{2}\|u\|_{W^{2, \infty}\left(0, T ; H^{k}(\Omega)\right)}^{2} \tau^{4}+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2}  \tag{4.40}\\
& \begin{aligned}
\left(\frac{\rho_{u}^{n+1}-\rho_{u}^{n-1}}{2 \tau}, \frac{\sigma_{\xi}^{n+1}+\sigma_{\xi}^{n-1}}{2}\right) & \leq \frac{1}{8}\left\|\frac{\rho_{u}^{n+1}-\rho_{u}^{n-1}}{2 \tau}\right\|^{2}+2\left\|\frac{\sigma_{\xi}^{n+1}+\sigma_{\xi}^{n-1}}{2}\right\|^{2} \\
& \leq C N^{-2 k}+\left\|\sigma_{\xi}^{n+1}\right\|^{2}+\left\|\sigma_{\xi}^{n-1}\right\|^{2}, \\
& \leq C N^{-2 k}+\left\|\sigma_{\xi}^{n+1}\right\|^{2}+\left\|\sigma_{\xi}^{n-1}\right\|^{2}, \\
\left(\frac{\rho_{\xi}^{n+1}-\rho_{\xi}^{n-1}}{2 \tau}, \frac{\sigma_{\xi}^{n+1}+\sigma_{\xi}^{n-1}}{2}\right) & \leq \frac{1}{8}\left\|\frac{\rho_{\xi}^{n+1}-\rho_{\xi}^{n-1}}{2 \tau}\right\|^{2}+2\left\|\frac{\sigma_{\xi}^{n+1}+\sigma_{\xi}^{n-1}}{2}\right\|^{2} \\
& \leq \frac{1}{72}\|W\|_{W^{3, \infty}\left(0, T ; H^{k}(\Omega) \tau^{2}\right.}^{2}+\frac{1}{4}\left(\left\|\varepsilon_{W}^{n+1}\right\|^{2}+\left\|\varepsilon_{W}^{n}\right\|^{2}\right)
\end{aligned} \\
& -\left(T_{4}^{n}, \frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}\right) \leq \frac{1}{2}\left\|T_{4}^{n}\right\|^{2}+\frac{1}{2}\left\|\frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}\right\|^{2}  \tag{4.41}\\
&
\end{align*}
$$

Since $F(u) \geq-\frac{(\epsilon+\beta)^{2}}{4}$, we can choose $D>\frac{5}{4}(\epsilon+\beta)^{2}$ such that $\sqrt{F(u)+D}>\epsilon+\beta$. Thus, we have

$$
\begin{align*}
\|H(u)\| & =\left\|\frac{f(u)}{\sqrt{F(u)+D}}\right\| \leq \frac{1}{\epsilon+\beta}\left\|u^{3}-(\epsilon+\beta) u\right\|  \tag{4.45}\\
& \leq \frac{1}{\epsilon+\beta}\left(\|u\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{3}+(\epsilon+\beta)\|u\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}\right) \leq C . \tag{4.46}
\end{align*}
$$

Using (4.18), we also have

$$
\begin{equation*}
\left\|H\left(u_{N}^{n}\right)\right\| \leq \frac{1}{\epsilon+\beta}\left\|\left(u_{N}^{n}\right)^{3}-(\epsilon+\beta) u_{N}^{n}\right\| \leq \frac{1}{\epsilon+\beta}\left(\left\|u_{N}^{n}\right\|^{3}+(\epsilon+\beta)\left\|u_{N}^{n}\right\|\right) \leq C . \tag{4.47}
\end{equation*}
$$

Applying Lemma 3.1, we have

$$
\begin{equation*}
\left\|H\left(u_{N}^{n}\right)-H\left(u\left(t_{n}\right)\right)\right\| \leq \hat{C}_{0}\left\|u_{N}^{n}-u\left(t_{n}\right)\right\| \leq \hat{C}_{0}\left(\left\|\sigma_{u}^{n}\right\|+\left\|\rho_{u}^{n}\right\|\right) . \tag{4.48}
\end{equation*}
$$

Since

$$
\begin{aligned}
& H\left(u_{N}^{n}\right) \frac{W_{N}^{n+1}+W_{N}^{n-1}}{2}-H\left(u\left(t_{n}\right)\right) W\left(t_{n}\right) \\
= & H\left(u_{N}^{n}\right) \frac{W_{N}^{n+1}+W_{N}^{n-1}}{2}-H\left(u_{N}^{n}\right) \frac{W\left(t_{n+1}\right)+W\left(t_{n-1}\right)}{2} \\
& +H\left(u_{N}^{n}\right) \frac{W\left(t_{n+1}\right)+W\left(t_{n-1}\right)}{2}-H\left(u\left(t_{n}\right)\right) \frac{W\left(t_{n+1}\right)+W\left(t_{n-1}\right)}{2} \\
& +H\left(u\left(t_{n}\right)\right) \frac{W\left(t_{n+1}\right)+W\left(t_{n-1}\right)}{2}-H\left(u\left(t_{n}\right)\right) W\left(t_{n}\right) \\
= & H\left(u_{N}^{n}\right) \frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}+\left(H\left(u_{N}^{n}\right)-H\left(u\left(t_{n}\right)\right)\right) \frac{W\left(t_{n+1}\right)+W\left(t_{n-1}\right)}{2}+H\left(u\left(t_{n}\right)\right) T_{5}^{n},
\end{aligned}
$$

we have

$$
\begin{align*}
& \left(H\left(u_{N}^{n}\right) \frac{W_{N}^{n+1}+W_{N}^{n-1}}{2}-H\left(u\left(t_{n}\right)\right) W\left(t_{n}\right), \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right) \\
= & \left(H\left(u_{N}^{n}\right) \frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right) \\
& +\left(\left(H\left(u_{N}^{n}\right)-H\left(u\left(t_{n}\right)\right)\right) \frac{W\left(t_{n+1}\right)+W\left(t_{n-1}\right)}{2}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right)+\left(H\left(u\left(t_{n}\right)\right) T_{5}^{n}, \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right) \\
= & I_{1}+I_{2}+I_{3} . \tag{4.49}
\end{align*}
$$

Using (4.45)-(4.48), we have the following estimates:

$$
\begin{align*}
I_{1} & \leq 8\left\|H\left(u_{N}^{n}\right)\right\|^{2}\left\|\frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}\right\|^{2}+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2} \\
& \leq C\left(\left\|\varepsilon_{W}^{n+1}\right\|^{2}+\left\|\varepsilon_{W}^{n-1}\right\|^{2}\right)+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2},  \tag{4.50}\\
I_{2} & \leq 8\left\|H\left(u_{N}^{n}\right)-H\left(u\left(t_{n}\right)\right)\right\|^{2}\left\|\frac{W\left(t_{n+1}\right)+W\left(t_{n-1}\right)}{2}\right\|^{2}+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2} \\
& \leq C\left(\left\|\sigma_{u}^{n}\right\|+\left\|\rho_{u}^{n}\right\|\right)^{2}+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2} \\
& \leq C\left\|\sigma_{u}^{n}\right\|^{2}+C N^{-2 k}+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2}  \tag{4.51}\\
I_{3} & \leq 8\left\|H\left(u\left(t_{n}\right)\right)\right\|^{2}\left\|T_{5}^{n}\right\|^{2}+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2} \\
& \leq C\|W\|_{W^{2, \infty}\left(0, T ; H^{k}(\Omega)\right)}^{2} \tau^{4}+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2} . \tag{4.52}
\end{align*}
$$

Combining (4.49)-(4.52), we get

$$
\begin{align*}
& \left(H\left(u_{N}^{n}\right) \frac{W_{N}^{n+1}+W_{N}^{n-1}}{2}-H\left(u\left(t_{n}\right)\right) W\left(t_{n}\right), \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right) \\
\leq & \frac{1}{4}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2}+C\left(\left\|\varepsilon_{W}^{n+1}\right\|^{2}+\left\|\varepsilon_{W}^{n-1}\right\|^{2}+\left\|\sigma_{u}^{n}\right\|^{2}\right) \\
& +C\|W\|_{W^{2, \infty}\left(0, T ; H^{k}(\Omega)\right)}^{2} \tau^{4}+C N^{-2 k} \tag{4.53}
\end{align*}
$$

Similarly, since

$$
\begin{aligned}
& H\left(u_{N}^{n}\right) \frac{u_{N}^{n+1}-u_{N}^{n-1}}{2 \tau}-H\left(u\left(t_{n}\right)\right) u_{t}\left(t_{n}\right) \\
= & H\left(u_{N}^{n}\right) \frac{u_{N}^{n+1}-u_{N}^{n-1}}{2 \tau}-H\left(u_{N}^{n}\right) \frac{\Pi_{N} u\left(t_{n+1}\right)-\Pi_{N} u\left(t_{n-1}\right)}{2 \tau}+H\left(u_{N}^{n}\right) \frac{\Pi_{N} u\left(t_{n+1}\right)-\Pi_{N} u\left(t_{n-1}\right)}{2 \tau} \\
& -H\left(u_{N}^{n}\right) \frac{u\left(t_{n+1}\right)-u\left(t_{n-1}\right)}{2 \tau}+H\left(u_{N}^{n}\right) \frac{u\left(t_{n+1}\right)-u\left(t_{n-1}\right)}{2 \tau}-H\left(u\left(t_{n}\right)\right) \frac{u\left(t_{n+1}\right)-u\left(t_{n-1}\right)}{2 \tau} \\
& +H\left(u\left(t_{n}\right)\right) \frac{u\left(t_{n+1}\right)-u\left(t_{n-1}\right)}{2 \tau}-H\left(u\left(t_{n}\right)\right) u_{t}\left(t_{n}\right) \\
= & H\left(u_{N}^{n}\right) \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}+H\left(u_{N}^{n}\right) \frac{\rho_{u}^{n+1}-\rho_{u}^{n-1}}{2 \tau}+\left(H\left(u_{N}^{n}\right)-H\left(u\left(t_{n}\right)\right)\right) \frac{u\left(t_{n+1}\right)-u\left(t_{n-1}\right)}{2 \tau} \\
& +H\left(u\left(t_{n}\right)\right) T_{1}^{n},
\end{aligned}
$$

we have

$$
\begin{align*}
& \frac{1}{2}\left(H\left(u_{N}^{n}\right) \frac{u_{N}^{n+1}-u_{N}^{n-1}}{2 \tau}-H\left(u\left(t_{n}\right)\right) u_{t}\left(t_{n}\right), \frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}\right) \\
= & \frac{1}{2}\left(H\left(u_{N}^{n}\right) \frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}, \frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}\right)+\frac{1}{2}\left(H\left(u_{N}^{n}\right) \frac{\rho_{u}^{n+1}-\rho_{u}^{n-1}}{2 \tau}, \frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}\right) \\
& +\frac{1}{2}\left(\left(H\left(u_{N}^{n}\right)-H\left(u\left(t_{n}\right)\right)\right) \frac{u\left(t_{n+1}\right)-u\left(t_{n-1}\right)}{2 \tau}, \frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}\right) \\
& +\frac{1}{2}\left(H\left(u\left(t_{n}\right)\right) T_{1}^{n}, \frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}\right) \\
= & J_{1}+J_{2}+J_{3}+J_{4} . \tag{4.54}
\end{align*}
$$

Using (4.45)-(4.48), we have the following estimates:

$$
\begin{align*}
J_{1} & \leq\left\|H\left(u_{N}^{n}\right)\right\|^{2}\left\|\frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}\right\|^{2}+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2} \\
& \leq C\left(\left\|\varepsilon_{W}^{n+1}\right\|^{2}+\left\|\varepsilon_{W}^{n-1}\right\|^{2}\right)+\frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2},  \tag{4.55}\\
J_{2} & \leq \frac{1}{4}\left\|H\left(u_{N}^{n}\right)\right\|^{2}\left\|\frac{\rho_{u}^{n+1}-\rho_{u}^{n-1}}{2 \tau}\right\|^{2}+\frac{1}{4}\left\|\frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}\right\|^{2} \\
& \leq C N^{-2 k}+C\left(\left\|\varepsilon_{W}^{n+1}\right\|^{2}+\left\|\varepsilon_{W}^{n-1}\right\|^{2}\right),  \tag{4.56}\\
J_{3} & \leq \frac{1}{4}\left\|H\left(u_{N}^{n}\right)-H\left(u\left(t_{n}\right)\right)\right\|^{2}\left\|\frac{u\left(t_{n+1}\right)-u\left(t_{n-1}\right)}{2 \tau}\right\|^{2}+\frac{1}{4}\left\|\frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}\right\|^{2} \\
& \leq C\left(\left\|\sigma_{u}^{n}\right\|^{2}+\left\|\rho_{u}^{n}\right\|^{2}\right)+C\left(\left\|\varepsilon_{W}^{n+1}\right\|^{2}+\left\|\varepsilon_{W}^{n-1}\right\|^{2}\right) \\
& \leq C\left(\left\|\sigma_{u}^{n}\right\|^{2}+\left\|\varepsilon_{W}^{n+1}\right\|^{2}+\left\|\varepsilon_{W}^{n-1}\right\|^{2}\right)+C N^{-2 k},  \tag{4.57}\\
J_{4} & \leq \frac{1}{4}\left\|H\left(u\left(t_{n}\right)\right)\right\|^{2}\left\|T_{1}^{n}\right\|^{2}+\frac{1}{4}\left\|\frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}\right\|^{2} \\
& \leq C\|u\|_{W^{3, \infty}\left(0, T ; H^{k}(\Omega) \tau^{2}\right.}^{2}+C\left(\left\|\varepsilon_{W}^{n+1}\right\|^{2}+\left\|\varepsilon_{W}^{n-1}\right\|^{2}\right) . \tag{4.58}
\end{align*}
$$

Combining (4.54)-(4.58), we get

$$
\begin{align*}
& \left(H\left(u_{N}^{n}\right) \frac{u_{N}^{n+1}-u_{N}^{n-1}}{2 \tau}-H\left(u\left(t_{n}\right)\right) u_{t}\left(t_{n}\right), \frac{\varepsilon_{W}^{n+1}+\varepsilon_{W}^{n-1}}{2}\right) \\
\leq & \frac{1}{16}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2}+C\left(\left\|\varepsilon_{W}^{n+1}\right\|^{2}+\left\|\varepsilon_{W}^{n-1}\right\|^{2}+\left\|\sigma_{u}^{n}\right\|^{2}\right) \\
& +C\|u\|_{W^{3, \infty}\left(0, T ; H^{k}(\Omega)\right)}^{2} \tau^{4}+C N^{-2 k} . \tag{4.59}
\end{align*}
$$

Substituting (4.34)-(4.43), (4.53) and (4.59) into (4.33), we get

$$
\begin{align*}
& \quad \frac{1}{4}\left\|\frac{\sigma_{u}^{n+1}-\sigma_{u}^{n-1}}{2 \tau}\right\|^{2}+\frac{\beta}{2 \tau}\left(\left\|\sigma_{u}^{n+1}\right\|^{2}-\left\|\sigma_{u}^{n-1}\right\|^{2}\right)+\frac{1}{4 \tau}\left(\left\|\sigma_{\xi}^{n+1}\right\|^{2}-\left\|\sigma_{\xi}^{n-1}\right\|^{2}\right)+\frac{1}{4 \tau}\left(\left\|\varepsilon_{W}^{n+1}\right\|^{2}-\left\|\varepsilon_{W}^{n-1}\right\|^{2}\right) \\
& \leq C N^{-2 k}+C\left(\|u\|_{\left.W^{3, \infty}\left(0, T ; H^{k}(\Omega)\right)\right)}^{2}+\|\xi\|_{W^{2, \infty}\left(0, T ; ;^{k+2}(\Omega)\right)}^{2}+\|W\|_{W^{3, \infty(0, T ; H}\left(H^{k}(\Omega)\right)}^{2}\right) \tau^{4} \\
& \quad+C\left(\left\|\sigma_{\xi}^{n+1}\right\|^{2}+\left\|\sigma_{\xi}^{n-1}\right\|^{2}+\left\|\varepsilon_{W}^{n+1}\right\|^{2}+\left\|\varepsilon_{W}^{n-1}\right\|^{2}+\left\|\sigma_{u}^{n}\right\|^{2}\right) . \tag{4.60}
\end{align*}
$$

Multiplying (4.60) by $\tau$, dropping some nonnegative terms, summing $n$ from 0 to $l(0<l \leq K-1)$, we get

$$
\begin{align*}
& \frac{\beta}{2}\left\|\sigma_{u}^{l+1}\right\|^{2}+\frac{1}{4}\left\|\sigma_{\xi}^{l+1}\right\|^{2}+\frac{1}{4}\left\|\varepsilon_{W}^{l+1}\right\|^{2} \leq C \tau \sum_{n=0}^{l}\left(\left\|\sigma_{u}^{n}\right\|^{2}+\left\|\sigma_{\xi}^{n-1}\right\|^{2}+\left\|\sigma_{\xi}^{n+1}\right\|^{2}+\left\|\varepsilon_{W}^{n+1}\right\|^{2}+\left\|\varepsilon_{W}^{n-1}\right\|^{2}\right)  \tag{4.61}\\
& +C T N^{-2 k}+C\left(\|u\|_{W^{3, \infty}\left(0, T ; H^{k}(\Omega)\right)}^{2}+\|\xi\|_{W^{2, \infty}\left(0, T ; H^{k+2}(\Omega)\right)}^{2}+\|W\|_{W^{3, \infty}\left(0, T ; H^{k}(\Omega)\right)}^{2}\right) \tau^{4}  \tag{4.62}\\
& +\left\|\sigma_{u}^{1}\right\|^{2}+\left\|\sigma_{\xi}^{1}\right\|^{2}+\left\|\varepsilon_{W}^{1}\right\|^{2} . \tag{4.63}
\end{align*}
$$

Applying the same approach to the initialization step (2.8)-(2.11) and noting that $\sigma_{u}^{0}=\sigma_{\xi}^{0}=\sigma_{W}^{0}=0$, we have

$$
\begin{equation*}
\left\|\sigma_{u}^{1}\right\|^{2}+\left\|\sigma_{\xi}^{1}\right\|^{2}+\left\|\varepsilon_{W}^{1}\right\|^{2} \leq C T N^{-2 k}+C\left(\|u\|_{W^{3, \infty}\left(0, T ; H^{k}(\Omega)\right)}^{2}+\|\xi\|_{W^{2, \infty}\left(0, T ; H^{k+2}(\Omega)\right)}^{2}+\|W\|_{W^{3, \infty}\left(0, T ; H^{k}(\Omega)\right)}^{2}\right) \tau^{4} \tag{4.64}
\end{equation*}
$$

Combining (4.61) and (4.64) and using the discrete Grönwall's inequality, we obtain

$$
\left\|\sigma_{u}^{l+1}\right\|^{2}+\left\|\sigma_{\xi}^{l+1}\right\|^{2}+\left\|\varepsilon_{W}^{l+1}\right\|^{2} \leq C N^{-2 k}+C\left(\|u\|_{W^{3, \infty}\left(0, T ; H^{k}(\Omega)\right)}^{2}+\|\xi\|_{W^{2, \infty\left(0, T ; H^{k+2}(\Omega)\right)}}^{2}+\|W\|_{W^{3, \infty}\left(0, T ; H^{k}(\Omega)\right)}^{2}\right) \tau^{4}
$$

In addition, because $\left\|u_{N}^{l}-u\left(t_{l}\right)\right\| \leq\left\|\sigma_{u}^{l}\right\|+\left\|\rho_{u}^{l}\right\|,\left\|\xi_{N}^{l}-\xi\left(t_{l}\right)\right\| \leq\left\|\sigma_{\xi}^{l}\right\|+\left\|\rho_{\xi}^{l}\right\|$ and (4.8), we get the desired result.

## 5. Numerical experiments

In this section, we give numerical experiments for the SH equation to verify the accuracy and energy stability of the proposed scheme.

Table 1
The errors and rate of convergence at $T=10$ for the phase variable $u$ that are computed by the Leapfrog scheme, using different time step sizes and $N=256$. The physical parameter is $\epsilon=0.025$.

| $\tau$ | $L^{2}$ error | Rate |
| :--- | :--- | :--- |
| $1 / 16$ | $6.5927 \mathrm{e}-03$ | 4.64 |
| $1 / 32$ | $1.0632 \mathrm{e}-03$ | 2.63 |
| $1 / 64$ | $2.5910 \mathrm{e}-04$ | 2.04 |
| $1 / 128$ | $6.4808 \mathrm{e}-05$ | 2.00 |
| $1 / 256$ | $1.6206 \mathrm{e}-05$ | 2.00 |
| $1 / 512$ | $4.0519 \mathrm{e}-06$ | 2.00 |
| $1 / 1024$ | $1.0130 \mathrm{e}-06$ | 2.00 |



Fig. 1. (a) Evolution of the energy with different time step size of $\tau=0.01,0.1,1,2,5,10,20,25$ using the Leapfrog scheme, where $\epsilon=0.025$. (b) The spatial $L^{2}$ errors.

### 5.1. Accuracy test

We first test the convergence rate of the proposed scheme. The parameter is $\epsilon=0.025, \beta=1, D=50$. Because it is difficult to obtain the analytical solution for SH equation, We add a suitable source term such that the exact solution is

$$
u(x, y, t)=\cos (t) \sin \left(\frac{2 \pi}{64} x\right) \cos \left(\frac{2 \pi}{64} y\right)
$$

Set the computational domain to be $\Omega=[0,128] \times[0,128]$. We set $N=256$ so that the spatial discretization errors are negligible compared with the time discretization errors. In Table 1, we show the $L^{2}$ errors of the phase variable between the analytical solution and numerical solution with different time step sizes at $T=10$. From Table 1 , we can observe that the scheme gives desired rate of accuracy in time. The spatial $L^{2}$ errors are plotted in Fig. 1(b).

### 5.2. Energy stability test

In this subsection, we consider the smooth initial condition (5.1) to verify the energy stability of our scheme.

$$
\begin{align*}
u(x, y, 0)= & 0.07-0.02 \cos \left(\frac{\pi(x-12)}{16}\right) \sin \left(\frac{\pi(y-1)}{16}\right)-0.01 \sin ^{2}\left(\frac{\pi x}{8}\right) \sin ^{2}\left(\frac{\pi(y-6)}{8}\right) \\
& +0.02 \cos ^{2}\left(\frac{\pi(x+10)}{32}\right) \cos ^{2}\left(\frac{\pi(y+3)}{32}\right) \tag{5.1}
\end{align*}
$$

The parameters are $\epsilon=0.025, \beta=1, D=50, T=100, N=64$ and $\Omega=[0,32]^{2}$. In Fig. 1(a), we present the evolution of the discrete energy with different time step sizes of $\tau=0.01,0.1,1,2,5,10,20,25$ using the Leapfrog scheme. We see that the energy is nonincreasing, which validates that our scheme satisfies the unconditional energy stability.

Remark 5.1. The energy in Fig. 1(a) goes below 0 , since for any constant $C$,

$$
u_{t}=-\frac{\delta}{\delta u} E(u)=-\frac{\delta}{\delta u}(E(u)+C),
$$



Fig. 2. The evolution of the phase transition behavior in $2 D$ with $\bar{u}=-0.2$. Snapshots of the numerical approximation of the density field $u$ are taken at $t=0,60,180,720,1200,1500,2220,2460,3000$. The computational domain is $[-30,30]^{2}$. The parameters are $\epsilon=0.025, T=3000$, $N=128$, the time step is $\tau=1$.
the SH equation can be derived from any free energy functional $E(u)+C$, you can choose an appropriate constant $C$ to make the energy nonnegative.

### 5.3. Phase transition behaviors

In this subsection, we apply the Leapfrog scheme to check the evolution from a randomly perturbed non-equilibrium state to a steady state.

### 5.3.1. 2D case

With the initial condition $u^{0}=\bar{u}+$ rand, where $\bar{u}=-0.2$ and rand is a randomly chosen number between -0.4 and 0.4 at the grid points, we set $N=128$ to discrete the $2 D$ space on the computational domain of $[-30,30]^{2}$. Let the time step be $\tau=1$ and the parameter be $\epsilon=0.025, \beta=1, D=50$. Fig. 2 shows the time evolution of the phase transition behavior, which validates that our scheme does lead to the expected states. Fig. 4(a) shows the energy evolution with the random initial condition.

### 5.3.2. 3D case

With the initial condition $u^{0}=\bar{u}+$ rand, where $\bar{u}=-0.2$ and rand is a randomly chosen number between -0.4 and 0.4 at the grid points, we set $N=40$ to discrete the $3 D$ space on the computational domain of $[-10,10]^{3}$. Let the time


Fig. 3. The evolution of the phase transition behavior in $3 D$ with $\bar{u}=-0.2$. Snapshots of the numerical approximation of the density field $u$ are taken at $t=0,12,36,60,108,144,228,600,900,996,1020,1200$. The computational domain is $[-10,10]^{3}$. The parameters are $\epsilon=0.5, T=1200$, $N=40$, the time step is $\tau=1$.


Fig. 4. Evolution of the energy with the random initial condition.
step be $\tau=1$ and the parameter be $\epsilon=0.5, \beta=1, D=50$. Fig. 3 shows the time evolution of the phase transition behavior, which validates that our scheme does lead to the expected states. Fig. 4(b) shows the energy evolution with the random initial condition.

## 6. Conclusions

In this paper, we propose and analyze a second-order linear energy-stable Leapfrog scheme for the SH equation. We prove rigorously that the scheme satisfies the energy dissipation property and derive the error estimate. Numerical tests are given to show the accuracy and energy stability of the proposed scheme.
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