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Abstract 

Because many of you may not be familiar with the biological structures 
with which we ourselves process images, I shall start with a brief ana­
tomical tour of the complex and incompletely understood visual system of 
primates. The biological components which perform the computations may 
al so be unfamil iar, and it is interestin.g to compare them with ~hysical 
devices: synapses and neurones are very slow and have a very limited dy­
namic range, but they are packed at a very high density per unit volume, 
are very freely interconnected over limited distances, and these inter­
connections possess self-regulatory properties that can compensate for 
errors in construction or changes of use. 

The problems facing physiologists or psychologists studying natural 
vision are also very different from yours. First, it is technically very 
difficult to monitor the activity of just one or two elements at a time 
in a structure that contains 1010 neurones or more; second, with such in­
complete information it is hard to interpret the results, and third, there 
is the constant danger of interfering with normal function. Also, we 
often fail to understand the goal or purpose of the neuronal interactions 
that occur in a biological structure; this should not be a problem for 
physicists because I cannot imagine one of your devices ever doing some­
thing clever that it's designer had not intended it to do: 

The overall achievement of a good visual system is impressive. It does 
far more than simply provide us with a good picture to look at, for the 
looker is part of the system. It gives us most of our knowledge of the 
world, which requires organisation of the results to minimize redundant 
representation and statistical testing to ensure reliability. All this 
is done on the spot, in real time, by a system weighing about two kilo­
grams (including power supplies). So far the flow of important concepts 
has been from physics to biology, but if we knew exactly how a real visual 
system worked the flow might be reversed. 

What is Vision? 

One tends to think of natural, biological, V1Slon as the process by whlch an 
image of the world around us is formed optically by the eye, transduced into 
nervous activity in the retina and transmitted to the brain by its optic 
nerve fibres. But seeing is much more than a matter of getting an image 
upstairs and into the brain: it includes the process of interpreting the 
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image and thereby galnlng knowledge of the real world that gave rise to the 
lmage. It is especially important for me to make this distinction because 
I am sure most of you are more interested in the second process and that is 
what you would like me to tell you about; but it is only the first process 
that we are actually beginning to understand, so that is what I am forced 
to talk about. With guidance from physicists and engineers we are beginning 
to see how a real brain tackles a simple task of information engineering, 
moving an image from one place to another. For understanding the rest we 
also hope to benefit from those who actually perform the task of gaining 
knowl edge from artificial images and that is one of the points of this sym­
posium. 

The following sketchy description of a very complex system will, I hODe, 
give you some feeling for the results we have obtained and the problems that 
face us. 

r~acrostructure or Gross Anatomy 

Figure 1 is a schematic view of the human visual system from above. The first 
point of functional interest is the rearrangement of nerve fibres from the 
two eyes at the optic chiasma; this has the effect of bringing the messages 
from the right hemifields seen by both eyes to the left cerebral hemisphere, 
those from the left hemifields of each eye to the right hemisphere. It is 
quite a shock to realise that the two halves of your visual field are repre­
sented in separate structures several centimetres apart. There is, however, 
a large bundle of nerve fibres called the corDUS callosum jOining the two 
halves, and this is in fact the largest tract of fibres in the body. 

The structures shown here are composed of nerve cells and nerve fibres 
which influence each other through synapses. The approximate numbers of 
elements are indicated, and it also shows the order of the elements, which 
are synaptically connected in series. In the retina the 1 ight is absorbed 
in receptors (1st order) whose internal potential is thereby affected. These 
make a synapse with bipolar cells, and by graded release of chemical trans­
mitter substances the lnternai potential of these bipolar cells is influenced, 
and they are therefore called 2nd order cells. These in turn influence the 
retinal ganglion cells whose long processes or axons constitute the optic 
nerve; these are 3rd order cells. This is much over-simplified, for there 
are two other types of cell in the retina, horizontal and amacrine cells, 
that provide other links between ganglion cells and receDtors; in some cases 
amacrine cells may be interposed between bipolar cells and ganglion cells, 
which would make the ganglion cells and their axons 4th order. There 
is also some evidence for a direct connection from receptors to gangl ion 
cells, which would make them 2nd order. In the cortex the pathways from 
cell to cell are so complex that it becomes even less possible to specify 
the order of a cell, but the numbers I have given do roughly indicate the 
position in the sequence. 

Notethat the number of components decreases from above 108 in the retina 
to about 10 6 in each optic nerve. The 108 does not represent the number of 
pixels, for the optical quality of the image in the periphery would not 
support that number. But it would support more than 106 , the number of optic 
nerve fibres, and it is interesting to see how the retina deliberately de­
grades the quality of information transmitted from the periphery of the visual 
field: each fibre is excited by light falling in a large patch of roughly 
gaussian-shaped sensitivity profile, these patches getting progressively 
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larger in size and fewer in number towards the periphery, so that resolution 
is deliberately degraded. The minimum resolvable angle is about 1 minute of 
arc at the fovea, and i nc r eases by about 1 minute for every 2 degrees of 
eccentricity, so is down to about 6 minutes at 10 degrees . Of course a shift 
of eye position changes the selection of information that is preserved or 
discarded, and it is important to realize that the human eye continually 
makes such a new selection by flicking from one place to another in the visual 
·field. The frequency of these fl i cks varies greatly, from 2 or 3 times a 
second if you are reading or keenly i nterested in what you are inspecting, 
down to one f l ick every 2 or 3 seconds if you are in a more leisurely mood; 
but it is rare for 5 seconds to elapse wi thout a flic k. Of course the vast 
major ity of shifts are made automatically without conscious effort; like 
breathing, in fact, but at a much greater repetition rate. 
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Fig~ Schematic view of the visual system viewed from above, with insets 
showing retinal neurones (left) and the laminae of visual cortex with a 
single pyramidal ceU (right). The ordinal numbers indicate the serial order 
of the cell, those in parentheses the total number of cells of that type 
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In the cerebral cortex the numbers of elements increase_to approximately 
109 in the primary visual area (V 1) (also called the striate cortex or area 
17) and another 109 (or pussibly much more) in the surrounding secondary 
visual areas (also called parastriate, peristriate, V 2 to V 4 or areas 18, 
19, 20). In the fourth layer of V 1 we know that there is a very precise 
representation of the visual fiel d. It is grossly distorted because cortical 
area is apportioned according to the number of entering nerve fibres, rather 
than according to degrees of solid angle in the visual field; as we saw the 
resolution and density of ganglion cells decline rapidly away from the fovea. 
But it is precise in the sense that activity at one point corresponds unam­
biguously to something happening at one pOint in the visual field, and con­
sequently it is possible to read backwards from the map to the real world: 
if there is activity at a particular s~ot ln the map, this implies something 
happening at a particular point in the visual field of the eyes. Note, how­
ever, that there is more to be said about what that something is, and also 
that eye and head positions need to be known if you wish to point your finger 
to the position of the something in the field. Quite accurate tooographical 
mapping also exists in the other layers of V 1, and there is evidence for 
quite good mapping in V 2, but in V 3 and V 4 it is very much less precise 
and appears to lack this unambiguous character that allows one to read back 
reliably from the map to the real world. 

Retinal Components and what they do 

Figure 1 also has a diagram of the retina, where it is possible to record 
from the nerve cells as they interact with e~ch otr-er tll. Note first their 
size; though some are smaller, some larger, 10 ~m is a reasonable figure 
for the size of a cell, and it is therefore possible to pack 106/mm 3. This 
would leave little space between them, but packing densities close to this 
are certainly achieved, and may be exceeded in some places. 

Now a word about how they work. The ionic concentrations of the fluid 
inside the cell are maintained by metabol ically driven "pumps" at different 
values from those in the surrounding fluids. Electro-che~ical gradients 
therefore exist across the cell membranes, and ions will ~ass down these 
gradients at a rate that depends upon the voltage difference between inside 
and outside, the concentration ratios for each particular ion, and the per­
meabilities of the cell membrane for each particular ion. Chanaes of these 
permeabilities in turn change the internal potentials of the cell. Take the 
receptor cell; without light the membrane is quite freely permeable to N~ 
ions, and since there is a strong inward electrochemical gradient for Na , 
there is a strong inward current in the resting condition. Hhen 1 ight falls 
on the cell this inward current is reduced (by mechanisms that are not fully 
known) and this results in the inside of the cell becoming more negative. 
This change in potential spreads to the synapse, at the end of the cell remote 
from where 1 ight is absorbed, and there it cau·ses a reduction in the release 
of a transmitter SUbstance, whose nature is again unknown. This transmitter 
influences the permeability to ions of the next cell in the chain, the bi­
polar cell, with consequent effects on its own internal potential and the 
amounts of transmitter it releases at its own synapses. 

And so it might continue, except for this difficul ty: the ootential at 
one end of a cell is not necessarily the same as that at the other, because 
if you do a simple calculation from the known ionic concentrations you will 
find that the resistance of the cytoolasm is considerable, and since that 
of the membrane is not infinite there will be substantial decrements of voltage 
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along a cell. If the distances are only fractions of a millimetre this decay 
is tolerable, but passive conduction would be quite inadequate to convey 
potentials from retina to brain, let alone from your brain to your foot. 
Hence it is no surprise that in nerves longer than a millimetre or so in­
formation is transmitted by a different means: it is done by varying the 
number of all-or-nothing, self-sustaining, pulses transmitted along the axon. 
This is much more reliable, for the pulses almost always seem to reach their 
destination, but there is probably a considerable reduction in the dynamic 
range of signals. The maximum instantaneous rate of firing of impulses is 
about 1000/sec, but average rates rarely exceed 200/sec, so in a short period 
of, say, 1/20 sec only about 3 bits could be transmitted. This is obviously 
only a very small fraction of what you might expect from an electronic line. 

Note that the potentials are slow also in their rise and fall times. The 
time to peak of a receptor in response to a brief flash is about 30 msec, 
during which time a fast~bowled cricket ball will have travelled over a yard. 
In spite of the slowness of the receptors the precision of judging the posi­
tions of moving objects corresponds to a time of about 1 msec or better, 
and it would be interesting to know how this is achieved. 

So far I have outlined the biophysics of the retina, but what does it 
achieve in the way of information processing? Some of these steps are il­
lustrated in Fig. 2, and they can be described very easily, though perhaps 

too simply, as 1) automatic gain control; 2) signalling deviations above and 
below the mean instead of absolute values; 3) high-pass temporal filtering; 
4) high-pass spatial filtering; 5) conversion of graded signals into varying 
numbers of output pulses. The first occurs largely in the receptors: when 
the mean 1 ight level changes up or down, the input-output characteristic 
shifts bodily to higher or lower levels. The second occurs at the bipolar 
cells and is illustrated in the waveforms of Fig. 2. This also shows the 
transient character of the discharges from amacrine and ganglion cells. The 
fourth is brought about by a laterally connecting pathway through horizontal 
cells, which antagonizes the direct pathway through bipolar cells; the result 
is that the bipolars signal something approximating to the second spatial 
derivative of image luminance. The production of pulses is first seen in 
amacrine and ganglion cells. 

Thus a network of elements such as exists in the retina can do tasks equi­
valent to spatial and temporal filtering, as well as automatic gain control 
and generation of a pulse-frequency modulated train of pulses. It is not 
too hard to see how this can be achieved by the interaction of graded signals, 
together with a threshold device for pulse generation, but we know from stud­
ies in other animals that such a network can achieve more. In the rabbit 
there are retinal ganglion cells that signal the direction of movement of 
the image over the retina, as well as the presence of oriented objects in 
the image [2, 3J. I shall not go into these here because there is no evi­
dence for such pattern selectivity in the eyes of man or primates, but 
their presence in other animals raises an important point. So far I have 
spoken as if the cell ~Jas the important element, and mentioned that they 
could be packed at 106/mm 3. But the evidence suggests that the crucial non­
linear interaction tRat gives rise to pattern selectivity can occur at each 
individual synapse Ll,4J. In the layer where this occurs electron-micrographs 
show [lJ that there are some 3 x 108 /mm3, and double thi s fi gure has been 
reported in the human cerebral cortex [5J. Synapses may be slow, but they 
are certainly compact. 

There is one other point to discuss in connection with the retina: What 
is the need for the five operations I said it did? The need for pulse gener-
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AMAC RINE CEll GANGLION CEll 

Eig~ Waveforms that ar e recorded f r om var ious cells in the ver tebrate 
r etina when a small stimulus spot is shone on to the r etina centred on the 
cell, and when a l arger spot that i nc ludes sur rounding elements is used. 
The stimuli last about 1 s econd, and the r esponses are up to 30 mV in ampli­
tude; in ganglion cells and amacr ines the pulses would be lar ger if recorded 
with a ful l f r equency r esponse. Depolar ization (i . e . r eduction of intra­
cel lu lar negativity) is plotted upwards . (Adapted f rom r ef. [ 2l) 

ation is clear enough, for graded potentials would decay to nothing before 
reaching the brain. The need for automatic gain control obviously arises 
from the enormous (>10 1 °) dynamic range of the input signals which have some­
how to be passed down ouput channels of miserably narrow dynamic range, and 
signalling deviations from the mean also helps. The need for the other two 
can perhaps be explained in the same way, for it would be the low frequency 
signals that would tend to cause overload and saturation . But an explanation 
that is superficially quite different is sometimes given, namely the need to 
emphasize the borders of objects, or the temporal changes resulting from 
image movement, because these are "important" characteristics of images. 
Which of these explanations is correct? Personally I think that the two 
explanations are related: if one regards compression of the message while 
preserving its i nformation, that is the reduction of redundancy,as the prime 
task, this will both tend to reduce the load on optic nerve fibres, and may 
also explain the psychological importance of transients. But we cannot go 
into predictive coding and such at this pOint. 

Cortex 

The retina performs an intelligible task, and we understand quite a lot about 
how it does it, but the situation is very different in the cortex, for it is 
an exceed i ngly complex structure and also very large. In the Rhesus monkey 
60% of the whole surface area of the cerebral hemispheres is thought to be 
intimately concerned with visionliiJ. One can divide these visual areas in 
the cortex into the primary area also called V 1, or striate area, and other 
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areas called V 2, V 3, V 4, peristriate, parastriate, and so forth. l~e do 
not know for certain what tasks these areas perform, even in the case of 
V 1. Instead of burdening you with a mass of uninterpreted information I 
shall present a story which is fairly coherent, as far as it goes, but be 
warned that I have made a biassed selection of facts. ~hat I shall say is 
certainly grossly incomplete and could be wildly wrong. 

First look at the primary visual cortex (V 1), about which we know most, 
thanks ma i nl y to the work of HUBEL and IHESEL [7J. The majority of the 
fibres from the retina, after relaying in the lateral qeniculate nucleus, 
terminate on cells in layer IV. As you will see from the average separation 
of two fibres I have indicated, there are a vast number of cells available 
for each incoming fibre, and there is some evidence that the first task is 
to recreate among these closely packed cells in layer IV a very precise re­
presentation of the 2nd spatial derivative of luminance in the image (81. 
This is a much simpl ified vie~l, for I have ignored evidence about the dif­
ferent terminations of different classes of fibre, about the segregation of 
the endings from the two eyes in this layer, about colour, and so on, but 
this idea of the re-creation of the differentiated image, though oversimoli­
fied, will have to do for the present. 

Now what is this map used for? The first step towards finding an answer 
is to look at the anatomy: Hhere does each cell pick un its information from? 
The answer for the cells representing the map is of course "from the incoming 
fibres of the optic radiation". But the cell s in other 1 ayers must al so be 
influenced predominantly from what is mapped locally, because the lateral 
connections to each cell are most dense in the immediate vicinity and are 
restricted to a total range of a few millimetres. l~e do not know the full 
story about the distribution of lateral spread of connections to a cell, 
but the total distance across V 1 is several cms, and few would deny that 
any given cell must be influenced predominantly by what is represented in 
the local parts of the map close to where it lies. 

Next we need to see where the information is transmitted. It has emerged 
over the last ten years or so that the cells in different layers of the cor­
tex send their messages to different parts of the brain (9). The axons from 
the two lowest layers, VI and V, go back towards the re~ion of the LGN relay 
and to a lower visual centre that I have not mentioned, the superior collicu­
lus. The existence of a large population of fibres feeding back to the LGN 
is certainly interesting, but so far no-one has succeeded in finding out 
what they do or in making any theoretical sense of it. The fibres going 
to the superior colliculus make more sense, for this structure is concerned 
with the control of eye movements [10} and layer V is presumably important 
in hel ping to decide where the eye shall next fixate. However from the view­
point of image processing the cells in layers II and III are most interest­
ing, for they have the task of relaying information to the other visual areas. 
Thus the anatomy seems to be telling us that the first major step in image 
processing (after gain control, and spatial and temporal filtering) is to 
perform some kind of local analysis on each separate patch of image; this 
information is then passed on to other parts of the brain. 

Now let us look at some physiological evidence (a film produced by HUgEL 
and WIESEL was shown at this point). Figure 3 shows diagrammatically what 
you find if you record from cells at various positions in the visual system 
and map what is known as their "receptive fields". This is the region of 
the visual field in front of the eye from which responses from a particular 
cell can be obtained. Initially one uses a small spot of 1 ight and records 
whether you get a res ponse when it is turned on, when it is turned off, or 
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not at all. This figure shows the "centre-surround" arrangement found in 
the retina and LGN, which if you think it through you will see is what you 
would expect from a cell performing high-pass spatial filtering, or taking 
(on a rather coarse scale) the second spatial derivative of local light 
intensities. What is new in the cortex is the fact that the orientation of 
the stimulus becomes critically important, and this was one of the main 
findings made by HUBEL and WIESEL when they first recorded from cortical 
neurones [.ll] . 

What cannot be shown in this figure are the results of more Quantitat i ve 
and extensive investigations of the properties of cells in V 1. ' They are 
selective for s ize as well as orientation, and some people (12, If.) believe 
that the activity of each cell in a set of cells repr esents the coefficient 
of one term in a local Fourier transform of the luminance distribution in a 
local region . We shall be hearing more about t his vi ew later on in this 
co nference . 

In addition to select i vity for orientation and size one finds that many 
cells require the stimulus to move in one direction rather than its opposite. 
Colour is also an important parameter in many cases [l4J, and finally so is 
binocular disparity, that is the precise relative al ignment of the images in 
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the two eyes (15); this is obviously correlated with the distance of a stim­
ulus object from the eyes. 

This list of the local properties of the image for which neurones in V 1 
show selective sensitivity is interesting because it correlates quite ~/ell 
with the characteristics that Gestalt psychologists thought were responsible 
for causing segregation of the image into parts, and especially the separa­
tion of "figure" from "ground". The writings of this school are not easy 
to follow, but the principle was very clearly expressed in GUZMAN's work 
['IS] in Artificial Intell igence at tlIT. He devised a computer programme to 
derive an account of the positions and dimensions of a set of wooden blocks, 
given a single line drawing of them from one viewpoint. Since many of them 
were partially obscured by other blocks he required a means of identifying 
whether an edge seen to the left of an obstruction belonged to the same wooden 
block as an edge seen to the right of the obstruction. Co-linearity of the 
edges \>!as the obvious characteristic to test for, and he named this test a 
search for a "1 inking principl e" because, if positive, it enabl ed his programme 
to link two features as belonging to the same block. Similarity of colour, 
disparity, motion, and texture are other local characteristics of an image 
that can be used to establish a high a priori probability that particular 
parts belong, in some sense, to the same object, and it seems that this is 
likely to be why these characteristics are detected in V 1 and signalled 
el sewhere [l7J. 

Our knowledge of the other visual areas is still rudimentar~ but there is 
evidence that particular areas special ize in colour or motion L18]; perhaps 
there is one such area s!'ecial ized for each 1 inking principl e. This seems 
to make sense, and one is tempted to predict that the variables by which a 
particular linking feature is specified will turn out to be important in the 
anatomical arrangement of these other areas. The nerve cells of V 1 require an 
accurate topographic map in order to have access to the information that 
enables them to detect a local linking feature, but to detect the coincident 
occurrence of the same 1 inking feature in separate carts of the visual field 
one needs to rearrange the information according to new principles: one needs 
to collect together information about particular characteristics regardless 
of whereabouts in the visual fiel d they occur. At the moment there is 1 ittl e 
evidence that the brain makes such non-topographic maps [17], but time will 
tell . 

Properties of Cortical Components 

It is not easy to record the intracellular potentials of cortical neurones, 
but as far as is known they interconnect and communicate with each other in 
much the same way as the retinal neurones. However experiments have sho~n 
one important property, namely that these connections are not fixed solely 
by the mechanisms responsible for the develooment of the brain, but are subject 
to a limited amount of modification by the use, or lack of it, to which the 
connections are put during an early phase of maturation [19]. This is not 
too surprising, for something in the brain must be modifiable because we all 
-j earn and remember. Al so, it has long been recogni sed that in young animal s 
a function normally performed in one part of the brain can be taken over by 
another part following injury or experimental removal of the first part. 
This happens even with a very complex function such as sneech, for injury 
to the dominant left hemisphere in a child does not prevent the acquisition 
of good capacity for language in the non-dominant hemisphere, whereas the 
equivalent damage to an adult would cause profound and permanent defects. 
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We have no idea how such things happen, but a simpler form of plasticity 
can be demonstrated in the neurones of the visual system by rearing animals 
in abnormal visual environments. I cannot go into these experiments here, 
but I think they require for their explanation a mechanism which was postu­
lated by HEBB many years ago (20, 2n. If activation of a synapse is fol­
lowed by activity of the postsynaptic neurone, then the effectiveness of 
that synapse increases. If the synapse fails to activate the neurone, then 
not only does it become less effective, but also the whole of the presynaptic 
neurone seems to be adversely affected: its cell body shrinks, and its termi­
nal arborisations wither and become less extensive. Somewhat similar posi­
tive and negative effects are produced in periohera1 nerves of the sympathetic 
nervous system by excess or deficiency of a wei1-characterised substance 
called nerve growth factor. It is therefore tempting to postulate that 
"synaptic rewarding factors" are released by activated neurones and picked 
up by the activating synapses; these would regulate the effectiveness of 
central synapses and promote growth of the presynaptic cell and sprouting 
of the successful terminal branches. Components with such adaptable proper­
ties would, I imagine, be exciting for electronic engineers, though also 
disconcerting. \ 

The role of Psychophysics 

What I have said so far may have given the impression that what we know about 
the visual system has been derived almost entirely from anatomical and physio­
logical investigation. Nothing could be more misleading, for all the impor­
tant properties of the visual system were first established by psychophysical 
and psychological observations made on the system working as a whole. For 
examp1e,more than 100 years passed between the establishment of trichomacy 
as a fact of human colour vision, and the detection within the last fifteen 
years of three different cone photoreceptors containing three different photo­
sensitive pigments. It is the same with sensitivity, for it was established 
forty years ago that a rod photoreceptor must signal the absorption of a 
single quantum, but these signals have only been directly recorded within the 
last couple of years. Anatomists and physiologists need to be told what the 
visual system does before they can set about the difficult task of finding 
out how it does it. 

Unique Features of Natural Vision 

Table 1 attempts to summarise what goes on in the early stages of natural 
vision, but what makes it different from artificial imaae processing? Table 2 
attempts to summarize the unique features of natural image orocessing. I 
have already mentioned some properties of the components: they are very slow 
and have a narrow dynamic range, but they can be packed at very high density 
and have an interesting capacity for self-regulation. The parallel organiza­
tion of elements is also unusual, and I am sure most of you would agree that 
nature must have some interesting programmes up her sleeve for hand1jng images, 
but I do not think anatomists and physiologists are likely to discover what 
they are without the help of those who handle artificial images. DAVID MARR 
e223 has argued persuasively that the "computational theory of vision" must 
be understood before much progress can be made, and ! think there is a 
possibility of fruitful interaction here, provided that we listen to each 
other. But I think there is a major difference between the aim or purpose 
of our own visual system and that of most artificial image processing, and 
I want to enlarge on this briefly. 
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Table 1. Suggested first steps in natural image processing 

Retina 

Automatic gain 
control 

Signals 
devi ations 
from mean 
not absolute 
1 umi nance 

High-pass 
temporal 
filtering 

High-pass 
spatial 
filtering 

Lateral 
Geniculate 

Nucl eus 

Al igns. but does 
not combi ne 
inputs from the 
two eyes 

More high-pass 
fil tering 

Controls input 
to cortex 

Primary visual 
Cortex (V 1) 

Detects local features 
of image that are 
1 ikely to belong to 
same obj ect -
linking features:-
Orientation 
Movement 
Colour 
Texture 
Di sparity 

Other 
corti ca 1 
areas 

? Specialize 
in individual 
1 inking 
features 

? ~apping 
accordi n9 to 
non-topographic 
variables 

Table 2. Unique features of natural image processing 

Components 

Very slow «1000 Hz) 

Narrow range «8 bits) 

Very many very small 
junctions (lO'/mm') 

Sel f-regul atory 
property 

Organization Purpose 

Junctions arranged in To represent visual scenes 
parallel by activity of a sparse 

selection of reliable and 
Pattern of connections non-redundant (i.e. 
determines program independent) elements 

Many asoects not 
unders tood 

What our own visual system does for us can be crudely described as follows. 
From a view lasting a second or two it provides reliable knowledge of the 
positions in space of some dozens of familiar or semi-familiar objects. Let 
us do a very approximate calculation on the amount of information this re­
presents. Suppose there are 100 objects, each requ iri ng two 16-bit words 
to identify in our internal catalogue of known objects. For each we might 
need 3 words for specifying position, and another 3 for orientation. Even 
with these quite generous figures we only seem to require about 800 l6-bit 
words to specify a particular visual scene, though this would also require 
a very large store of information about familiar objects. A few more words 
would be needed if any objects were moving or had an unusual colour, and 
also for such items as illumination conditions, but in spite of the crudity 
of this estimate it really seems that such a representation of a whole visual 
scene would only require about 1000 words. This is quite remarkable, for it 
is two orders of magnitude below the requirements of a single raw image of 
any quality. Of course the representation is incomplete and much information 
will have been lost, but surely the main economy must be achieved be exploit­
ing the redundancy of the population of images that our eyes interpret for us. 
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This is an idea with an ancient ancestry [23,24J and ATTNEIWE C25J appl ied 
it to the psychology of vision 3 decades ago, whil e I have argued C26J that 
the physiological facts fit the idea. I think it makes nood sense 
to interpret the early transformations in the visual pathway as F.easures to 
reduce redundancy, or attempts to find symbols that are used with high rela­
tive entropy and are adequate to represent the image C27J. Gain control, 
subtracting off the mean value, frequency filtering ir. the temporal and spatial 
domains, all fit .this interpretation, as does segmentation into sub-regions 
with more uniform properties. There must be many more stages we do not yet 
understand, such as the formation of a catalogue of familiar objects together 
with an adequate means of referring to it: however I think we can see the 
direction the route is heading even though we have not gone far along it. 

One important point that arises from this description of the overall goal 
of perception is that it gives a means to test each step to see whether 
progress towards that goal is actually being made; indeed this yard-stick 
may be what enables the self-regulating properties I mentioned earlier to be 
effectively utilized. Perhaps if you were to set yourselves the goal of 
representing images as economically as our brains seem to, and if you were 
to reach it, then you might achieve a result that would be of very wide 
interest and importance. 

Since this talk was supposed to be about understanding natural vision 
I must conclude by saying what should by nOvl be obvious:- We do not under­
stand much of it. But we are optimistic that we shall go on finding out 
more because we have a working system always available to study and we have 
the physical image processors to tell us what to look for. 
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