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Abstract—In-memory error correction code (ECC) is a promising technique to improve the yield and reliability of high density memory

design. However, the use of in-memory ECC poses a new problem to memory repair analysis algorithm, which has not been explored

before. This article first makes a quantitative evaluation and demonstrates that the straightforward algorithms for memory with

redundancy and in-memory ECC have serious deficiency on either repair rate or repair analysis speed. Accordingly, an optimal repair

analysis algorithm that leverages preprocessing/filter algorithms, hybrid search tree, and depth-first search strategy is proposed to

achieve low computational complexity and optimal repair rate in the meantime. In addition, a heuristic repair analysis algorithm that

uses a greedy strategy is proposed to efficiently find repair solutions. Experimental results demonstrate that the proposed optimal

repair analysis algorithm can achieve optimal repair rate and increase the repair analysis speed by up to 105� compared with the

straightforward exhaustive search algorithm. The proposed heuristic repair analysis algorithm is approximately 28 percent faster than

the proposed optimal algorithm, at the expense of 5.8 percent repair rate loss.

Index Terms—Memory repair, repair analysis algorithm, in-memory ECC, yield, reliability

Ç

1 INTRODUCTION

PROCESS scaling has steadily improved the density, perfor-
mance, cost and energy efficiency of memory products.

However, with the continuous scaling down of technology,
serious challenges have been posed to memory design, espe-
cially for Dynamic Random Access Memory (DRAM). First,
smaller DRAM cells and peripheral circuitry are more vul-
nerable to manufacturing variations and imperfections [1].
This causes various permanent defects, such as failures of
entire row or column (cluster defects) and single-cell
defects (SCDs), leading to the yield loss of DRAM products.
In particular, the occurrence of SCDs drastically increases
with process scaling down, making them the primary source
of device failures [2]. Meanwhile, DRAM devices are more
susceptible to soft errors induced by cosmic rays [3] and ran-
dom telegraph noise [4], with the decrease in DRAM cell size
and operating voltage. The increase in soft errors also seri-
ously threatens system reliability. Therefore, the yield and
reliability challenges have become the major obstacles that
prevent the continuous scaling down of DRAM.

Redundancy repair [5], [6], [7], [8] and error correction
code (ECC) are two traditional techniques used to improve

the manufacturing yield and reliability of memory system,
respectively. In order to improve the manufacturing yield,
each DRAM array is equipped with several spare rows and
columns to fix the permanent defects identified during mem-
ory test [5], [6], [9]. By replacing defective rows or columns
with spare ones, redundancy repair technique is able to effi-
ciently improve DRAM manufacturing yield for decades.
During redundancy repair, repair analysis algorithm [10],
[11], [12], [13] is used to provide an effective solution for allo-
cating spare rows and columns. Besides, ECC is usually
employed to protect memory data against soft error. Conven-
tionally, ECC is utilized in DRAM at the rank level, where
dual inline memory module with ECC (ECC-DIMM) imple-
ments single-error-correction and double-error-detection
(SECDED) codes by providing an extra chip to store ECC
check bits.

As SCDs have taken a large percentage of on-die defects
with the scaling down of DRAM cells, it becomes inefficient
to merely rely on redundancy repair for high yield. The esti-
mated result in [2] shows that the bit error rate (BER) of
SCDs in DRAM is expected to rapidly increase to around
10�4, when DRAM process technology scales down to 1X
and 1Y nodes. Moreover, advanced three-dimensional (3D)
integration technology may further increase BER in future
DRAM chips. It has been demonstrated that the overhead of
traditional redundancy repair technique is unaffordable in
the case of high BER of SCDs [2]. Besides, due to the
increase of soft error rate, more efficient error tolerating
techniques should be explored for next generation DRAM [2],
[14], [15]. Therefore, DRAM researchers and manufacturers
explore to place ECC inside DRAM dies, which is called in-
memory ECC [16], [17], [18]. The possibilities and challenges
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to implement in-memory ECC on DDR4 SDRAM devices are
examined in [18]. Several DRAMchips and design prototypes
with in-memory ECC have been reported [19], [20], [21], [22],
[23]. There are also several works that explore the architec-
tures of in-memory ECC either for yield improvement [2],
[24] or reliability enhancement [25], [26].

The use of in-memory ECC poses a new problem: what is
the efficient repair analysis algorithm for memory protected
by both redundancy and in-memory ECC. In the case that in-
memory ECC is employed for yield improvement, an opti-
mal repair analysis algorithm taking these two techniques
into consideration can achieve high yield. Even if in-memory
ECC is employed mainly for reliability, a more efficient
repair scheme can be achieved with small reliability degra-
dation by borrowing a small amount of error correction capa-
bilities provided by in-memory ECC. Although the repair
analysis algorithm for memory with redundancy and in-
memory ECC is a fundamental technique for future memory
design, it has been rarely investigated in the research com-
munity. To the best of our knowledge, no previous study has
been conducted on this technique.

This paper aims to make the first step towards exploring
the efficient repair analysis algorithms formemory equipped
with both redundancy and in-memory ECC. We first evalu-
ate four straightforward algorithms through experiments
and demonstrate that the simple use of conventional or
slightly modified conventional repair analysis algorithms is
inadequate for memory with redundancy and in-memory
ECC, especially for high defect density scenarios. Although
exhaustive search can achieve optimal repair rate, its repair
analysis speed is extremely slow and unacceptable. There-
fore, we propose an efficient optimal repair analysis algo-
rithm, that uses preprocessing/filter algorithms, hybrid
search tree (HST) structure and depth-first search (DFS)
strategy to significantly reduce the computational comp-
lexity of exhaustive search and speed up repair analysis.
Moreover, we further propose a heuristic repair analysis
algorithm for memory with redundancy and in-memory
ECC based on the observation during optimal algorithm
exploration. The proposed heuristic algorithm essentially
uses a greedy strategy to efficiently find the repair solution.
Experimental results demonstrate that both of the proposed
optimal and heuristic repair analysis algorithms can speed
up the original straightforward exhaustive search algorithm
by up to 105�when the defect density is high. The proposed
optimal algorithm can achieve the optimal repair rate, while
the proposed heuristic algorithm is around 28 percent faster
at the penalty of 5.8 percent repair rate loss. We believe that
the exploration in this paper will encourage other research-
ers to exploit more efficient solutions for memory with
redundancy and in-memory ECC.

2 BACKGROUND

2.1 Memory Protected by Redundancy
and In-Memory ECC

In current large-capacity DRAM designs, each memory die
generally consists of several memory banks, where each
bank is an independent array that has its own address and
data buses and can be concurrently accessed. Modern
DRAM designs usually use hierarchical design technique to

improve the performance of high-density memory. Thus,
DRAM bank is organized as a hierarchical structure, where
each memory bank is composed of several blocks and each
block is composed of dozens of subarrays. Fig. 1 illustrates
the diagram of memory subarray protected by redundancy
and in-memory ECC. There are usually hundreds or even
thousands of rows (wordlines) and columns (bitlines) in a
subarray. Redundancies are equipped to each subarray as
spare rows and columns. These spare rows and columns can
be used to repair defects by replacing the defective rows or
columns through programming the one-time programmable
laser fuses or electrical fuses associated to each subarray.
When integrating in-memory ECC, a memory row can com-
prise dozens of ECC codewords, and each codeword consists
of data bits and the corresponding check bits. The memory
should integrate ECC logic, while DRAM external interface
remains mostly unchanged. The embedded ECC logic enco-
des data written to DRAM to generate check bits and checks
or corrects the data read out from DRAM array before trans-
mitting them to the memory channel. For a large DRAM
array with wide data bus (e.g., 16-bit data width), the data
bus may be routed to several subarrays that can be concur-
rently addressed and accessed [27]. These subarrays share
the same address bus and each of them provides several data
bits (4, 2 or 1) to form the entire data bus. This technique is
usually referred to as data bus division. In this case, the data
and check bits of one ECC codeword are distributed to these
subarrays, and each subarray is equipped with its own
redundancies [5]. This scenario certainly complicates repair
analysis to some extent. Nevertheless, the repair analysis
algorithm exploration in this paper assumes that all data and
check bits in one ECC codeword are located in one subarray,
as illustrated in Fig. 1.

In-memory ECC has been proposed for yield enhance-
ment very early and the synergistic effect of combining
redundancy repair and in-memory ECCwas first reported in
1990 [28]. However, the overhead of in-memory ECC on
DRAM area and performance was unacceptably high in the
past (e.g., 50 percent for DRAMs that should operate in a
unit of single byte [25]), which inhibited the wide adoption
of in-memory ECC. Recently, as the error rate of SCDs
increases with the scaling down of DRAM cells, SCDs take a
very large percentage of on-die defects. It is very inefficient
to repair a large amount of SCDs by redundant rows and col-
umns. On the contrary, ECC can efficiently repair the distrib-
uted SCDs, except for two or more SCDs located in one
codeword.Moreover, the ECC encoding and decoding speed
has been significantly improved because of the advances on

Fig. 1. Memory subarray protected by redundancy and in-memory ECC.
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fabrication technologies, and the access granularity per
DRAM device has been increased according to the continu-
ous growth of memory bandwidth requirement. These con-
ditions have amortized the performance and area overhead
of in-memory ECC and made it possible to implement in-
memory ECC in DRAM devices. Therefore, in-memory ECC
becomes attractive to memory design community and is
promising to overcome DRAM scaling challenges [16], [17],
[18]. DRAM manufacturers have presented several DRAM
products and design prototypes employing in-memory
ECC [19], [21], [22], [23].

There are also some works that propose to overcome
DRAM scaling challenges through fault tolerant architec-
ture design [15], [29], [30]. These architectures are techni-
cally feasible and cost-efficient. However, they inevitably
need to considerably modify current DRAM architecture
design and operating flow. In-memory ECC is fully compat-
ible and easy to implement compared with these designs.
In-memory ECC can also be employed for reliability
enhancement. Several studies have explored how to effec-
tively use in-memory ECC to improve the reliability of
memory systems [14], [29]. Nevertheless, yield improve-
ment is the primary purpose to integrate in-memory ECC
[2], [16], [19], [21], [22], [28]. A repair analysis algorithm is a
fundamentally needed technique when in-memory ECC is
used or partially used to repair defects for yield enhance-
ment. It is critical to the yield and overall cost efficiency of
memory equipped with both redundancy and in-memory
ECC [24], [31], [32].

2.2 Traditional Repair Analysis Algorithms

This paper aims to explore efficient repair analysis algorithms
formemory equippedwith redundancy and in-memory ECC.
We briefly summarize conventional memory repair analysis
algorithms in Table 1 and review them as follows. Readers
can refer to [33] for more extensive survey on memory repair
analysis algorithms. The complexity of spare allocation prob-
lem for memory with two-dimensional redundancies (spare
rows and columns) has been proofed to be NP-complete [12].
Thus, exhaustive search-based algorithms [11], [12], [31],
[32], [34], which considers all possible cases, are proposed to
achieve the optimal repair rate. Day et al. [11] propose a fault-
driven algorithm that searches for a repair solution by con-
ducting binary search tree (BST). Each BST node records
the repair solution of previously detected defects. When a
new defect is detected, two solution records are created
from each original solution record, where the first record is
expanded to the row address, and the second record is
expanded to the column address. This algorithm essentially

uses a breadth-first search (BFS) strategy, where its computa-
tional complexity and memory space requirement exponen-
tially grow (in the worst case) with the problem scale (i.e., the
number of defects). Thus, this algorithm is very expensive
and time-consuming for high density memory with high BER
of SCDs.

To reduce the computational complexity of exhaustive
search algorithm, several preprocessing and filter algorithms
are proposed to either terminate the analysis procedure as
early as possible or skip as many faulty cells as possible. The
must-repair algorithms [10], [11] are proposed to repair the
defective lines (rows/columns) that must be repaired to find
a solution. A defective row must be replaced with a spare
row when it contains more defects than the available spare
columns. Similarly, a defective column must be repaired
with a spare column if it containsmore defects than the avail-
able spare rows. The early-abort algorithms [11], [12], [34],
[35] are proposed to identify unrepairable memory arrays
before repair analysis to reduce the timewasted on unrepair-
able memory arrays. In addition, many defects belong to sin-
gle faulty cell that shares no address with any other defects
and can be repaired by only one spare element, regardless of
the spare type. Accordingly, single-faulty-cell filter algo-
rithm is proposed to reduce the number of defects analyzed
in repair analysis by recording and filtering out the single
faulty cells. There are also some exhaustive search algo-
rithms that have been proposed to achieve optimal repair
rate while alleviating the complexity induced by BST. Kuo
and Fuchs [12] propose a branch-and-bound (B&B) algo-
rithm, that takes the difference between the cost of embed-
ding a spare row and spare column into consideration. Lin
et al. [34] propose a PAGEB algorithm, that transforms the
repair analysis problem into Boolean functions handled by a
binary decision diagram. In this way, PAGEB algorithm
achieves optimal repair rate with relatively fast analysis
speed. Cho et al. [31] develop a VERA algorithm, which can
achieve optimal repair rate and relative high analysis speed
by using fault grouping and conducting binary search in
each group. Lee et al. [32] propose an FGPM algorithm, that
also uses fault grouping but all repair cases are searched
through fault group pattern matching rather than construct-
ing binary search tree.

Besides exhaustive search repair analysis algorithms,
there are also several heuristic algorithms [10], [13] that can
process the spare allocation problem with high analysis
speed at the penalty of non-optimal repair rate. Repair-most
(RM) [10] is a well-known heuristic algorithm. RM algorithm
arranges the defective rows and columns in descending order
according to the number of defects in them, repairs the row/
column with the greatest number of defects, and updates the
number of uncovered defects of each row and column. This
process is repeated until no defects remains. The memory
array is unrepairable by RM algorithm if defects remain after
all redundancies are used. FAST algorithm [13] uses the con-
cept of defect grouping to improve the repair rate of RM algo-
rithm. The defects are grouped into single-defect group and
multiple-defect groups depending on their relations with the
defect locations. All defects in a group are repaired with
spares of the same type. The repair solutions are obtained by
checking all possible combinations, which compare the num-
ber of required spares with the number of available spares.

TABLE 1
Comparison of Conventional Repair Analysis Algorithms

Category Algorithm Repair rate Analysis speed

Exhaustive

Fault-driven [11] Optimal Very slow
B&B [12] Optimal Slow
PAGEB [34] Optimal Faster than B&B
VERA [31] Optimal Faster than PAGEB
FGPM [32] Optimal Faster than VERA

Heuristic
Repair-most [10] Low Fast
FAST [13] Medium Very fast
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There are also many built-in repair analysis (BIRA) meth-
ods [36], [37], [38] designed for the yield improvement of
embedded memories. Since BIRA algorithms are usually
implemented by hardware with resource constraints, they
mainly focus on the area overhead and repair analysis speed.
Nevertheless, this paper focuses on the software-based repair
analysis algorithms running on automatic test equipment.

3 EVALUATION ON STRAIGHTFORWARD

ALGORITHMS

This section aims to demonstrate the necessity of efficient
repair analysis algorithmwith optimal repair rate formemory
with redundancy and in-memory ECC. It seems that, in-
memory ECC provides additional fault-tolerant capability
beside redundancy repair, hence the repair analysis problem
should become easier, the conventional repair analysis
algorithms with a slight modification should be sufficiently
capable of solving the problem. To clarify this point, we first
evaluate two straightforward algorithms by slightly modify-
ing conventional repair analysis algorithms. As a conve-
nience, we give the following two definitions: the codeword
that has two or more defects is defined as ECC-uncorrectable-
codeword (EUCW), and the defect in EUCW is defined as
ECC-uncorrectable-defect (EUCD).

The two straightforward algorithms based on conven-
tional repair analysis algorithms are described as follows.

� Repair without considering in-memory ECC (R_w/o_E):
The redundancies are allocated by using conventional
repair analysis algorithm to repair defects without
considering the fault-tolerant capability of in-memory
ECC. After the redundancy repair, in-memory ECC
is invoked to tolerate the remaining defects. The
memory is repairable if there is no EUCW remain-
ing after repair analysis. Otherwise, the memory is
unrepairable.

� Repair all EUCDs (R_all_EUCDs): The algorithm first
identifies all EUCDs, then employs conventional
repair analysis algorithm to search for the repair
solution that covers all the EUCDs or as many
EUCDs as possible with the equipped redundancies.
Finally, the remaining EUCDs are further checked
within each ECC codeword. The memory is repair-
able if all EUCWs become correctable after repair
analysis. Otherwise, the memory is unrepairable.

We note that the conventional repair analysis algorithm
used in the above two algorithms can be either exhaustive
search or RM. Nevertheless, when redundancy repair can
not cover all the defects and in-memory ECC is invoked to
correct the remained defects, RM has better performance
than exhaustive search. This is because that RM is a greedy
algorithm, and tends to cover more defects than exhaustive
search algorithms, if the repair solution does not exist. There-
fore, we employ RM in the above two algorithms during the
evaluation.We also do not take BIRA algorithms into consid-
eration, as BIRA algorithms are usually designed for embed-
ded memory, and mainly aim to achieve low cost repair
analysis at the penalty of certain repair rate loss [36], [39],
[40]. While this paper aims to exploit the efficient repair anal-
ysis algorithm for high-density commodity DRAM, where

repair rate is the primary design consideration [11], [12],
[31], [32].

Then, we consider a straightforward algorithm to achieve
optimal repair rate for memory with redundancy and in-
memory ECC. Obviously, exhaustive search is a feasible solu-
tion. Fig. 2 illustrates the basic flow of the straightforward
exhaustive search algorithm for memory with redundancy
and in-memory ECC. First, all EUCWs and EUCDs are identi-
fied. If an EUCW contains N EUCDs, at least N � 1 EUCDs
should be repaired by a spare row orN � 1 spare columns to
make the remaining defect correctable by ECC. In this paper,
we define the selected EUCDs in each EUCW as preemptive
repair defects (PRDs), because they are preemptively repaired
to make the memory array repairable. Thus, the algorithm
exhaustively traverses all the possible combinations of PRDs
and uses BST-based exhaustive search for each combination.
If a repair solution is found before all the combinations have
been traversed, the memory is repairable. Otherwise, the
memory is unrepairable. To improve the analysis speed, we
further employ the preprocessing/filter algorithms men-
tioned in Section 2.2 before conducting exhaustive search for
each combination. The employed preprocessing/filter algo-
rithms include must-repair, single-faulty-cell filter and early-
abort algorithms. If bitmap of a PRDs combination meets the
early-abort condition, the time-consuming BST traversal of
the combination can be avoid. During the evaluation, we sim-
ulate the following two versions of this exhaustive-search-
based straightforward algorithm.

� Combination traversal with BST (Comb+BST): This
algorithm is the same as the operational flow pre-
sented in Fig. 2, where BST-based exhaustive search
is employed to search the repair solution for each
combination of selected PRDs.

� Combination traversal with RM (Comb+RM): This algo-
rithm utilizes RM instead of BST-based exhaustive
search to search for the repair solution in each com-
bination of selected PRDs. This process can reduce
the repair analysis time induced by BST traversal,
but potentially has negative impact on repair rate.

Fig. 2. Basic flow of straightforward exhaustive search repair analysis
algorithm for memory with redundancy and in-memory ECC.
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We evaluate the repair rates of these four straightforward
repair analysis algorithms using the experimental setup pre-
sented in Section 6.1. Fig. 3 shows the simulated repair rate
results under different defect densities. The repair rate of
R_w/o_E drastically decreases with the increase in defect
density. This is because that R_w/o_E allocates redundant
rows or columns without considering in-memory ECC.
Many redundancies are allocated to repair ECC tolerable
defects, whereas some EUCDs are uncovered. Although
R_all_EUCDs can achieve much better repair rate than R_w/
o_E, its repair rate considerably drops under high defect den-
sity compared with exhaustive search algorithms. The repair
rate can be significantly improved by traversing all combina-
tions of selected PRDs. Moreover, Comb+BST outperforms
Comb+RM under high defect density, that the repair rate of
Comb+BST is higher than that of Comb+RM by at least
5.5 percentage when defect density increases to 220 defects
per subarray. The major drawback of Comb+BST and Comb
+RM is their excessively high computational complexitymak-
ing them infeasible for practical use. The experimental result
in Section 6.2 shows that the average repair analysis time for
one 512� 544memory subarray can be larger than 11swhen
the defect density increases to 180 defects per subarray. For
an 8 Gb DRAM chip consists of 32K 512� 544 subarrays, the
average repair analysis time per chip is longer than 100 hours,
which is unacceptable for practical memory repair analysis.
The evaluation results on straightforward algorithms clearly
demonstrate that it isworthwhile to explore an efficient repair
analysis algorithm with optimal repair rate for memory with
redundancy and in-memory ECC.

4 PROPOSED OPTIMAL REPAIR ANALYSIS

ALGORITHM

4.1 Motivation and Overall Flow

Although the straightforward exhaustive search algorithm
can achieve optimal repair rate formemorywith redundancy
and in-memory ECC, its computational complexity is
extremely high, especially for high defect density scenarios.
Hence, the analysis speed of this straightforward algorithm
is excessively slow for practical use. To explore an efficient
algorithm, we analyze that the high computational complex-
ity of the exhaustive search algorithm is mainly incurred by
the following three reasons.

� Excessive Combination traversal: The number of
combinations of selected PRDs is the Cartesian prod-
uct of the number of all possible selections of PRDs
for each EUCW, which exponentially grows with the
number of EUCWs in the worst case. Thus, travers-
ing all combinations is extremely time-consuming
for high-density memory with high defect density.

� Redundant BST traversal: For each combination, the
exhaustive search algorithm has to repetitively con-
struct the BST from a certain root node. This process
is highly redundant because different combinations
tend to have a large percentage of common PRDs.
This redundant operation consumes considerable
time when it is not considered.

� Inappropriate search strategy: Essentially, the con-
ventional BST-based repair analysis algorithm indis-
criminately traverses all the BST nodes using the BFS
strategy. This process makes the computational com-
plexity of traversing all nodes of BST exponentially
grow with the number of defects in the worst case.
The computational complexity can be significantly
reduced with better search strategies.

Therefore, this paper exploits an efficient repair analysis
algorithmwith optimal repair rate by optimizing the exhaus-
tive search algorithm according to the above three reasons.
The overall flow of the proposed optimal repair analysis
algorithm is shown in Fig. 4. The operational flow of the pro-
posed algorithm is similar to that of exhaustive search. Nev-
ertheless, several techniques are employed to reduce the
computational complexity and speed up the repair analysis.
In particular, isolated EUCWfilter, isolated EUCD filter, and
early-abort algorithm are designed to reduce the combina-
tion traversal, HST is proposed to reduce the redundant BST
traversal, and DFS strategy is used to accelerate the solution
search with prior knowledge. We explain each technique in
detail in the following subsections.

4.2 Preprocessing/Filter Algorithms

4.2.1 Must-Repair Algorithm

Similar to the conventional must-repair algorithm, the crite-
ria of the proposed must-repair process are based on the

Fig. 3. Repair rate comparison among different straightforward repair
analysis algorithms.

Fig. 4. Overall flow of the proposed optimal repair analysis algorithm.

LV ET AL.: EFFICIENT REPAIR ANALYSIS ALGORITHM EXPLORATION FOR MEMORY WITH REDUNDANCY AND IN-MEMORY ECC 779

Authorized licensed use limited to: Xian Jiaotong University. Downloaded on February 19,2022 at 02:57:51 UTC from IEEE Xplore.  Restrictions apply. 



number of available spare rows and columns in the subar-
ray. Nevertheless, the proposed must-repair algorithm
focuses on EUCDs and EUCWs instead of defects. To per-
form must-repair analysis, a row EUCW counter and a row
EUCD counter are created for each defective row in the sub-
array. If the number of ðNEUCD �NEUCW Þ in a row is larger
than available spare columns, the defective row must be
repaired by a spare row. Although there are also some
must-repair columns, the proposed must-repair algorithm
does not analyze the defective columns, since the repair to
certain defective column is optional within each ECC code-
word. This is the major difference between the conventional
and the proposed must-repair algorithms.

As the example shown in Fig. 5, the defective memory
subarray contains 9 EUCWs. In row “2”, which is labeled
with “Must-repair row”, six EUCDs are distributed in three
EUCWs. At least NEUCD �NEUCW ¼ 3 spare columns are
needed to repair these EUCWs, while there are only two
available spare columns. Thus, these EUCWs must be
repaired with one spare row.

4.2.2 Isolated EUCW Filter

An EUCW with all its EUCDs share no address with any
other EUCD is defined as a isolated EUCW in this paper.
Similar to the single faulty cell in conventional repair analy-
sis, the repair solution to isolated EUCW is deterministic
that one isolated EUCW can be independently repaired
with a spare row or N � 1 spare columns, where N repre-
sents the number of EUCDs in that isolated EUCW. As
shown in Fig. 5, the EUCW in row “5”, which is labeled
with “Isolated EUCW”, is an isolated EUCW because no
other EUCW is found in row “5” and all EUCDs in it do not
share column with other EUCDs. The repair solution for
this EUCW is deterministic, either with one spare row, or
with two spare columns, and does not affect the repair
result of other EUCWs. Based on this observation, we pro-
pose an isolated EUCW filter that reduces the number of
EUCWs to be analyzed in the combination traversal by
recording and filtering out isolated EUCWs. Once the fol-
lowing repair analysis has found a potential solution for the
non-isolated EUCWs, the remaining spare lines can be eas-
ily calculated. In particular, if the recorded isolated EUCWs
can be repaired with the remaining spare rows and col-
umns, a repair solution can be found. Otherwise, the repair
analysis should continue to find other candidate repair solu-
tions. The use of isolated EUCW filter can effectively reduce

the number of combinations to be traversed during repair
analysis.

4.2.3 Isolated EUCD Filter

An EUCD that locates in a non-isolated EUCW and does not
share column address with any other EUCD is defined as an
isolated EUCD in this paper, as shown in Fig. 5. We propose
to filter out the isolated EUCDs to further reduce the num-
ber of combinations to be traversed during repair analysis.
We have the following theorem.

Theorem 1. To filter out isolated EUCDs in each EUCW from
being selected as PRDs does not have any negative impact on
the final repair rate.

Proof. Let d1; d2; . . . ; dn denote n EUCDs in a EUCW, d1
denote an isolated EUCD, and at least n� 1 defects need
to be repaired by redundancy in the EUCW. If the exhaus-
tive search finds a repair solution when n� 1 defects
including d1 are selected to be PRDs in the EUCW, it is
not difficult to find that the repair solution also exists
when d1 is replaced by the remaining defect with col-
umn-sharings. On the contrary, if the exhaustive search
finds a repair solution when selecting n� 1 defects except
for d1 as PRDs in the EUCW, the memory subarray may
become unrepairable when one of the defects is replaced
by d1. Thus, the theorem is proven. tu
The theorem can be further demonstrated with the exam-

ple shown in Fig. 5. Let us take the repair of the EUCW in
row “9” as an example. There are two EUCDs, i.e., d0 and
d1, in the EUCW, where d1 is an isolated EUCD after row
“2” has been repaired with spare row during must-repair
analysis. Thus, the EUCW can be repaired either with one
spare row or with one spare column. If a repair solution can
be found when the EUCW is repaired with one spare row,
the repair solution is constantly valid no matter which
EUCD in the EUCW is selected as PRD. If there is one repair
solution S1 in which d1 is selected to be PRD and is repaired
with one spare column, another repair solution S2 can cer-
tainly be found if d0 is selected to be PRD. In the worst case,
S2 can be formed by keeping the repair of other EUCWs
unchanged and allocating the spare column for d1 in S1 to
repair d0. In return, if there is no repair solution can be
found if d0 is selected as PRD, selecting d1 as PRD cannot
improve the condition. In one word,filtering out d1 from
being selected to be PRD does not impact the repair analysis
result of the memory subarray.

In addition, although EUCDs with column-sharings have
higher priority to be repaired than that of isolated EUCDs,
it should not be concluded that EUCDs with more column-
sharings also have higher priority than that with less col-
umn-sharings. This point can be easily proved through con-
tradiction, as shown in Fig. 6. In this example, if we give
higher repair priority to the PRDs with the most column-
sharings, the memory subarray is unrepairable. Neverthe-
less, the memory subarray is actually repairable when we
repair the PRDs with less column-sharings. With Theorem
1, we can safely employ the isolated EUCD filter before
combination traversal to further reduce the computational
complexity of the repair analysis for memory with both
redundancy and in-memory ECC.

Fig. 5. Example of the proposed must-repair, isolated EUCW filter, and
isolated EUCD filter algorithms.
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4.2.4 Early-Abort Algorithm

The early-abort algorithm is employed to detect unrepair-
able memory subarray in advance during repair analysis.
The proposed early-abort algorithm focuses on the must-
repair columns untouched in the proposed must-repair
algorithm. A column is called a must-repair column when
the number of EUCDs in it is larger than the number of
available spare rows after must-repair. If a column of
EUCWs contains only one must-repair column, the EUCDs
on this column may become ECC correctable defects after
redundancy repair to other EUCDs. We develop an early-
abort algorithm by utilizing the columns of EUCWs that
contain more than one must-repair columns, which are
called must-repair EUCW columns in brief. For a must-
repair EUCW column that involves N must-repair columns,
at least N � 1 defective columns must be repaired with
spare columns. We denote the number of must-repair
EUCW columns in the subarray as Tw, the number of must-
repair columns in these must-repair EUCW columns as Tc,
and the number of available spare columns as SC. Then, at
least Tc � Tw spare column are needed to make the memory
subarray repairable. Thus, the memory subarray is unre-
pairable when Tc � Tw > SC.

Fig. 7 illustrates an example of memory subarray that
meets the condition of the proposed early-abort algorithm.
After must-repair analysis, there are two must-repair
EUCW columns, i.e., Tw ¼ 2, and the number of must-repair
columns involved in these must-repair EUCW columns is 5,
i.e., Tc ¼ 5. For the first must-repair EUCW column, column
“a” or “b” must be repaired with one spare column, and for
the second must-repair EUCW column, two of the three
must-repair columns (“c”, “d”, and “e”) must be repaired
with two spare columns. Thus, the minimum number of
required spare columns is three (Tc � Tw ¼ 3), which is
greater than the number of available spare columns. Hence,
the memory subarray is unrepairable.

4.3 Hybrid Search Tree

To reduce redundant BST traversals, we propose a HST to
complete the combination and BST traversals with one
data structure. As shown in Fig. 8, different from tradi-
tional BST, the proposed HST has two kinds of nodes, i,e.,
combination nodes and repair nodes. For each selected
EUCW, a group of combination nodes are created to tra-
verse all the possible combinations of selected PRDs. Then

the repair nodes are created from these combination
nodes. The number of combination nodes is N for an
EUCW containing N EUCDs. Originally, the number of
the corresponding repair nodes for each combination node
is two, one for spare row and the other for spare columns.
Nevertheless, as all the EUCDs in a EUCW can be repaired
with a same spare row, the total number of repair nodes
for the EUCW is N þ 1.

Fig. 8 also shows an example of the proposed HST. The
memory subarray is 8� 8 and is equipped with two spare
rows and two spare columns. To simplify the example, we
assume that each ECC codeword only consists of 4 bits while
still can correct one error bit. The defective memory subarray
contains 12 EUCDs that are randomly allocated in 5 EUCWs.
Fig. 8a depicts the defective memory subarray after identify-
ing EUCWs and EUCDs.We should note that, to simplify the
description of the proposedHST structure, the proposed iso-
lated EUCW filter and isolated EUCDs filter are not
employed in the example. As shown in Fig. 8b, after EUCW
in row “0” is selected to be repaired, the algorithm checks
whether the selected EUCW has become ECC correctable
under the spare allocation recorded in node “1”. Because the
selected EUCW has not been covered by spare allocation
recorded in node “1”, three combination nodes (i.e., nodes
“2”, “3”, “4”) are created from node “1”, since the selected
EUCW involves three EUCDs. For combination node “2”
that consists of two selected PRDs located at (0, 0) and (0,1),
nodes “5” and “6” are created to repair the selected PRDs
with one spare row or two spare columns. Similarly, nodes
“7” and “8” are created fromnodes “3” and “4”, respectively.
Since, all EUCDs in the selected EUCW can be repaired with
one spare row, node “5” is the common child node of nodes
“2”, “3” and “4”. Figs. 8c, 8d, 8e, and 8f repeat this hybrid
search for the remaining EUCWs. Finally, the HST finds five
repair solutions, as shown in Fig. 8f.

The computational complexity of repair analysis can be
significantly reduced by using the proposed HST instead of
Comb+BST. Let T andW denote the total number of EUCDs
and EUCWs in a subarray, respectively. The number of
EUCDs in the ith EUCW is denoted asDi, thus T ¼ PW

i¼1 Di.
If we do not take preprocessing and filter algorithms into
consideration, Comb+BST has to traverse

QW
i¼1 Di combina-

tions, and ð2ðTþ1Þ � 1Þ repair nodes have to be traversed for
each combination in the worst case. Thus, the total number

Fig. 7. Example of memory subarray that meets the condition of the
proposed early-abort algorithm.

Fig. 6. Example to demonstrate that the combination of less column-
sharings outperforms that of the most column-sharings.
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of nodes need to be traversed through Comb+BST can be
approximately calculated using Equation (1)

NCombþBST ¼ ð2ðTþ1Þ � 1Þ �
YW
i¼1

Di: (1)

The number of nodes that need to be traversed using
the proposed HST can be approximately calculated using
Equation (2), whereD0 is set to 0

NHST ¼ð2D1 þ 1Þ þ ð2D2 þ 1ÞðD1 þ 1Þ
þ ð2D3 þ 1ÞðD2 þ 1ÞðD1 þ 1Þ þ � � �

¼
XW
k¼1

½ð2Dk þ 1Þ �
Yk�1

i¼0

ðDi þ 1Þ�;
(2)

NHST is much smaller than NCombþBST , especially when the
total numbers of EUCDs and EUCWs are large. This com-
parison can be quantitatively demonstrated using the sim-
ple example shown in Fig. 8, where T ¼ 12;W ¼ 5; Di ¼
f3; 2; 2; 2; 3g. Thus, in the worst case, NcombþBST and NHST

can reach up to 589,752 and 1,123, respectively. Therefore,
the computational complexity in terms of search nodes can
be reduced by more than 500� on the use of the proposed
HST instead of Comb+BST. In the practical traversal, since

many branches terminate early due to the lack of spares and
the corresponding nodes are eliminated, the numbers of
nodes for both algorithms are much smaller than the calcu-
lated results. In the matter of fact, there are only 76 nodes
(38 combination nodes and 38 repair nodes) for the pro-
posed HST as shown in Fig. 8. For Comb+BST algorithm,
there would be 72 combinations to be traversed, and for
each combination, more than 100 BST nodes needed to be
traversed for 7 selected PRDs. Thus, there would be up to
7,200 BST nodes that have to be traversed. The practical
computational complexity reduction is still around 100�.

4.4 Depth-First Search Strategy

Conventional BST-based exhaustive search algorithms use
the BFS strategy, which is actually inappropriate for repair
analysis. In general, BFS strategy is preferred for BST when
the repair solution can be found close to the root node
where the search begins. This indicates the repair capability
of redundancies largely exceeds the number of defects.
However, redundancies are adequately equipped according
to defect density in practical applications. Therefore, most
of repair solutions should be found far from root node
when redundancies are nearly used up. In this case, the BFS
strategy is very inefficient in term of repair analysis time.
More importantly, we can determine the branch or node

Fig. 8. Example of the proposed hybrid search tree with depth-first search strategy.
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that is likely to contain the repair solution in advance by
leveraging heuristic search algorithms (e.g., RM). Although
heuristic search algorithms are not optimal, they can reach
to repair solution in most cases. Therefore, we propose to
employ the DFS strategy for HST traversal to improve the
repair analysis speed.

As shown in Fig. 8, the dashed arrows illustrate the
branches and nodes selected by the DFS strategy when tra-
versing HST. In particular, we use a greedy algorithm for
the DFS strategy, where the EUCW with the most row-
sharings or column-sharings is selected to create combina-
tion and repair nodes, the branch with the most sharings is
selected for each combination node, and the branch cover-
ing the most PRDs is selected for each repair node. We
should note that, the number of PRDs on a column equals
the number of EUCDs on the column, whereas the number
of PRDs on a row equals the number of ðNEUCD �NEUCW Þ.
Therefore, in the example shown in Fig. 8, combination
node “4” is traversed with the highest priority because it
has more column-sharings than that of combination nodes
“2” and “3”. Repair node “8” is traversed with higher prior-
ity than node “5” because node “8” covers five PRDs,
whereas node “5” only covers two RPDs. Using this greedy
DFS strategy, a repair solution can be found through the
first DFS path (00100 !00 400 !00 800 !00 1800 !00 1900 !00 2000 !00

2100 !00 2200 !00 2300) . If the DFS path can not find a repair
solution before reaching to the ending node, it can track
back to other nodes or branches to find repair solution until
all the HST nodes are traversed. We can see that, in the best
case, the DFS strategy only need to traverse H nodes to
reach the available solution node, while the BFS strategy
has to traverse at least 2H nodes, where H is the depth of
the available solution node. In the worst case, both BFS and
DFS strategies need to traverse all nodes in the tree, thus
have the same computational complexity. By employing
DFS strategy in HST traversal, we can not only significantly
improve the repair analysis speed, but also reduce the mem-
ory footprint.

5 PROPOSED HEURISTIC REPAIR

ANALYSIS ALGORITHM

During the experiment of DFS strategy, we find that the
majority of repair solutions can be found using the greedy
algorithm, which prefers to choose the combination with
the most column-sharings and repair the defective rows or
columns with the most PRDs. This further motivates us to
develop a heuristic repair analysis algorithm for memory
with both redundancy and in-memory ECC. Memory fabri-
cation cost depends on both repair rate and repair analysis
speed, and repair analysis algorithm design usually has to
balance between them. Although heuristic repair analysis
algorithms usually can not provide optimal repair rate, they
can easily achieve high repair analysis speed with low
implementation cost and are useful in many cost-sensitive
scenarios.

The proposed heuristic repair analysis algorithm is essen-
tially very simple, and its flowchart is illustrated in Fig. 9.
After must-repair and early-abort algorithms, the proposed
heuristic algorithm recursively repairs the row or column
with the most PRDs and removes the emerging ECC correct-
able defects after repair, until a repair solution is found or all
the redundancies are used up. If there are remaining EUCDs
when the redundancies are used up, the memory subarray is
unrepairable with the heuristic repair analysis algorithm.
The proposed heuristic algorithm can further speed up
repair analysis, and its computational complexity is OðNÞ in
the worst case, where N is the number of EUCDs. We will
evaluate the repair rate and analysis speed of the proposed
heuristic repair analysis algorithm in the next section.

6 EXPERIMENTAL EVALUATION

6.1 Experimental Setup

Experiments are conducted based on the same memory sub-
array architecture illustrated in Fig. 1. The size of memory
subarray is set as 512� 544, indicating that it has 512 rows
and 544 columns. Hence, the total data bits in the memory
subarray are around 272 Kb. We assume that the memory
subarray is equipped with (136, 128) shortened Hamming
code as in-memory ECC. Each 136-bit codeword consists of
128 data bits and 8 check bits, and can only correct one error
bit. Each memory row contains four ECC codewords, and
the memory subarray contains a total of 2,048 ECC code-
words. In addition, we assume that the memory subarray is
equipped with 6 spare rows and 6 spare columns for mem-
ory repair. (i.e., SR = 6, SC = 6).

To evaluate the repair rate and computational complexity
of different repair analysis algorithms, we build a simulator
with the following characteristics. This simulator can sup-
port us to inject defects into random locations across the
memory subarray, and can report the repair rate and the
average repair analysis time per subarray of different repair
analysis algorithms. The negative binomial distribution
defect model [41] is used to generate the number of defects to
be injected into each subarray under a given defect density.
The percentage of SCDs, row cluster defects and column
cluster defects are set to 95, 2.5 and 2.5 percent, respectively.
Under each defect density scenario, 1,000 instances are simu-
lated for each repair analysis algorithm.

Fig. 9. Flowchart of the proposed heuristic repair analysis algorithm.
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To quantitatively compare the computational complexity
and analysis speed of different analysis algorithms, all algo-
rithms are implemented and run as software on the same
computer platform. The computer platform has 16 GB main
memory and 4 Intel(R) Xeon(R) CPU running at 2.4 GHz
frequency. The operating system is a Linux system with
kernel version 4.15.0. All repair analysis algorithm codes
are written in C++ programming language and compiled
on GNU g++ 7.3.0 with the configuration of the optimiza-
tion flag -O3. The repair analysis time of each algorithm is
calculated by taking the average repair analysis time of
1,000 instances.

6.2 Experimental Results

Fig. 10 illustrates the simulated repair rate comparison
between the proposed optimal and heuristic repair analysis
algorithms. We should note that, the proposed optimal
repair analysis algorithm has the same repair rate as that of
exhaustive search algorithm (Comb+BST). The repair rate of
the proposed heuristic repair analysis algorithm is slightly
lower than that of Comb+RM algorithm. This is mainly
because the proposed heuristic repair analysis algorithm
essentially employs a greedy strategy to replace both combi-
nation and BST traversals. As shown in Fig. 10, the proposed

optimal algorithm exhibits higher repair rates than that of
the proposed heuristic algorithm with the increase in defect
density. When the defect density increases to 230 defects per
subarray, the repair rate of the proposed optimal algorithm
outperforms that of the proposed heuristic algorithm by up
to 5.8 percent. The repair rate comparison results clearly
demonstrate the necessity of the optimal repair analysis
algorithm. The results also show that the proposed heuristic
algorithm can provide acceptable repair rate in spite of its
simplicity.

Fig. 11 illustrates the step-by-step computational effi-
ciency analysis of the proposed algorithms at defect densi-
ties of 130, 180, and 230. We can see that, each proposed
technique effectively improves the computational efficiency
and hence significantly reduces the repair analysis time.
More importantly, the proposed optimal repair analysis
algorithm can achieve low repair analysis time that is com-
parable to the proposed heuristic algorithm by using these
efficient techniques. Fig. 12 illustrates the analysis time com-
parison between the proposed optimal and heuristic algo-
rithms by varying defect density from 130 to 230. The
speedups of the two algorithms against Comb+BST are also
illustrated. The repair analysis time of the proposed optimal
algorithm remains comparable to that of the proposed heu-
ristic algorithm. When the defect density increases to 230
defects per subarray, the proposed optimal algorithm only
takes 0:757 ms on average for the repair analysis of each
subarray, while the proposed heuristic algorithm is approx-
imately 28 percent faster, at the expense of 5.8 percent repair
rate drop. Moreover, the two proposed algorithms can sig-
nificantly speed up the repair analysis against Comb+BST
that the speedups drastically increase with the increase in
defect density, and the speedups reach up to more than
105�when the defect density is larger than 200. This further
demonstrates the computational efficiency of the two pro-
posed algorithms.

The defect density seems high in the experimental setup.
However, redundancy repair is only necessary to EUCWs
because each ECC codeword can correct one bit error. There
are 2,048 ECC codewords in each memory subarray, and we
assume that all defects are randomly distributed throughout
each memory subarray with uniform probability under each
defect density. Thus, the number of EUCWs in each subar-
ray is excessively small even when the number of defects

Fig. 10. Repair rate comparison between the proposed optimal and heu-
ristic algorithms.

Fig. 12. Analysis time comparison between the proposed optimal and
heuristic algorithms.

Fig. 11. Step-by-step computational efficiency analysis of the proposed
algorithms at defect densities of 130, 180, and 230.
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per subarray is more than 200. In practice, the BER largely
varies in terms of inter- and intra-subarrays. Therefore, the
number of EUCWs in each subarray can be much larger
even under lower average BER in practical scenarios.

Moreover, we should note that the choice of ECC code-
word length and the number of redundancies in each sub-
array is largely determined on the basis of defect density.
The proposed repair analysis algorithms are not limited to
certain configuration of ECC codeword and redundancy,
and can flexibly support repair analysis on different con-
figurations. To demonstrate this, we conduct experiments
to evaluate the repair rate and analysis speed of the
proposed repair analysis algorithms on four additional
cases with different ECC codeword length and redun-
dancy configurations.

� Case 1: ECC (136,128) with SC = 4 and SR = 4
� Case 2: ECC (136,128) with SC = 8 and SR = 8
� Case 3: ECC (72,64) with SC = 6 and SR = 6
� Case 4: ECC (272,256) with SC = 6 and SR= 6
Fig. 13 illustrates the experimental results of repair rate

and speedup against Comb+BST on the four aforemen-
tioned cases. The proposed repair analysis algorithms work
well on all the four cases in terms of repair rate and analysis
speed. The results demonstrate that the proposed repair
analysis algorithms are insensitive to ECC codeword and
redundancy configurations.

7 CONCLUSION

This paper aims to explore the efficient repair analysis algo-
rithm for memory equipped with redundancy and in-mem-
ory ECC. In particular, we propose two repair analysis
algorithms, namely, an optimal algorithm and a heuristic
algorithm. The optimal repair analysis algorithm can ach-
ieve the optimal repair rate while reducing repair analysis
time by up to 105� compared with the exhaustive search
algorithm. The heuristic algorithm is 28 percent faster than
the optimal algorithm, at the expense of 5.8 percent repair
rate drop. The experimental results demonstrate the effec-
tiveness and efficiency of the proposed repair analysis algo-
rithms. Nevertheless, the proposed algorithms can be only
applied to the memory architecture where the entire ECC
codeword, including all its data and check bits, is located in
one subarray. Our future work will focus on exploring the
efficient repair analysis algorithm for memory designed
with data bus division technique and protected by redun-
dancy and in-memory ECC.

APPENDIX A
ANALYSIS ON THE PROPOSED PREPROCESSING/
FILTER ALGORITHMS

The proposed preprocessing/filter algorithms reduce the
computational complexity by reducing the number of
EUCWs and EUCDs to be analyzed during the tree-based
exhaustive search. This appendix evaluates the effectiveness
of these algorithms approximately using probability analy-
sis. Table A shows the acronyms and definitions used in the
analysis.

We assume that the defects are randomly distributed
across the memory subarray with uniform probability. Then,
the number of defects (d) in each ECCword follows the bino-
mial distribution, i.e., d � BðL;rÞ. Thus, the probability that
an ECC word is an EUCW (PEUCW ) can be calculated with
Equation (3). The probability that a cell is an EUCD (PEUCD)
can be calculatedwith Equation (4)

PEUCW ¼
XL
d¼2

L

d

� �
rdð1� rÞðL�dÞ

� �
(3)

PEUCD ¼ r � ½1� ð1� rÞðL�1Þ�: (4)

Similarly, the number of EUCWs in each row (NEUCW=r) fol-
lows the binomial distribution, i.e.,NEUCW=r � BðNw=r; PEUCW Þ.
A.1 Must Repair

A row is a must-repair row when NEUCD=r �NEUCW=r >
SC. Thus, its probability can be calculated as

P ðr 2 SMRÞ ¼
XNw=r

i¼1

fP ðNEUCW=r ¼ iÞ�

P ðr 2 SMRjNEUCW=r ¼ iÞg:
(5)

TABLE A
Acronyms and Definitions

Nr the number of rows in each subarray
Nw=r the number of ECC words in each row
L the ECC word length
r BER of defects
SC: the number of spare columns in each subarray
SR: the number of spare rows in each subarray
SEUCW set of EUCWs in subarray
SIEUCW set of isolated EUCWs in subarray
SEUCD set of EUCDs in subarray
SMR set of must-repair rows in subarray

Fig. 13. Repair rate and speedup against Comb+BST on different configurations of ECC codeword and redundancy.
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Where, P ðNEUCW=r ¼ iÞ is the probability that the number of
EUCWs in a row is i and can be calculated as

P ðNEUCW=r ¼ iÞ ¼ Nw=r

i

� �
Pi
EUCW �

ð1� PEUCW ÞðNw=r�iÞ:
(6)

P ðr 2 SMRjNEUCW=r ¼ iÞ is the probability that a row is a
must-repair row under the condition that the row contains i
EUCWs. The formulations for P ðr 2 SMRjNEUCW=r ¼ iÞ vary
with NEUCW=r. When NEUCW=r ¼ 1, P ðr 2 SMRjNEUCW=r ¼ 1Þ
can be calculated as

P ðr 2 SMRjNeucw=r ¼ 1Þ

¼ 1�
XSCþ1

d¼0

L

d

� �
rdð1� rÞðL�dÞ:

(7)

When i � 2, P ðr 2 SMRjNEUCW=r ¼ iÞ can be calculated in
the similar way.

A.2 Isolated EUCW Filter

An isolated EUCW is defined as an EUCW with all its
EUCDs share no address with any other EUCDs. According
to the Bayes’ Theorem, the probability that an EUCW is an
isolated EUCW can be calculated as a conditional probability

P ðw 2 SIEUCW jw 2 SEUCW Þ ¼ P ðw 2 SIEUCW Þ
P ðw 2 SEUCW Þ : (8)

Where P ðw 2 SIEUCW Þ and P ðw 2 SEUCW Þ are the probabil-
ity that an ECC word is an isolated EUCW and an EUCW,
respectively. P ðw 2 SIEUCW Þ can further be calculated with
Equation (9)

P ðw 2SIEUCW Þ ¼ ð1� PEUCW ÞNw=r�1 �
XL
d¼2

f L

d

� �

rd � ð1� rÞðL�dÞ � ð1� PEUCDÞdðNr�1Þg:
(9)

A.3 Isolated EUCD Filter

An isolated EUCD is defined as an EUCD that locate in the
non-isolated EUCW and does not share column address
with any other EUCD. Let SD IEUCW and SIEUCD denote the
set of EUCDs located in non-isolated EUCW and the set of
isolated EUCDs in a subarray. According to the Bayes’
Theorem, the probability that an EUCD located in non-
isolated EUCW is an isolated EUCD can be calculated
with Equation (10)

P ðx 2SIEUCDjx 2 SD IEUCW Þ

¼ P ðx 2 SIEUCDÞ
P ðx 2 SD IEUCW Þ :

(10)

P ðx 2 SIEUCDÞ and P ðx 2 SD IEUCW Þ can be calculated with
Equations (11) and (12), respectively

P ðx 2 SIEUCDÞ

¼
XL
d¼2

f L

d

� �
rdð1� rÞL�d � ð1� PEUCDÞðNr�1Þ�

d

L
� ½1� ð1� PEUCW ÞðNw=r�1Þ�

ð1� PEUCDÞðd�1Þ�ðNr�1Þ�g

(11)

P ðx 2 SD IEUCW Þ

¼
XL
d¼2

f L

d

� �
rdð1� rÞL�d � d

L
� ½1�

ð1� PEUCW ÞðNw=r�1Þ � ð1� PEUCDÞd�ðNr�1Þ�g:

(12)

A.4 Early-Abort algorithm

The proposed early-abort analysis is based on the must-
repair columns and must-repair EUCW columns. Thus,
Equations (13) and (14) calculate the probabilities that a col-
umn is a must-repair column (PMRC) and a column of ECC
words is amust-repair EUCWcolumn (PMRWC), respectively

PMRC ¼
XNr

d¼SRþ1

Nr

d

� �
� Pd

EUCD � ð1� PEUCDÞðNr�dÞ (13)

PMRWC ¼
XL
i¼2

L

i

� �
� Pi

MRC � ð1� PMRCÞðL�iÞ: (14)

Let SEA denote the set of all the subarrays meet early-abort
condition. According to the Bayes’ Theorem, the probability
that a subarray sa meets early-abort condition can be calcu-
lated with Equation (15)

P ðsa 2 SEAÞ ¼
XNw=r

k¼1

fP ðsa 2 SEAjNMRWC ¼ kÞ�

P ðNMRWC ¼ kÞg:
(15)

Where P ðNMRWC ¼ kÞ is the probability that a subarray con-
tains kmust-repair EUCW columns, which can be calculated
with Equation (16)

P ðNMRWC ¼ kÞ

¼ Nw=r

k

� �
� Pk

MRWC � ð1� PMRWCÞðNw=r�kÞ;
(16)

P ðsa 2 SEAjNMRWC ¼ kÞ is the probability that a subarray
meets the proposed early-abort condition when it contains k
must-repair EUCW columns. The formulations for P ðsa 2
SEAjNMRWC ¼ kÞ vary with k. When k ¼ 1

P ðsa 2 SEAjNMRWC ¼ 1Þ

¼ 1�
XSCþ1

j¼0

L

j

� �
� Pj

MRC � ð1� PMRCÞðL�jÞ:
(17)

When k � 2, P ðsa 2 SEAjNMRWC ¼ kÞ can be calculated in
the similar way.
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A.5 Quantitative Analysis

Using the above equations, we evaluate the potential effective-
ness of the proposed preprocessing/filter algorithms with the
memory subarray configuration in Section 6.1.When the num-
ber of defects in each subarray is 130, the probability that a row
is a must-repair row is around 7:8� 10�9 , 97 percent of
EUCWs and 58.36 percent EUCDs in non-isolated EUCWs
could be filtered out from the tree-based exhaustive search,
the probability that a subarraymeets the proposed early-abort
condition is 7:3� 10�8. When the number of defects in each
subarray is 230, the probability that a row is amust-repair row
is around 9:2� 10�7, 90 percent of EUCWs and 57.83 percent
EUCDs in non-isolated EUCW could be filtered out from the
tree-based exhaustive search, the probability that a subarray
meets the proposed early-abort condition is 3:17� 10�6. We
note that, although the probability that a memory subarray
meets early-abort condition is low, it can cancel those cases
incurring very heavy tree-based exhaustive search and its
effectiveness is obvious. The results are roughly consistent
with the simulation results in Section 6.2.
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