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Abstract—In this paper, we investigate the problem of estimating
the directions-of-arrival (DOAs) and ranges of multiple narrow-
band near-field sources in unknown spatially nonuniform noise
(spatially inhomogeneous temporary white noise) environment,
which is usually encountered in many practical applications of
sensor array processing. A new subspace-based localization of near-
field sources (SLONS) is proposed by exploiting the advantages of
a symmetric uniform linear sensor array and using Toeplitzation of
the array correlations. Firstly three Toeplitz correlation matrices
are constructed by using the anti-diagonal elements of the array co-
variance matrix, where the nonuniform variances of additive noises
are reduced to a uniform one, and then the location parameters (i.e.,
the DOAs and ranges) of near-field sources can be estimated by
using the MUSIC-like method, while a new pair-matching scheme
is developed to associate the estimated DOAs and ranges. Addi-
tionally, an alternating iterative scheme is considered to improve
the estimation accuracy of the location parameters by utilizing
the oblique projection operator, where the “saturation behavior”
caused by finite number of snapshots is overcome effectively. Fur-
thermore, the closed-form stochastic Cramér-Rao lower bound
(CRB) is also derived explicitly for the near-field sources in the
additive unknown nonuniform noises. Finally, the effectiveness of
the proposed method and the theoretical analysis are substantiated
through numerical examples.

Index Terms—Near-field, oblique projector, source localization,
symmetric uniform linear array, unknown spatially nonuniform
noises.

I. INTRODUCTION

LOCALIZATION of near-field sources is important in many
practical application scenarios of sensor array processing
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such as sonar, collision avoidance radar, electronic surveil-
lance, seismology, speech enhancement, and biomedical imag-
ing (e.g., [1]–[13] and references therein), where the near-field
source is characterized by two independent location parameters
(i.e., the directions-of-arrival (DOAs) and the ranges), and the
correct pair-matching (i.e., association) of the estimated DOAs
and ranges is required, while the far-field source is only param-
eterized by the DOA. In past decades, the localization of near-
field sources was extensively studied (e.g., [14]–[34]). Among
them, many maximum likelihood methods and subspace-based
methods were proposed by using the second-order statistics
(SOS) for spatially and temporally white Gaussian noises with
the uniform variance or arbitrary noises with known statis-
tics [14]–[32], while some subspace-based methods were pre-
sented by using the higher-order statistics (HOS) for spatially
and temporally white or colored Gaussian noises [33], [34].
However, the homogeneous noise assumption is often invalid
and the noise covariance matrix is usually unavailable in some
applications (see, e.g., [35]–[42], [105]–[107]), which causes
most subspace-based methods for the far-field sources (see,
e.g., [43]–[47], [108]–[114]) to be severely degraded, and hence
a variety of DOA estimation methods were developed for the
far-field sources in the unknown colored noise [48]–[55] or
unknown nonuniform noises [56]–[75]. Similarly in the pres-
ence of unknown nonuniform noises, most of the aforemen-
tioned SOS-based localization methods for the near-field sources
will seriously deteriorate [14]–[32], while the HOS-based lo-
calization methods [33], [34] only apply to the non-Gaussian
near-field sources. To the best of our knowledge, the local-
ization of near-field sources in unknown spatially nonuniform
noise environment has not been well studied in the literature
of array processing. By using the multiple signal classification
(MUSIC) [44], the two-dimensional (2D) MUSIC-whitened
noise (MUSIC-WN) and the 2D MUSIC-smooth sparse arrays
(MUSIC-SSA) were suggested in [76], where the noise-only
array data or well-separated subarrays is required to whiten or
eliminate the effect of additive noises, but a signal-free environ-
ment is not always available in practice and this requirement may
restrict the practical applications (cf. [60], [54]). In addition, the
far-field sources and the near-field sources usually coexist (see,
e.g., [28] and references therein for details), and recently some
HOS-based methods were proposed to localize the far-field and
near-field sources in the presence of the additive white or colored
Gaussian noises [77]–[84].
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Therefore, in this paper, we deal with the localization of
multiple near-field sources impinging on the symmetric uniform
linear sensor array in the unknown spatially additive nonuni-
form noises (spatially inhomogeneous temporary white Gaus-
sian noises), where the estimated DOAs should be associated
with the corresponding estimated ranges of the same source.
Based on our preliminary study [85], a new subspace-based
localization of near-field sources (SLONS) is proposed by using
the anti-diagonal correlation elements of the array covariance
matrix, which can be interpreted as the received “signals” for
a virtual ULA and contain only one noise variance or no noise
variance. First by constructing two Toeplitz correlation matrices
with the correlation elements along the major anti-diagonal or
that along the 2nd upper diagonal off the major anti-diagonal
of the array covariance matrix to eliminate the effects of un-
known additive nonuniform noises, two auxiliary parameters
related to the DOAs and ranges of near-field sources can be
estimated separately from these two resulting matrices by using
the MUSIC-like method [44]. As a result, we can obtain two sets
of the estimated electric angles, which are functions of the lo-
cation parameters (i.e., the DOAs and ranges). Then by forming
another Toeplitz correlation matrix with the correlation elements
along the 1st upper diagonal off the major anti-diagonal of the
array covariance matrix, a pair-matching scheme is developed to
associate two sets of the estimated electric angles by searching
for the minimum value of the cost function, which is formed with
the noise subspace of the resulting Toeplitz matrix, and conse-
quently the estimated DOA and range of the same source can be
obtained. Obviously unlike the pairing scheme presented in [23]
for the near-field sources, which requires some constraints on
the electric angles of sources, this new pair-matching scheme
can applied to more general sources. Additionally an alternating
iterative scheme is presented to improve the estimation accuracy
of the location parameters by utilizing the oblique projection op-
erator [86], where the “saturation behavior” (i.e., the estimated
DOAs and ranges may have high elevated error floors, which
do not decrease with the increasing signal-to-noise ratio (SNR))
caused by finite number of snapshots is overcome effectively.
Furthermore, the stochastic Cramér-Rao lower bound (CRB) for
the near-field sources in unknown nonuniform noises is derived
explicitly. Finally, the effectiveness of the proposed method and
the theoretical analysis are verified through numerical examples,
and simulation results show that the proposed method achieves
a remarkable estimation performance. Compared with the previ-
ous conference paper [85], the detailed theoretical derivation of
the CRB is presented for the near-field sources in the unknown
nonuniform noises, and the computational complexity of the
proposed SLONS is also analyzed.

Glossary of Notation: The following notations are used
through this paper. Im, Om×n, 0m×1, and δn,t stand for the
m×m identity matrix, the m× n null matrix, the m× 1 null
vector, and the Kronecker delta, el, ēl, and ẽl, stand for the
(M + 1)× 1, M × 1, and (2M + 1)× 1 unit vector with a
unity element at the lth, lth, and (M + 1 + l)th location and
zeros elsewhere, and E{·}, {·}∗, (·)T , and (·)H represent the
statistical expectation, the complex conjugate, the transposi-
tion, and the Hermitian transposition, respectively. Additionally,

Fig. 1. The localization of near-field sources with a symmetric uniform linear
sensor array.

diag(·), tr{·}, rank{·}, and R(·) denote the diagonal matrix
operator, the trace operator, the rank and the range space of
the bracketed matrix, respectively, while ⊗, �, and ⊕ signify
the Kronecker product, the Hadamard-Schur product, and the
direct sum operator. Furthermore vec(·) is a matrix operation to
stack the columns of the bracketed matrix one under the other
beginning with the leftmost column, O[·] indicates the order
of magnitude, span{·} denotes the columns space spanned by
the column vectors of the bracketed matrix, and x̂ means the
estimate of x.

II. DATA MODEL AND ASSUMPTIONS

As depicted in Fig. 1, we consider a symmetric uniform linear
sensor array consisting of 2M + 1 sensors and K narrowband
noncoherent signals {sk(n)} impinging on this array from
the near-field sources with the unknown location parameters
{θk, rk}, where θk is the DOA of the source signal sk(n)
measured at the reference sensor relative to the normal of array,
rk is the corresponding range between the signal source and the
reference sensor and given by rk ∈ (0.62(D3/λ)1/2, 2D2/λ)
[14], whileD is the aperture of array given byD = 2Md herein
(cf. [4]), d is the sensor spacing, and λ is the wavelength.
The received noisy signal xm(n) at the mth sensor can be
approximated as

xm(n) =
K∑
k=1

sk(n)e
jτmk + wm(n) (1)

for m = −M, . . . ,−1, 0, 1, . . . ,M , where wm(n) is the addi-
tive noise, and τmk is the phase delay due to the time delay
between the reference sensor and the mth sensor for the signal
sk(n) from the kth near-field source, which is given by (cf. [14])

τmk =
2π

λ

(√
r2k + (md)2 − 2mdrk sin θk − rk

)
. (2)

Further, τmk in (2) can be approximated with the second-order
Taylor expansion as [14], [23]

τmk ≈ mψk +m2φk (3)

where ψk and φk are called as the electric angles (include the
DOAs and ranges) defined by

ψk � −2πd

λ
sin θk (4)
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φk � πd2

λrk
cos2 θk. (5)

Then the received data {xm(n)} can be rewritten compactly by
using vector-matrix notation as

x(n) = As(n) +w(n) (6)

wherex(n), s(n), andw(n) are the vectors of the received data,
the incident signals and the additive noises given by x(n) �
[x−M (n), . . . , x−1(n), x0(n), x1(n), . . . ,xM (n)]T , s(n) �
[s1(n), s2(n), . . . , sK(n)]T , and w(n) � [w−M (n), . . . ,
w−1(n), w0(n), w1(n), . . . , wM (n)]T , while A is the array
response matrix defined by A � [a(θ1, r1),a(θ2, r2), . . . ,a
(θK , rK)], and a(θk, rk) is the array steering vectors
which can be expressed as a(θk, rk) � [e−jMψkejM

2φk ,
. . . , e−jψkejφk , 1, ejψkejφk , . . . , ejMψkejM

2φk ]T .
Here we make the basic assumptions as follows.
A1) The array is calibrated and the array response matrix A

has full rank and is unambiguous.
A2) Without loss of generality, the incident signals {sk(n)}

from the K near-field sources are temporally complex
white Gaussian random processes with zero-mean and
the variance given by E{sk(n)s∗k(t)} = rskδn,t and
E{sk(n)sk(t)} = 0, ∀n, t.

A3) For the simplicity of theoretical performance analysis,
the additive noises {wi(n)} are temporally and spatially
complex Gaussian random processes with zero-mean,
and the covariance matrix of unknown additive noises is
given by

Q � E{w(n)wH(n)}
= diag(σ2

−M , . . . , σ
2
−1, σ

2
0 , σ

2
1 , . . . , σ

2
M ) (7)

where σ2
m is the noise power at the mth sensor.

Moreover, the covariance matrices E{w(n)wT (t)} =
O(2M+1)×(2M+1), ∀n, t. Additionally the additive
noises {wm(n)} are independent to the incident signals
{sk(n)}, i.e., E{s(n)wH(n)} = E{s(n)wT (n)} =
OK×(2M+1).

A4) The number of near-field sources K is known, and K
satisfies the relationK < M (cf. Remark C for details).

A5) The sensor spacing d satisfies the relation d ≤ λ/4 for
avoiding the estimation ambiguity.

In the following, we concentrate on the estimation of location
parameters {θk}Kk=1 and {rk}Kk=1 of multiple near-field sources
from the finite noisy array data {x(n)}Nn=1, where the basic idea
is firstly to transfer the nonuniform noise into an uniform one
and then to estimate the location parameters from the reformed
data model under the virtual uniform noise environment.

Remark A: Various localization techniques have been devel-
oped in many application fields (see [6], [7] and references
therein), where the time-of-arrival (TOA), the time-difference-
of-arrival (TDOA), the received signal strength (RSS), and the
DOA are commonly used measurements for source localization
(e.g., [87]–[90]). Basically the TOA, TDOA, and RSS provide
the distance information between the source and the sensors,
while the DOA gives the source bearing relative to the sensors.
Perhaps the TDOA is the most widely used technique for passive

localization [90], it measures the difference in time between
the source signal received by a pair of spatially separated sen-
sors (i.e., two receivers), where the sensors are required to be
synchronized to a common time reference. By multiplying the
TDOA with a known propagation speed, the range difference
between the source and two sensors can be obtained. As a result,
the source location is given by the intersection of at least two
hyperbolas, where a hyperbola is defined by the range difference
between the source and two sensors. Obviously it will be rather
difficult and complicated to localize multiple sources by using
the TDOA technique, though the TDOA localization was studied
for one source in far-field and near-field [89]. In this paper,
we consider the localization of multiple near-field source by
estimating their DOAs and ranges. �

III. NEW SUBSPACE-BASED LOCALIZATION OF NEAR-FIELD

SOURCES–SLONS

Here we develop a method called SLONS for estimating the
DOAs and ranges of multiple near-field sources by exploiting the
special configuration of a symmetric uniform linear array. The
proposed SLONS includes three stages: 1) estimate the location
parameters (i.e., DOAs and ranges) of the near-fields sources, 2)
associate the estimated DOAs and ranges, and 3) performance
improvement against finite snapshots.

A. Direction-of-Arrival Estimation of Near-Field Sources

From (6), we obtain the array covariance matrix R as

R � E{x(n)xH(n)} = ARsA
H +Q (8)

where Rs � E{s(n)sH(n)} = diag(rs1 , rs2 , . . . , rsK ) with
rsk � E{sk(n)s∗k(n)}, and the anti-diagonal correlation ele-
ment of R is given by (cf. [23])

Ri(p) � E{xp(n)x∗−p−i(n)}
= rTisbi(p) + σ2

0.5iδp,−p−i (9)

for i = −2M, . . . ,−1, 0, 1, . . . , 2M and p = −M + i2, . . . ,
−1, 0, 1, . . . ,M − i1, where i1 = 0.5(|i|+ i), i2 = 0.5(|i| −
i), bi(p) � [ej2pγi1 , ej2pγi2 , . . . , ej2pγiK ]T , ris � [rs1e

jiγi1 ,
rs2e

jiγi2 , · · · , rsKejiγiK ]T , γik = ψk − iφk, and σ2
0.5i = 0

when i is odd. Herein we easily have

ψk = γ0k (10)

φk =
1

2
(γ0k − γ2k). (11)

Obviously {Ri(p)} can be interpreted as the received “signals”
for a virtual array of 2M + 1− |i| sensors illuminated by K
“signals” {rskejiγik}, and {Ri(p)} differ only by a phase factor
γik. Hence the auxiliary parameter γik can be estimated by using
the phase delays of {Ri(p)}.

By setting i = 0 (i.e., i1 = i2 = 0), we have p = −M,−M +
1, . . . ,−1, 0, 1, . . . ,M − 1,M . Therefore, by using the 2M +
1 correlations {R0(p)}Mp=−M along the major cross-diagonal of
R (i.e., i = 0), we can form an (M + 1)× (M + 1) Toeplitz
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matrix T 0 as

T 0 =

⎡
⎢⎢⎢⎣
R0(0), R0(−1), · · · , R0(−M)
R0(1), R0(0), · · · , R0(−M + 1)

...
...

. . .
...

R0(M), R0(M − 1), . . . , R0(0)

⎤
⎥⎥⎥⎦ (12)

where its (l, t)th element can be represented as

(T 0)l,t = R0(l − t) (13)

for l, t = 1, 2, . . . ,M + 1, in which the tth column c0t of T 0 is
given by

c0t � [(T 0)1,t, (T 0)2,t, . . . , (T 0)M+1,t]
T . (14)

By substituting (9) into (14), after some simple manipulations,
we have

c0t = [R0(1− t), R0(2− t), . . . , R0(M + 1− t)]T

= [b0(1− t), b0(2− t), . . . , b0(M + 1− t)]T r0 s

+ [0T(t−1)×1, σ
2
0 ,0

T
(M+1−t)×1]

T

= A0D
1−t
0 r0 s + σ2

0et (15)

where the Kronecker delta δl−t,−l+t = 1 for l − t = −l + t
(i.e., l = t) is used, and D0 = diag(ej2γ01 , ej2γ02 , . . . , ej2γ0K ),
while A0 � [b0(0), b0(1), . . . , b0(M)]T with the dimension
(M + 1)×K. Then from (13)–(15), the Teoplitz correlation
matrix T 0 in (12) can be rewritten as

T 0 = [c01, c02, . . . , c0,M+1]

= A0[Rsb0(0),Rsb
∗
0(1), . . . ,Rsb

∗
0(M)] + σ2

0IM+1

= A0RsA
H
0 + σ2

0IM+1. (16)

Clearly the nonuniform noise matrix Q in (8) is transformed
to a uniform one σ2

0IM+1 in (16), and we can see that the matrix
A0 is a Vandermonde matrix with full rank, while the eigenvalue
decomposition (EVD) of the matrix T 0 in (16) is given by

T 0 = U 0 sΛ0 sU
H
0 s +U0nΛ0nU

H
0n (17)

where Λ0 s and Λ0n are the diagonal matrices consisting of the
K largest and theM + 1−K smallest eigenvalues respectively,
while the (M + 1)×K signal subspace matrix U 0 s and the
(M + 1)× (M + 1−K) noise subspace matrix U0n consist
of the corresponding eigenvectors, respectively. The columns
of the Vandermonde matrix A0 and the columns of the signal
subspace matrixU 0 s span the same subspace, i.e., span{A0} =
span{U 0 s}. As a result, we have

UH
0nA0 = O(M+1)×K . (18)

Therefore by using the relation (18), we can easily get the
estimates of the auxiliary parameters {γ0k}Kk=1 (i.e., the DOAs
{θk}Kk=1) with the conventional MUSIC method [44]. Further-
more, when the number of snapshots is finite, the auxiliary
parameters {γ0k}Kk=1 can be estimated by minimizing the fol-
lowing MUSIC-like cost function (cf. [44])

f0(γ0k) = aH0 (γ0k)Û0nÛ
H

0na0(γ0k) (19)

where a0(γ0k) denotes the kth column of A0 given by
a0(γ0k) = [1, ej2γ0k , . . . , ej2Mγ0k ]T . Then from (4) and (10),
we can find that the DOAs of the near-field sources can be
estimate from the auxiliary parameter {γ0k}Kk=1 (see details in
Section III-C).

B. Range Estimation of Near-Field Sources

Similarly by setting i = 2 (i.e., i1 = 2, i2 = 0, and p =
−M,−M + 1, . . . ,−1, 0, 1, . . . ,M − 3,M − 2) and by using
the 2M − 1 correlations {R2(p)}M−2

p=−M along the 2nd upper
diagonal off the major cross-diagonal ofR, we can form another
M ×M Toeplitz matrix T 2 as

T 2 =

⎡
⎢⎢⎢⎣

R2(−1), R2(−2), · · · , R2(−M)
R2(0), R2(−1), · · · , R2(−M + 1)

...
...

. . .
...

R2(M − 2), R2(M − 3), · · · , R2(−1)

⎤
⎥⎥⎥⎦

= A2RsA
H
2 + σ2

MIM (20)

where the (l, t)th element of T 2 can be represented as

(T 2)l,t = R2(l − t− 1) (21)

for l, t = 1, 2, . . . ,M , and A2 � [b2(0), b2(1), . . . , b2(M −
1)]T . Obviously the nonuniform noise matrix Q in (8) is trans-
formed to a uniform one σ2

1IM in (20), and the matrix A2 is a
Vandermonde matrix, which has full rank. Hence the EVD of
the matrix T 2 in (20) is given by

T 2 = U 2 sΛ2 sU
H
2 s +U2nΛ2nU

H
2n (22)

whereΛ2 s andΛ2n are the diagonal matrices consisting of theK
largest and theM −K smallest eigenvalues respectively, while
the M ×K signal subspace matrix U 2 s and the M × (M −
K) noise subspace matrix U2n consists of the corresponding
eigenvectors, respectively. Then we easily have

UH
2nA2 = OM×K . (23)

When the number of snapshots is finite, the auxiliary param-
eters {γ2k}Kk=1 can be estimated by minimizing the following
MUSIC-like cost function (cf. [44])

f2(γ2k) = aH2 (γ2k)Û2nÛ
H

2na2(γ2k) (24)

where a2(γ2k) denotes the kth column of A2 given by
a2(γ2k) = [1, ej2γ2k , . . . , ej2Mγ2k ]T .

Although two sets of the auxiliary parameters {γ̂0k}Kk=1 and
{γ̂2k}Kk=1 are estimated separately with (19) and (24), there
is no clear one-to-one relationship between each element of
these two estimation sets. From (10) and (11), we easily get K
estimates {ψ̂1, ψ̂2, . . . , ψ̂K} of the electric angle ψk (a function
of DOA θk as shown in (4)) and K2 temporary estimates
{φ̂11, φ̂12, . . . , φ̂1K , . . . , φ̂KK} of the electric angle φk (which
is a function of DOA θk and range rk) by

ψ̂k = γ̂0k, φ̂kk′ = 0.5(γ̂0k − γ̂2k′) (25)

for k = 1, 2, . . . ,K and k′ = 1, 2, . . . ,K. In order to esti-
mate and associate the DOA and range of the same near-field
source from these two separate sets of estimates {ψ̂k}Kk=1 and
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{φ̂kk′ }Kk,k′=1, an additional procedure of pair-matching is re-
quired.

C. Parameter Pairing and Estimation of DOA and Range

Although two sets of the estimated electric angles ψ̂k and
φ̂kk′ are obtained in (25) for k = 1, 2, . . . ,K and k′ = 1, 2,
· · · ,K, they should be associated with a corresponding source to
estimate the location parameters (i.e., the DOA and range) of the
same near-field source. Now we consider a new pair-matching
scheme for the DOA and range estimation.

Herein by setting i = 1 (i.e., i1 = 1, i2 = 0, p = −M,−M +
1, . . . ,−1, 0, 1, . . . ,M − 2,M − 1) and by employing the
2M − 1 correlations {R1(p)}M−1

p=−M+1 along the 1st upper di-
agonal off the major cross-diagonal of R in (9), we can form a
new M ×M Toeplitz matrix T 1 as

T 1 =

⎡
⎢⎢⎢⎣

R1(0), R1(−1), · · · , R1(−M + 1)
R1(1), R1(0), · · · , R1(−M + 2)

...
...

. . .
...

R1(M − 1), R1(M − 2), · · · , R1(0)

⎤
⎥⎥⎥⎦

= A1R̄sA
H
1 (26)

where the (l, t)th element of T 1 can be represented as

(T 1)l,t = R1(l − t) (27)

for l, t = 1, 2, . . . ,M , A1 � [b1(0), b1(1), . . . , b1(M − 1)]T ,
and R̄s = diag(rs1e

jiγi1 , rs2e
jiγi2 ,. . . , rsKe

jiγiK ). Then the
EVD of the matrix T 1 is given by

T 1 = U 1 sΛ1 sU
H
1 s +U1nΛ1nU

H
1n (28)

where Λ1 s and Λ1n are the diagonal matrices consisting of the
K largest eigenvalues (i.e., nonzero) and the M −K smallest
eigenvalues (i.e., zeros) respectively, whileU 1 s andU1n are the
M ×K signal subspace and theM × (M −K)noise subspace,
respectively. When the number of snapshots is finite, we can
estimate {γ1k}Kk=1 by minimizing the following cost function

f1(γ1k) = aH1 (γ1k)Û1nÛ
H

1na1(γ1k) (29)

where a1k(γ1k) denotes the kth column of A1 given by
a1(γ1k) = [1, ej2γ1k , . . . , ej2Mγ1k ]T . Hence from (25) and
(29), the estimated electric phase angles ψ̂ko and φ̂kk′o can be
associated with the indices (ko, k′o) determined by

(ko, k
′
o) = arg min

(k,k′)
f1(ψ̂k, φ̂kk′) (30)

for k, k′ = 1, 2, . . . ,K.
Finally by using these paired estimates ψ̂ko and φ̂ko,k′o (i.e.,

ψ̂k and φ̂k), from (4) and (5), the DOA θk and range rk of the
incident signal sk(n) are obtained as

θ̂k = arcsin(α1ψ̂k) (31)

r̂k =
α2

φ̂k
cos2(θ̂k) =

α2

φ̂k
cos2(arcsin(α1ψ̂k)) (32)

where α1 = −λ/(2πd), and α2 = πd2/λ. As a result, the loca-
tion parameters (i.e., {θ̂k, r̂k}Kk=1) of the same near-field source
can be estimated.

D. Alternating Iterative Scheme Against Finite Snapshots

When the number of snapshots is not sufficiently large
enough, the nonzero residual cross-correlations between the
incident signals will cause the estimated matrices R̂s and R̂
(and hence the Toeplitz matrices T̂ 0, T̂ 1, and T̂ 2) be inaccurate.
Consequently the estimated DOA θ̂k and range r̂k may have high
elevated error floors, which do not decrease with the increasing
SNR (i.e., “saturation behavior”) (cf. [91]–[93]). Since the range
space of each incident signal is nonoverlapping and not orthog-
onal to that of the others, we can use the oblique projection
operator [86] to isolate one signal from the others and present
an alternating iterative scheme to improve the performance with
finite snapshots of array data.

By defining ak � a(θk, rk) and denoting the reduced sig-
nal vector without sk(n) and the corresponding reduced array
response matrix without column ak as s̄k(n) and Āk, where
R(A) = R(ak)⊕R(Āk), we can obtain

R̂s =

[
r̂sk , ρ̂T

ρ̂∗, ˆ̄Rk

]
(33)

R̂ = r̂skaka
H
k + akρ̂

T Ā
H
k + Ākρ̂

∗aHk + Āk
ˆ̄RkĀ

H
k

+ R̂e (34)

where R̂e = AR̂sw + R̂
H

swA
H + Q̂, ρ̂ = (1/N)

∑N
n=1 sk(n)

·s̄k(n), ˆ̄Rk = (1/N)
∑N

n=1 s̄k(n)s̄
H
k (n), while ˆ̄Rsw = (1/N)

·∑N
n=1 s(n)w

H(n), and the oblique projector EĀk |ak
which

projects onto the space R(Āk) along a direction parallel to the
space R(ak) is given by (cf. [86], [91])

EĀk |ak
� Āk(Ā

H
k Π⊥

ak
Āk)

−1Ā
H
k Π⊥

ak
(35)

where Π⊥
ak

� I2M+1 − ak(a
H
k ak)

−1aHk , EĀk|ak
Āk = Āk,

and EĀk |ak
ak = O(2M+1)×1. Because the oblique projector

with true parameters in (35) is not available, by denoting the
estimated electrical phase angles as {ψ̂(t)

k }Kk=1 and {φ̂(t)k }Kk=1,

we can get an estimated oblique projector as Ê
(t)

Āk|ak
. Then, from

(34) and (35), we get the projected correlation matrix R̂
(t)

k as

R̂
(t)

k = (I2M+1 − Ê
(t)

Āk |ak
)R̂(I2M+1 − Ê

(t)

Āk|ak
)H

≈ r̂skâkâ
H
k . (36)

Obviously R̂
(t)

k only contains the information of the signal
sk(n). Thus, by estimating the electrical phase angles as dis-
cussed in Sections III.A and updating the index as t = t+ 1, we
can obtain the renewed estimates {ψ̂(t+1)

k }Kk=1 and{φ̂(t+1)
k }Kk=1.

This procedure should be repeated several times until the differ-
ence between two consecutive iterations becomes smaller than
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a threshold, i.e.,

K∑
k=1

∣∣∣ψ̂(t+1)
k − ψ̂

(t)
k

∣∣∣ ≤ ε (37)

where ε is an arbitrary and positive small constant (e.g., ε =
10−4), then finally we can obtain the refined estimates θ̂k and
r̂k of the source signal sk(n) from these ψ̂(t+1)

k and φ̂(t+1)
k .

Therefore when the finite array data are available, the pro-
posed SLONS method can be implemented as follows:

1) Estimate the array covariance matrix as R̂ = (1/N)

·∑N
n=1 x(n)x

H(n).
.......................... 10(2M + 1)2N flops

2) Estimate {γ0k}Kk=1 by finding the phases of the K zeros
of the polynomial p0(z) closest to the unit circle in the

z-plane, where p0(z) � pH0 (z)Û0nÛ
H

0np0(z), p0(z) �
[1, z−1, . . . , z−M ]T , and z � ej2γ0 .
.......................... O[(2M + 1)2 + (M + 1)3] flops

3) Estimate {γ2k}Kk=1 by finding the phases of the K zeros
of the polynomial p2(z) closest to the unit circle in the

z-plane, where p2(z) � pH2 (z)Û2nÛ
H

2np2(z), p2(z) �
[1, z−1, . . . , z−(M−1)]T , and z � ej2γ2 .
.......................... O[(2M − 1)2 +M3] flops

4) Estimate and associate the electrical phase angles with
(25) and (30), and denote them as {ψ̂(t)

k }Kk=1 and

{φ̂(t)k }Kk=1, where t = 0.
.......................... 16M2 + 8M2(M −K) +O[M3]
flops

5) For k = 1, 2, . . . ,K, by calculating the oblique projector
E

(t)

Āk |ak
with (35) from {ψ̂(t)

k }Kk=1 and {φ̂(t)k }Kk=1, and the

projected matrix R̂
(t)

k with (36), estimate the renewed
electrical phase angles {ψ̂(t+1)

k }Kk=1 and {φ̂(t+1)
k }Kk=1

with (19) and (29)-(30).
.......................... 16(2M + 1)3 + (2M + 1)2(24K
−23) + 8(2M + 1)(2(K − 1)2 + 1) +O[(2M + 1)2 +
(M + 1)3] flops

6) If the condition in (37) is not satisfied, repeat Step 5 by
setting t = t+ 1; otherwise by reexpressing the estimates
{ψ̂(t+1)

k }Kk=1 and {φ̂(t+1)
k }Kk=1 as {ψ̂k}Kk=1 and {φ̂k}Kk=1,

estimate the DOAs {θ̂k}Kk=1 and ranges {r̂k}Kk=1 with (31)
and (32).

The computational complexity of each step is roughly in-
dicated in terms of the number of MATLAB flops, where a
flop is defined as a floating-point additional or multiplication
operation,1 and hence the computational complexity of the
SLONS is approximately 10(2M + 1)2N + 16(2M + 1)3Ni
if 2M + 1 � K flops, which occurs often in applications of ar-
ray processing, whereNi denotes the times of iteration (Ni ≥ 1).

Remark B: The quantitative comparisons of computational
complexities between the SLONS and some existing localization
methods for the near-field sources in the additive uniform noise

1Such as the computational complexities of X ± Y and XY (X and Y are
L×M and M ×N complex matrices, respectively) are 2LM and 8LMN ,
respectively. See more details about the calculation of the computational com-
plexity in [47] and references therein.

Fig. 2. Comparison of computational complexities in MATLAB flops versus
(a) the number of snapshots (2M + 1 = 11) and (b) the number of sensors
(N = 200) (dot-dashed line: 2D-MUSIC; “x”: WLPM; solid line: the SLONS
with 10 iterations; and dashed line: the SLONS w/o iteration).

such as the modified 2D-MUSIC [15] and the weighted linear
prediction method (WLPM) [23] are shown in Fig. 2. The
2D-MUSIC is based on the spherical wavefront model and
involves 2D spectrum peak searching, hence its computational
complexity is about 10(2M + 1)2N + (8(2M + 1)2 +
8(2M + 1))(180/Δθ)((2D2/λ− 0.62(D3/λ)1/2)/Δr) +O
[(2M + 1)3] flops, where Δθ and Δr are the angular and range
grid spacings (i.e., Δθ = 0.002◦ and Δr = 0.002λ), and the
precise peak searching necessitates fine grid spacing, but it is a
rather time-consuming task with heavy computational load. On
the contrary, the WLPM is based on the Fresnel approximation of
the spherical wavefront model, and its computational complexity
is reduced roughly to 10(2M + 1)2N +O[(2M + 1−K)3]
flops. From Fig. 2, we can see that the proposed SLONS is
computationally more efficient than the 2D-MUSIC and similar
to the WLPM. �

Remark C: The 2M + 1, 2M and 2M − 1 correlations along
three different anti-diagonals of R̂ are used to construct three
Toeplitz matrices with the dimensions (M + 1)× (M + 1),
M ×M , and M ×M , and hence the maximum resolvable
signals of the SLONS is K < M . This is roughly the same as
the WLPM [23] and other subspace-based near-field localization
methods (e.g., [24], [92], [93]), where the geometric symmetry
of the uniform linear sensor array is exploited to facilitate the
parameter estimation (cf. [94]). �

IV. STOCHASTIC CRB FOR NEAR-FIELD SOURCES IN

UNKNOWN SPATIALLY NONUNIFORM NOISE

The CRB provides a lower bound on the variance of any
unbiased estimator (see, e.g., [95]). Although the expressions
of the stochastic and deterministic CRBs were studied for
the far-field sources under the nonuniform noise assump-
tion [57], [100], [101], and some expressions of the stochastic
and deterministic CRBs were derived for the near-field sources

Authorized licensed use limited to: Xian Jiaotong University. Downloaded on September 06,2020 at 00:06:05 UTC from IEEE Xplore.  Restrictions apply. 



ZUO et al.: SUBSPACE-BASED NEAR-FIELD SOURCE LOCALIZATION IN UNKNOWN SPATIALLY NONUNIFORM NOISE ENVIRONMENT 4719

in the spatially uniform noise environment [16], [23], [96]–[99],
to the best of our knowledge, the CRB for the near-field source
localization in the spatially nonuniform noises is still unavailable
so far. Therefore, we derive the closed-form stochastic CRB for
the estimated DOAs and ranges of the near-field sources in the
presence of spatially nonuniform noises herein.

Under the data model assumptions, the Fisher informa-
tion matrix (FIM) for a parameter vector α is given by
(e.g., [95], [100]–[102])

(FIM)k,l = Ntr

{
∂R

∂αk
R−1 ∂R

∂αl
R−1

}
(38)

for k, l = 1, 2, . . . , 3K + 2M + 1, where α � [ζT ,ρT ,σT ]T ,
ζ � [θ1, θ2, . . . , θK , r1, r2, . . . , rK ]T , ρ � [rs1 , rs2 , . . . ,
rsK ]T , and σ � [σ2

1 , σ
2
2 , . . . , σ

2
2M+1]

T . To focus only on the
desired ζ-block of the CRB = FIM−1, which is denoted by
CRB(ζ), we can obtain a closed-form expression of the CRB
for the estimated DOAs and ranges of the near-field sources as
the following theorem.

Theorem 1: The 2K × 2K stochastic CRB for the location
parameters of the near-field sources under unknown spatially
nonuniform noise environment is given by

CRB(ζ) =
1

N

(
F −HK−1HT

)−1
(39)

where

F = 2Re
{
(D̃

H
Π⊥
Ã
D̃)� (J ⊗ (RsÃ

H
R̃

−1
ÃRs)

T )
}
(40)

H = 2Re
{
(D̃

H
Π⊥
Ã
)� (1⊗ (R̃

−1
ÃRs)

T )
}

(41)

K = 2Re
{
Π⊥
Ã
� R̃

−T}−Π⊥
Ã
� (Π⊥

Ã
)T (42)

while R̃ � Q−1/2RQ−1/2, Ã � Q−1/2A, D̃ = Q−1/2D,

Π⊥
Ã
� I2M+1 − Ã(Ã

H
Ã)−1Ã

H
, 1 � [1, 1]T , J � 11T , and

D � [dθ1 ,dθ2 , . . . ,dθK ,dr1 ,dr2 , . . . , drK ], in which dθk �
∂a(θk, rk)/∂θk and drk � ∂a(θk, rk)/∂rk.

Proof: See Appendix. �

V. NUMERICAL EXAMPLES

Here we evaluate the effectiveness of the proposed SLONS
through numerical examples. The uniform linear sensor array
consists of 2M + 1 = 11 sensors with element spacing d =
λ/4, while the complex incident signals {sk(n)} are generated
by

sk(n) = srk(n) + jsik(n) (43)

where the real part srk(n) and the imaginary part sik(n) are two
different random processes given by Matlab Random Number
Generator function “randn”. The SNR is defined as

SNR = 10 log10
1

2M + 1

M∑
m=−M

σ2
m

rs
(44)

where the incident signals have the same power, i.e., rs1 = · · · =
rsK = rs. The 2D-MUSIC [15] and the WLPM [23] are carried

Fig. 3. RMSE of the estimated DOAs and ranges versus the SNR (“x”: WLPM;
dot-dashed line: 2D-MUSIC; dashed line: the SLONS w/o iteration; solid line:
the SLONS; dotted line: CRB) in Example 1.

out, and the stochastic CRB derived in (39) is calculated for
performance comparison. The angular and range grid spacings
Δθ and Δr are fixed at Δθ = 0.09◦ and Δr = 0.09λ for the
2D-MUSIC, the iteration threshold in (37) is set at ε = 10−6.
The results are all based on 1000 independent trials (i.e., N̄ =
1, 000).

Example 1–Performance versus SNR: There are three near-
field sources with equal power located at (−11◦, 2.9λ),
(21◦, 3.0λ), and (47◦, 3.3λ). The number of snapshots is N =
500, and the SNR is varied from −10dB to 40 dB, where the
covariance matrix of additive noises is given by

Q = σndiag(2, 2, 0.7, 1, 1.5, 5, 3, 3.6, 4, 2, 3). (45)

The averaged empirical root mean-squared-errors (RMSEs)
of the estimated location parameters in terms of the SNR are
plotted in Figs. 3(a) and 3(b). The 2D-MUSIC [15] utilizes all
(2M + 1)2 correlations of R̂, and it is rather time-consuming
but its performance is restricted by the angular/range grid spac-
ing, while the WLPM [23] uses the 2M + 1, 2M and 2M
correlations along three anti-diagonals of R̂ with a rather low
computational cost, but it is rather complicated to determine the
optimal weighting matrix. Moreover, the structure properties of
the array covariance matrices of the incident signals and the
additive noise are required in the 2D-MUSIC and the WLPM,
but the structure properties are only valid for large number of
snapshots. When the number of snapshots is not sufficiently
large enough, the erroneous estimated correlations will cause the
linear prediction (LP) model to be invalid, and correspondingly
the WLPM suffers severely “saturation behavior” regardless
of the SNR as shown in Fig. 3, where the estimated DOAs
and ranges have high elevate error floors and will not decrease
with the increasing SNR. The 2D-MUSIC has relatively good
performance at low and moderate SNRs, but the estimation
errors of the DOAs and ranges no longer decrease at high SNR
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due to the limited searching grids of the 2D spectrum. Although
the saturation behavior of the 2D-MUSIC could be alleviated
by a refined searching grid, the amount of computational load
will increase dramatically. In this paper, since the range space
of each incident signal is nonoverlapping and not orthogonal to
that of the others, the oblique projection operator (see, e.g., [86])
is used to isolate one signal from the others, and an alternating
iterative scheme is presented to improve the performance with
finite snapshots of array data, where the location parameters (i.e.,
two electric angles) of one source are estimated in one iteration,
and the mutual influence between the multiple near-field sources
are eliminated. As shown in Figs. 3(a) and 3(b), we can find
that the SLONS has a good tradeoff between the computational
complexity and the estimation performance compared with the
2D-MUSIC [15] and is superior to the WLPM [23], where
its empirical RMSEs of the estimated DOAs and ranges are
very close to the CRBs at moderate and high SNRs, and the
“saturation behavior” is overcome effectively. Unfortunately,
the SLONS performs poorly at relatively low SNR because
only some (but not all) correlations are used compared with
the 2D-MUSIC.

Example 2–Performance versus Number of Snapshots: The
simulation conditions are similar to those in Example 1, except
that the SNR is fixed at 20 dB and the number of snapshots varies
from 100 to 10,000.

Figs. 4(a) and 4(b) show the averaged empirical RMSEs of
the estimated DOAs and ranges with respect to the number of
snapshots. Since the WLPM uses the similar correlations along
three anti-diagonals of the array covariance matrix, its perfor-
mance is similar to the SLONS without iteration, and although
the RMSEs of the estimated DOAs and ranges decrease with the
increasing number of snapshots, these RMSEs cannot reach the
corresponding CRBs due to “saturation behavior”. Additionally
as described in Example 1, owing to the limited searching grips
of the 2D spectrum, the RMSEs of the 2D-MUSIC deviate from
the CRBs even for larger number of snapshots. As shown in
Figs. 4(a) and 4(b), when the number of snapshots is not
large, the estimates initial values of the electric angles used
for the iteration may have a large deviation, and the iteration
may not converge, hence the SLONS will have relatively lager
estimation error. However when the number of snapshots is
larger, the SLONS with iteration outperforms the WLPM for
both the estimation of DOAs and ranges, where the “saturation
behavior” is alleviated.

Example 3–Convergence Behavior: The simulation condi-
tions are similar to those in above examples, and the aver-
aged convergence behaviors of the proposed alternating iterative
scheme are plotted in Fig. 5 for different SNR and number of
snapshots.

From Fig. 5, we can see that the alternating iterative scheme
converges within roughly 20 times of iterations and the “satura-
tion behavior” can be resolved for small number of snapshots,
while the convergence can be obtained in a few iterations and
the performance is improved remarkably for sufficiently large
number of snapshots. However, the convergence analysis of
the alternating iterative scheme is rather complicated, and the

Fig. 4. RMSE of the estimated DOAs and ranges versus the number of
snapshots (“x”: WLPM; dot-dashed line: 2D-MUSIC; dashed line: the SLONS
w/o iteration; solid line: the SLONS; dotted line: CRB) in Example 2.

Fig. 5. Averaged convergence behaviors of the alternating iterative scheme
for several SNRs and numbers of snapshots in Example 3.

convergence depends on the initialization of {ψ̂(0)
k }Kk=1 and

{φ̂(0)k }Kk=1.
Example 4—Performance versus Angular Separation: In this

example, two near-field sources are located at (11◦, 2.9λ) and
(11◦ +Δθ, 2.9λ), where Δθ is varied from 0.5◦ to 19.5◦ with
Δθ = 1◦, and the SNR is fixed at 15 dB, and the number of
snapshots is set at N = 500.

Fig. 6 displays the averaged empirical RMSEs of the estimated
DOAs and ranges against the angular separation. We can find
that the proposed SLONS generally outperforms the WLPM and
the 2D-MUSIC for the closely-spaced sources, and the RMSEs
of the location parameters do not decrease monotonically with
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Fig. 6. RMSEs of (a) the estimated DOAs versus the angular separation and (b)
the estimated ranges versus the angular separation for Example 4 (“x”: WLPM;
dot-dashed line: 2D-MUSIC; dashed line: the SLONS w/o iteration; solid line:
the SLONS; dotted line: CRB) (SNR = 15dB, N = 500, (11◦, 2.9λ), and
(11◦ +Δθ, 2.9λ)).

Fig. 7. RMSEs of (a) the estimated DOAs versus the range separation and (b)
the estimated ranges versus the range separation for Example 4 (“x”: WLPM;
dot-dashed line: 2D-MUSIC; dashed line: the SLONS w/o iteration; solid line:
the SLONS; dotted line: CRB) (SNR = 15dB, N = 500, (11◦, 2.9λ), and
(11◦ +Δθ, 2.9λ+Δλ)).

the increasing angular separation. It is also worth mentioning
that the proposed SLONS is computationally more efficient
than the 2D-MUSIC, though its performance of the DOA es-
timation is worse than the 2D-MUSIC for some large angular
separations.

Example 5—Performance versus Range Separation: The sim-
ulation conditions are similar to those in Example 4, while two
near-field sources are located at (11◦, 2.9λ) and (11◦, 2.9λ+
Δλ), where Δλ is varied from 0λ to 1.5λ with Δλ = 0.1λ.

Fig. 7 demonstrates the averaged empirical RMSEs of the
estimated location parameters in terms of the range separation.
When the source range increases, the electric angle φk in (5)
will become very small, and the estimation performance of φk
will be an ill-posed problem [23]. Hence the range estimation
performance will become wore from (32), while the DOA es-
timation performance is almost constant, where the estimation
performance is mainly dominated by the number of snapshots
and SNR. Obviously the estimation performance of the proposed
SLONS is effectively improved by using the iteration, and the
SLONS is superior to the WLPM for both DOA and range es-
timation. Additionally the SLONS has similar DOA estimation
performance but poor range estimation performance compared
with the 2D-MUSIC in this empirical scenario.

It should be noted that the empirical RMSEs of the DOA
and range estimates do not decrease monotonically as the range
separation increases. Furthermore the SLONS can be extended
to the multiple far-field sources in presence of unknown nonuni-
form noises, where the source location is characterized only by
the DOA.

VI. CONCLUSION

A new subspace-based method called SLONS was proposed
for localization of multiple near-field sources impinging on a
symmetric uniform linear sensor array in the unknown spatially
additive nonuniform noises. A new pari-matching scheme was
developed, and an oblique projector based alternating iterative
scheme was presented to combat the “saturation behavior” due to
finite number of snapshots. Further the closed-form stochastic
CRB was derived for the localization of near-field sources in
unknown nonuniform noises explicitly. The simulation results
showed that the proposed method has remarkable estimation
performance.

APPENDIX PROOF OF THEOREM 1

The derivation of the CRB will use the following readily-
checked facts (see, e.g., [104])

tr{XY } = vecH(XH)vec(Y ) (A1)

vec{XY Z} = (ZT ⊗X)vec(Y ) (A2)

which hold for any conformable matrices X,Y , and Z. By
using (A1) and (A2), the matrix FIM associated with the data
model in (6) can be expressed as (cf. [101], [102])

FIM = N

(
dy

dαT

)H
(R−T ⊗R−1)

(
dy

dαT

)
(A3)

where y = vec{R} = (A∗ ⊗A)vec(Rs) + vec(Q). By defin-
ing the following two matrices as

G � (R−T/2 ⊗R−1/2)
dy

dζT
(A4)

Δ � (R−T/2 ⊗R−1/2)

[
dy

dρT
,
dy

dσT

]
(A5)
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from (A3), we can obtain

1

N
FIM =

[
GH

ΔH

]
[G,Δ] (A6)

and hence the CRB for the parameter ζ consisting of the DOAs
and ranges of near-field sources under unknown nonuniform
noise environment is given by (cf. [101], [102])

CRB(ζ) =
1

N
FIM−1 =

1

N
(GHΠ⊥

ΔG)−1 (A7)

where Π⊥
Δ = I −ΠΔ, and ΠΔ � Δ(ΔHΔ)−1ΔH , while

ΠΔ and Π⊥
Δ stand for the orthogonal projection matrices onto

the range space of Δ and its orthogonal complement, respec-
tively, and the inversion of partitioned matrices [103] is used
implicitly. Further by partitioning the matrix Δ in (A5) into two
submatrices as

Δ = [V ,U ] (A8)

where

V � (R−T/2 ⊗R−1/2)
dy

dρT
(A9)

U � (R−T/2 ⊗R−1/2)
dy

dσT
. (A10)

Since the matricesΔ and [V ,Π⊥
VU ] have the same range space,

Π⊥
Δ in (A7) is easily given by (cf. [101], [102])

Π⊥
Δ = Π⊥

V −Π⊥
VU(UHΠ⊥

VU)−1UHΠ⊥
V . (A11)

Now by reexpressing the parameter ζ in (38) as ζ = [θT , rT ]T ,
where θ � [θ1, θ2, . . . , θK ]T , and r � [r1, r2, . . . , rK ]T , the
matrix G in (A4) can be rewritten as

G = (R−T/2 ⊗R−1/2)

[
dy

dθT
,
dy

drT

]
= [Gθ,Gr] (A12)

where

Gθ � (R−T/2 ⊗R−1/2)
dy

dθT
(A13)

Gr � (R−T/2 ⊗R−1/2)
dy

drT
. (A14)

Then by substituting (A8)-(A14) into (A7), after some manipu-
lations, we can obtain

CRB(ζ)

=
1

N

(
F −HK−1HT

)−1

=
1

N

[
F θθ −HθK

−1HH
θ , F θr −HθK

−1HH
r

FH
θr −HrK

−1HH
θ , F rr −HrK

−1HH
r

]−1

(A15)

where

F � GHΠ⊥
VG (A16)

H � GHΠ⊥
VU (A17)

K � UHΠ⊥
VU (A18)

while

F θθ � GH
θ Π⊥

VGθ (A19)

F θr � GH
θ Π⊥

VGr (A20)

F rr � GH
r Π⊥

VGr (A21)

Hθ � GH
θ Π⊥

VU (A22)

Hr � GH
r Π⊥

VU (A23)

where the property F rθ = FH
θr is used in (A15).

Further we need to calculate the derivatives of y with respect
to {θk, rk}. First, we consider dy/dθT and dy/drT . Let pk
denote the kth column of signal covariance matrixRs, i.e.Rs =
[p1,p2, . . . ,pK ]. Thus, we have

dR

dθk
= dθkp

H
k AH +Apkdθk (A24)

dR

drk
= drkp

H
k AH +Apkdrk (A25)

Therefore, the kth column of G (i.e, Gθ and Gr) is given by

gθk = vec

(
R−1/2 dR

dθk
R−1/2

)
� vec(Zθk +ZH

θk
) (A26)

grk = vec

(
R−1/2 dR

drk
R−1/2

)
� vec(Zrk +ZH

rk
) (A27)

where

Zθk = R−1/2Apkd
H
θk
R−1/2 (A28)

Zrk = R−1/2Apkd
H
rk
R−1/2 (A29)

Then we consider dy/dρT . The derivation of this part is similar
to the far-field case (e.g., [57]). Thus by using the following
properties

Π⊥
V = Π⊥

(R−1/2A)∗⊗(R−1/2A) (A30)

Π(X⊗Y ) = I ⊗Π⊥
Y +Π⊥

X ⊗ I −Π⊥
X ⊗Π⊥

Y (A31)

From (A26)–(A31), we obtain

Π⊥
V gθk = vec

(
Π⊥
R−1/2AZ

H
θk

+ZθkΠ
⊥
R−1/2A

)
(A32)

Π⊥
V grk = vec

(
Π⊥
R−1/2AZ

H
rk

+ZrkΠ
⊥
R−1/2A

)
(A33)

where the following facts are used

Π⊥
R−1/2AZθk = O(2M+1)×(2M+1) (A34)

Π⊥
R−1/2AZrk = O(2M+1)×(2M+1) (A35)

Finally, from (A19)–(A21) along with (A1), (A26), (A27),
(A32), and (A33), the (i,k)th element of F can be obtained as

(F θθ)i,k = 2Re{tr (ZθiΠ
⊥
R−1/2AZ

H
θk

)} (A36)

(F θr)i,k = 2Re{tr (ZθiΠ
⊥
R−1/2AZ

H
rk

)} (A37)

(F rr)i,k = 2Re{tr (ZriΠ
⊥
R−1/2AZ

H
rk

)} (A38)

Furthermore, we can easily have

R−1/2Π⊥
R−1/2AR

−1/2 = Q−1/2Π⊥
Ã
Q−1/2 � Π̃

⊥
Ã (A39)
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By inserting (A28) and (A29) into (A36)–(A38) and then using
(A39) yields

(F θθ)i,k = 2Re{(dθiΠ̃
⊥
Ãdθk)(p

H
k AHR−1Api) (A40)

(F θr)i,k = 2Re{(dθiΠ̃
⊥
Ãdrk)(p

H
k AHR−1Api) (A41)

(F rr)i,k = 2Re{(driΠ̃
⊥
Ãdrk)(p

H
k AHR−1Api) (A42)

Next, we consider the matrices Hθ and Hr. From (A22)–
(A23) along with (A1), (A2), (A10), (A28), (A29), (A32), (A33),
and (A39), the (i,k)th elements of Hθ and Hr are given by

(Hθ)i,k = 2Re{ẽTmR−1Apid
H
θk
Π̃

⊥
Ãẽm} (A43)

(Hr)i,k = 2Re{ẽTmR−1Apid
H
rk
Π̃

⊥
Ãẽm} (A44)

where the fact dR/dσm = dQ/dσm = ẽmẽTm is used in (A43)
and (A44).

At last, we consider the matrix K in (A18). By using (A1),
(A2), (A10), (A30), (A31), and (A39), we can get the (i, k)th
element of K as follows

(K)i,k = 2Re{ẽTmΠ̃
⊥
ÃẽmẽTmR−1ẽm} − (ẽTmΠ̃

⊥
Ãẽm)2

(A45)

Then, by performing some direct and tedious manipulations,
we easily get

F θθ = 2Re
{
(D̃

H

θ Π⊥
Ã
D̃θ)� (RsÃ

H
R̃

−1
ÃRs)

T
}

(A46)

F θr = 2Re
{
(D̃

H

θ Π⊥
Ã
D̃r)� (RsÃ

H
R̃

−1
ÃRs)

T
}

(A47)

F rθ = 2Re
{
(D̃

H

r Π⊥
Ã
D̃θ)� (RsÃ

H
R̃

−1
ÃRs)

T
}

(A48)

F rr = 2Re
{
(D̃

H

r Π⊥
Ã
D̃r)� (RsÃ

H
R̃

−1
ÃRs)

T
}

(A49)

Hθ = 2Re
{
(D̃

H

θ Π⊥
Ã
)� (R̃

−1
ÃRs)

T
}

(A50)

Hr = 2Re
{
(D̃

H

r Π⊥
Ã
)� (R̃

−1
ÃRs)

T
}

(A51)

K = 2Re
{
Π⊥
Ã
� R̃

−T}−Π⊥
Ã
� (Π⊥

Ã
)T (A52)

where D̃ = [D̃θ, D̃r], D̃θ = Q−1/2Dθ, D̃r = Q−1/2Dr,
Dθ � [dθ1 ,dθ2 , . . . ,dθK ], and Dr � [dr1 ,dr2 , . . . , drK ].

Finally, by substituting (A46)–(A52) into (A15), we can es-
tablish CRB(ζ) in (39) immediately. �

ACKNOWLEDGMENT

The authors would like to thank the anonymous reviewers and
the associate editor Prof. A.-K. Seghouane for their helpful criti-
cism, comments, and suggestions that improved the manuscript.

REFERENCES

[1] S. Haykin and A. Steinhardt, Eds, Adaptive Radar Detection and Esti-
mation. New York, NY, USA: Wiley, 1992.

[2] D. H. Johnson and D. E. Dudgeon, Array Signal Procsssing: Concepts
and Techniques. Englewood, NJ, USA: Prentice Hall, 1993.

[3] S. R. Saunders, Antennas Propagatoin for Wireless Communication
Systems. Chichester, U.K.: Wiley, 1999.

[4] P. R. P. Hoole, Ed., Smart Antennas and Signal Processing for Communi-
cations, Biomedical and Radar Systems. Southampton, U.K.: WIT Press,
2001.

[5] H. L. Van Trees, Optimum Array Processing, Part IV of Detection,
Estimation, and Modulation Theory. New York, NY, USA: Wiley, 2002.

[6] A. Bensky, Wireless Positioning Techniqures and Applications. Mor-
wood, MA, USA: Artech House, 2008.

[7] S. A. Zekavat and R. M. Buehrer, Eds, Handbook of Position Location:
Theory, Practice, and Advances, 2nd Edition. Hoboken, NJ, USA: Wiley-
IEEE Press, 2019.

[8] W. R. Hahn, “Optimum signal processing for passive sonar range and
bearing estimation,” J. Acoust. Soc. Amer., vol. 58, vol. 1, pp. 201–207,
1975.

[9] S. Pasupathy and W. J. Alford, “Range and bearing estimation in pas-
sive sonar,” IEEE Trans. Aerosp. Electron. Syst., vol. AES-16, no. 2,
pp. 244–249, 1980.

[10] Y. Rockah and P. Schultheiss, “Array shape calibration using sources in
unknown locations–Part II: Near-field sources and estimator implemen-
tation,” IEEE Trans. Acoustics, Speech, Signal Process., vol. ASSP-35,
no. 6, pp. 724–735, 1987.

[11] H. Krim and M. Viberg, “Two decades of array signal processing research:
The parametric approach,” IEEE Signal Process. Mag., vol. 13, no. 4,
pp. 67–94, Jul. 1996.

[12] A. Sahin and E. L. Miller, “Object detection using high resolution near-
field array processing,” IEEE Trans. Geosci. Remote Sens., vol. 39, no. 1,
pp. 136–141, Jan. 2001.

[13] C. Rascon and I. Meza, “Localization of sound sources in robotics: A
review,” Robot. Auton. Syst., vol. 96, pp. 184–210, 2017.

[14] A. L. Swindlehurst and T. Kailath, “Passive direction-of-arrival and range
estimation for near-field sources,” in Proc. IEEE 4th ASSP Workshop
Spec. Est. Mod., Minneapolis, MN, USA, Aug. 3–5, 1988, pp. 123–128.

[15] Y. D. Huang and M. Barkat, “Near-field multiple source localization by
passive sensor array,” IEEE Trans. Antennas Propagat., vol. 39, no. 7,
pp. 968–975, Jul. 1991.

[16] A. J. Weiss and B. Friedlander, “Range and bearing estimation using
polynomial rooting,” IEEE J. Oceanic Eng., vol. 18, no. 2, pp. 130–137,
Apr. 1993.

[17] D. Starer and A. Nehorai, “Passive localization of near-field sources by
path following,” IEEE Trans. Signal Process., vol. 42, no. 3, pp. 677–680,
1994.

[18] J. Lee, Y. Chen, and C. Yeh, “A covariance approximation
method for near-field direction-finding using a uniform linear ar-
ray,” IEEE Trans. Signal Process., vol. 43, no. 5, pp. 1293–1298,
May 1995.

[19] J. Lee, C. Lee, and K. Lee, “A modified path-following algorithm using
a known algebraic path,” IEEE Trans. Signal Process., vol. 47, no. 5,
pp. 1407–1409, 1999.

[20] J. C. Chen, R. E. Hudson, and K. Yao, “Maximum-likelihood source
localization and unknown sensor location estimation for wideband sig-
nals in the near-field,” IEEE Trans. Signal Process., vol. 50, no. 8,
pp. 1843–1854, Aug. 2002.

[21] J. H. Lee and C. H. Tung, “Estimating the bearings of near-field cyclosta-
tionary signals,” IEEE Trans. Signal Process., vol. 50, no. 1, pp. 110–118,
Jan. 2002.

[22] E. Boyer, A. Ferreol, and P. Larzabal, “Simple robust bearing-range
source’s localization with curved wavefronts,” IEEE Signal Process.
Lett., vol. 12, no. 6, pp. 457–460, Jun. 2005.

[23] E. Grosicki, K. Abed-Meraim, and Y. Hua, “A weighted linear prediction
method for near-field source localization,” IEEE Trans. Signal Process.,
vol. 53, no. 10, pp. 3651–3660, Oct. 2005.

[24] W. Zhi and M. Y. W. Chia, “Near-field source localization via symmetric
subarrays,” IEEE Signal Process. Lett., vol. 14, no. 6, pp. 409–412,
Jun. 2007.

[25] Y. S. Hsu, K. T. Wong, and L. Yeh, “Mismatch of near-field bearing-
range spatial geometry in source–localization by a uniform linear ar-
ray,” IEEE Trans. Antennas Propag., vol. 59, no. 10, pp. 3658–3667,
Oct. 2011.

[26] L. Kumar and R. M. Hegde, “Near-field acoustic source localization
and beamforming in spherical harmonics domain,” IEEE Trans. Signal
Process., vol. 64, no. 13, pp. 3351–3361, Jul. 2016.

[27] P. Singh, Y. Wang, and P. Chargé, “A correction method for the near
field approximated model based localization techniques,” Digital Signal
Process., vol. 67, pp. 76–80, 2017.

[28] W. Zuo, J. Xin, N. Zheng, and A. Sano, “Subspace-based localization of
far-field and near-field signals without eigendecomposition,” IEEE Trans.
Signal Process., vol. 66, no. 17, pp. 4461–4476, Sep. 2018.

Authorized licensed use limited to: Xian Jiaotong University. Downloaded on September 06,2020 at 00:06:05 UTC from IEEE Xplore.  Restrictions apply. 



4724 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 68, 2020

[29] W. Zuo, J. Xin, W. Liu, N. Zheng, H. Ohmori, and A. Sano, “Localization
of near-field sources based on linear prediction and oblique projection
operator,” IEEE Trans. Signal Process., vol. 67, no. 2, pp. 415–430, 2019.

[30] W. Zuo, J. Xin, H. Ohmori, N. Zheng, and A. Sano, “Subspace-based algo-
rithms for localization and tracking of multiple near-field sources,” IEEE
J. Sel. Topics Signal Process., vol. 13, no. 1, pp. 156–171, Mar. 2019.

[31] B. Friedlander, “Localization of signals in the near-field of an antenna
array,” IEEE Trans. Signal Process., vol. 67, no. 15, pp. 3885–3893,
2019.

[32] V. Varanasi, A. Agarwal, and R.M. Hegde, “Near-field acoustic source
localization using spherical harmonic features,” IEEE/ACM Trans. Audio,
Speech, Language Process., vol. 27, no. 12, pp. 2054–2066, Dec. 2019.

[33] N. Yuen and B. Friedlander, “Performance analysis of higher order ES-
PRIT for localization of near-field sources,” IEEE Trans. Signal Process.,
vol. 46, no. 3, pp. 709–719, Mar. 1998.

[34] Y. Wu, L. Ma, C. Hou, G. Zhang, and J. Li, “Subspace-based method for
joint range and DOA estimation of multiple near-field sources,” Signal
Process., vol. 86, no. 8, pp. 2129–2133, 2006.

[35] G. Bienvenu, “Influence of the spatial coherence of the background
noise on high resolution passive methods,” in Proc. IEEE Int. Conf.
Acoust., Speech, Signal Process., Washington, DC, USA, Apr. 2-4, 1979,
pp. 306–309.

[36] G. Bienvenu and L. Kopp, “Source power estimation method associated
with high resolution bearing estimator,” in Proc. IEEE Int. Conf. Acoust.,
Speech, Signal Process., Atlanta, GA, USA, Mar. 30–Apr. 1, 1981,
pp. 153–156.

[37] G. E. Martin, “Degradation of angular resolution for eigenvectoreigen-
value (EVEV) high resolution processors with inadequate estimation
of noise coherence,” in Proc. IEEE Int. Conf. Acoust., Speech, Signal
Process., San Diego, CA, USA, Mar. 19–21, 1984, pp. 758–761.

[38] A. Paulraj and T. Kailath, “Eigenstructure methods for direction of arrival
estimation in the presence of unknown noise fields,” IEEE Trans. Acoust.,
Speech, Signal Process., vol. ASSP-34, no. 1, pp. 13–20, Feb. 1986.

[39] J. F. Bohme, “Estimation of spectral parameters of correlated signals in
wavefields,” Signal Process., vol. 11, no. 4, pp. 329–337, 1986.

[40] S. Prasad, R. T. Williams, A. K. Mahalanabis, and L. H. Sibul, “A
transform-based covariance differencing approach for some classes of
parameter estimation problems,” IEEE Trans. Acoust., Speech, Signal
Process., vol. 36, no. 5, pp. 631–641, May 1988.

[41] U. Nickel, “On the influence of channel errors on array signal processing
methods,” Int. J. Electron. Comm., vol. 47, no. 4, pp. 209–219, 1993.

[42] B. Friedlander and A. J. Weiss, “On direction finding with unknown noise
covariance,” in Proc. IEEE 28th Asilomar Conf. Signals Syst., Comput.,
vol. 2, Pacific Grove, CA, USA, Oct. 31–Nov. 2, 1994, pp. 780–784.

[43] V.F. Pisarenko, “The retrieval of harmonics from a covariance function,”
Geophys. J. Roy. Astron. Soc., vol. 33, pp. 247–266, 1973.

[44] R. O. Schmidt, “Multiple emitter location and signal parameters esti-
mation,” in Proc. RADC Spectrum Estimation Workshop, Rome, NY,
USA, Oct. 1979, pp. 243–258. Reprint in IEEE Trans. Antennas Propag.,
vol. AP-34, no. 3, pp. 267–280, 1986.

[45] R. Kumaresan and D. W. Tufts, “Estimating the angles of arrival of
multiple plane waves,” IEEE Trans. Aerosp. Electron. Syst., vol. AES-19,
no. 1, pp. 134–139, Jan. 1983.

[46] R. Roy and T. Kailath, “ESPRIT–Estimation of signal parameters via
rotational invariance techniques,” IEEE Trans. Acoust., Speech, Signal
Process., vol. 37, no. 7, pp. 984–995, Jul. 1989.

[47] J. Xin and A. Sano, “Computationally efficient subspace-based method
for direction-of-arrival estimation without eigendecomposition,” IEEE
Trans. Signal Process., vol. 52, no. 4, pp. 876–893, Apr. 2004.

[48] J. P. Le Cadre, “Parametric methods for spatial signal processing in the
presence of unknown colored noise fields,” IEEE Trans. Acoust., Speech,
Signal Process., vol. 37, no. 7, pp. 965–983, Jul. 1989.

[49] P. Stoica, M. Viberg, and B. Ottersten, “Instrumental variable approach to
array processing in spatially correlated noise fields,” IEEE Trans. Signal
Process., vol. 42, no. 1, pp. 121–133, Jan. 1994.

[50] H. Ye and D. DeGroat, “Maximum likelihood DOA estimation and
asymptotic Cramér-Rao bounds for additive unknown colored noise,”
IEEE Trans. Signal Process., vol. 43, no. 4, pp. 938–949, 1995.

[51] V. Nagesha and S. Kay, “Maximum likelihood estimation for array
processing in colored noise,” IEEE Trans. Signal Process., vol. 44, no. 2,
pp. 169–180, Feb. 1996.

[52] M. Viberg, P. Stoica, and B. Ottersten, “Array processing in correlated
noise fields based on instrumental variables and subspace fitting,” IEEE
Trans. Signal Process., vol. 443, no. 5, pp. 1187–1199, May 1995.

[53] M. Viberg, P. Stoica, and B. Ottersten, “Maximum likelihood array pro-
cessing in spatially correlated noise fields using parameterized signals,”
IEEE Trans. Signal Process., vol. 45, no. 4, pp. 996–1004, Apr. 1997.

[54] W.-J. Zeng, X.-L. Li, and X.-D. Zhang, “Direction-of-arrival estimation
based on the joint diagonalization structure of multiple fourth-order cu-
mulant matrices,” IEEE Signal Process. Lett., vol. 16, no. 3, pp. 164–167,
Mar. 2009.

[55] T. Li and A. Nehorai, “Maximum likelihood direction finding in spatially
colored noise fields using sparse sensor arrays,” IEEE Trans. Signal
Process., vol. 59, no. 3, pp. 1048–1062, 2011.

[56] A. B. Gershman, A. L. Matveyev, and J. F. Böhme, “Maximum likelihood
estimation of signal power in sensor array in the presence of unknown
noise field,” lEE Proc.–Radar, Sonar, Navig., vol. 142, no. 5, pp. 218–224,
1995.

[57] M. Pesavento and A.B. Gershman, “Maximum-likelihood direction-of-
arrival estimation in the presence of unknown nonuniform noise,” IEEE
Trans. Signal Process., vol. 49, no. 7, pp. 1310–1324, 2001.

[58] A. M. Zoubir and S. Aouada, “High resolution estimation of directions
of arrival in nonuniform noise,” in Proc. IEEE Int. Conf. Acoust., Speech,
Signal Process., vol. 2, Montreal, Canada, May 17–21, 2004, pp. 85–88.

[59] S. A. Vorobyov, A. B. Gershman, and K. M. Wong, “Maximum likeli-
hood direction-of-arrival estimation in unknown noise fields using sparse
sensor arrays,” IEEE Trans. Signal Process., vol. 53, no. 1, pp. 34–43,
Jan. 2005.

[60] D. Madurasinghe, “A new DOA estimator in nonuniform noise,” IEEE
Signal Process. Lett., vol. 12, no. 4, pp. 337–339, Apr. 2005.

[61] Y. Wu, C. Hou, G. Liao, and Q. Guo, “Direction-of-arrival estimation in
the presence of unknown nonuniform noise fields,” IEEE J. Ocean. Eng.,
vol. 31, no. 2, pp. 504–510, Apr. 2006.

[62] C. Qi, Z. Chen, Y. Wang, and Y. Zhang, “DOA estimation for coherent
sources in unknown nonuniform noise fields,” IEEE Trans. Aerosp.
Electron. Syst., vol. 43, no. 3, pp. 1195–1204, Jul. 2007.

[63] C. E. Chen, F. Lorenzelli, R. E. Hudson, and K. Yao, “Stochastic
maximum-likelihood DOA estimation in the presence of unknown
nonuniform noise,” IEEE Trans. Signal Process., vol. 56, no. 7,
pp. 3038–3044, Jul. 2008.

[64] L. Lu, H.-C. Wu, K. Yan, and S.S. Iyengar, “Robust expectation-
maximization algorithm for multiple wideband acoustic source local-
ization in the presence of nonuniform noise variances,” IEEE Sens. J.,
vol. 11, no. 3, pp. 536–544, 2011.

[65] A.-K. Seghouane, “A Kullback-Leibler methodology for unconditional
ML DOA estimation in unknown nonuniform noise,” IEEE Trans. Aerosp.
Electron. Syst., vol. 47, no. 4, pp. 3012–3021, Oct. 2011.

[66] B. Liao, S. Chan, L. Huang, and C. Guo, “Iterative methods for subspace
and DOA estimation in nonuniform noise,” IEEE Trans. Signal Process.,
vol. 64, no. 12, pp. 3008–3020, Jun. 2016.

[67] B. Liao, L. Huang, C. Guo, and H. C. So, “New approaches to direction-
of-arrival estimation with sensor arrays in unknown nonuniform noise,”
IEEE Sensors J., vol. 16, no. 24, pp. 8982–8989, Dec. 2016.

[68] M. Esfandiari, S. A. Vorobyov, S. Alibani, and M. Karimi, “Non-iterative
subspace-based DOA estimation in the presence of nonuniform noise,”
IEEE Signal Process. Lett., vol. 26, no. 6, pp. 848–852, Jun. 2019.

[69] Q. Shen, H. Wan, and B. Liao, “A sparse representation based method
for DOA estimation based in nonuniform noise,” presented at the IEEE
23rd Int. Conf. Digital Signal Process., Shanghai, China, Nov. 19–21,
2018.

[70] Y. Zhu, X. Wang, L. Wan, M. Huang, W. Feng, and J. Wang, “Unitary low-
rank matrix decomposition for DOA estimation in nonuniform noise,”
presented at the IEEE 23rd Int. Conf. Digital Signal Process., Shanghai,
China, Nov. 19–21, 2018.

[71] Y. Wang, X. Yang, J. Xie, L. Wang, and B.W.-H. Ng, “Sparsity-inducing
DOA estimation of coherent signals under the coexistence of mutual
coupling and nonuniform noise,” IEEE Access, vol. 7, pp. 40271–40278,
2019.

[72] W. Tan and X. Feng, “Covariance matrix reconstruction for direction
finding with nested arrays using iterative reweighted nuclear norm min-
imization,” Int. J. Antennas Propag., vol. 2019, 2019, Art. no. 7657898.

[73] X. Wang, Y. Zhu, M. Huang, J. Wang, L. Wan, and G. Bi, “Unitary matrix
completion-based DOA estimation of noncircular signals in nonuniform
noise,” IEEE Access, vol. 7, pp. 73719–73728, 2019.

[74] H. Wang, L. Wan, M. Dong, K. Ota, and X. Wang, “Assistant vehicle
localization based on three collaborative base stations via SBL-based
robust DOA estimation,” IEEE Int. Things J., vol. 6, no. 3, pp. 5766–5777,
2019.

Authorized licensed use limited to: Xian Jiaotong University. Downloaded on September 06,2020 at 00:06:05 UTC from IEEE Xplore.  Restrictions apply. 



ZUO et al.: SUBSPACE-BASED NEAR-FIELD SOURCE LOCALIZATION IN UNKNOWN SPATIALLY NONUNIFORM NOISE ENVIRONMENT 4725

[75] G. Jiang, M. Wang, X. Mao, C. Qian, Y. Liu, and A. Nehorai, “Un-
derdetermined direction-of-arrival estimation using difference coarray
in the presence of unknown nonuniform noise,” IEEE Access, vol. 7,
pp. 157643–15654, 2019.

[76] N. Guzey, H. Xu, and S. Jagannathan, “Localization of near-field sources
in spatially colored noise,” IEEE Trans. Instrum. Meas., vol. 64, no. 8,
pp. 2302–2311, Aug. 2015.

[77] K. Wang, L. Wang, J.-R. Shang, and X.-X. Qu, “Mixed near-field and far-
field source localization based on uniform linear array partition,” IEEE
Sensors J., vol. 16, no. 22, pp. 8083–8090, Nov. 2016.

[78] J. Song, H. Tao, J. Xie, and C. Sun, “Mixed far-field and near-field source
localization algorithm via sparse subarrays,” Int. J. Antennas Propag., vol.
2018, Art. no. 3237167, 2018.

[79] K. Wang, L. Wang, Z. Zhang, and J. Xie, “Algebraic algorithm for mixed
near-field and far-field sources classification and localization,” Prog.
Electromagn. Res., vol. 83, pp. 125–136, 2018.

[80] A. M. Molaei, B. Zakeri, and S. M. H. Andargoli, “Passive localization
and classification of mixed near-field and far-field sources based on high-
order differencing algorithm,” Signal Process., vol. 157, pp. 119–130,
2019.

[81] A. M Molaei, A. Ramezani-Varkani, and M. R. Soheilifar, “A pure
cumulant-based method with low computational complexity for classi-
fication and localization of multiple near and far field sources using a
symmetric array,” Prog. Electromagn. Res., vol. 96, pp. 123–138, 2019.

[82] A. M. Molaei, B. Zakeri, and S. M. H. Andargoli, “Components separa-
tion algorithm for localization and classification of mixed near-field and
far-field sources in multipath propagation,” IEEE Trans. Signal Process.,
vol. 68, pp. 404–419, 2020.

[83] A. M. Molaei, B. Zakeri, and S. M. H. Andargoli, “High-performance
localization of mixed fourth-order stationary sources based on a spa-
tial/temporal full ESPRIT-like method,” Signal Process., vol. 171, Art.
107468, 2020.

[84] J. Qing, C. Jin-fang, and X. Da-wei, “Research on high-order cumulant
ESPRIT algorithm based on single AVS,” in Proc. 1st Int. Conf. Electr.
Instru. Inf. Systems, Harbin, China, Jun. 3–5, 2017.

[85] W. Zuo, J. Xin, N. Zheng, and A. Sano, “Subspace-based localization
of near-field signals in unknown nonuniform noise,” in Proc. IEEE
10th Sensor Array Multichannel Signal Process. Workshop, pp. 247–251,
Sheffield, UK, Jul. 8–11, 2018.

[86] R. T. Behrens and L. L Scharf, “Signal processing applications of
oblique projection operators,” IEEE Trans. Signal Process., vol. 42, no. 6,
pp. 1413-1424, Jun. 1994.

[87] H. C. So, “Source localization: Algorthim and analysis,” in Proc. Hand-
book of Position Location: Theory, Practice, Advances, 2nd Ed. Hoboken,
NJ: Wiley-IEEE Press, 2019.

[88] K. C. Ho and M. Sun, “Passive sources ocalization using time differences
of arrival and gain rtatios of arrival,” IEEE Trans. Signal Process., vol. 56,
no. 2, pp. 464–477, Feb. 2008.

[89] Y. Wang and K.C. Ho, “TDOA positioning irrespective of source range,”
IEEE Trans. Signal Process., vol. 65, no. 6, pp. 1447–1460, Mar. 2017.

[90] Y. Sun, K. C. Ho, and Q. Wan, “Solution and analysis of TDOA local-
ization of a near or distant source in closed form,” IEEE Trans. Signal
Process., vol. 67, no. 2, pp. 320–335, Jan. 2019.

[91] H. Tao, J. Xin, J. Wang, N. Zheng, and A. Sano, “Two-dimensional
direction estimation for a mixture of noncoherent and coherent signals,”
IEEE Trans. Signal Process., vol. 63, no. 2, pp. 318–333, Jan. 2015.

[92] W. Liu, W. Zuo, J. Xin, N. Zheng, and A. Sano, “Localization of near-field
signals based on linear prediction and oblique projection operator,” in
Proc. 26th Europ. Sig. Process. Conf., pp. 341–345, Rome, Italy, Sep.
3–7, 2018.

[93] W. Zuo, J. Xin, N. Zheng, and A. Sano, “New subspace-based method for
localization of multiple near-field signals and statistical analysis,” in Proc.
IEEE 52nd Asilomar Conf. Signals, Systems, Computers, pp. 1152–1156,
Pacific Grove, CA, Oct. 28–31, 2018.

[94] J. Xie, H. Tao, X. Rao, and J. Su, “Comments on ‘Near-field source
localization via symmetric subarrays,”’ IEEE Signal Process. Lett.,
vol. 22, no. 5, pp. 643 644, May 2015.

[95] P. Stoica and A. Nehorai, “MUSIC, maximum likelihood, and Cramer-
Rao bound,” IEEE Trans. Acoust., Speech, Signal Process., vol. 37, no. 5,
pp. 720–741, May 1989.

[96] M. N. El Korso, R. Boyer, A. Renaux, and S. Marcos, “Conditional
and unconditional Cramér-Rao bounds for near-field source localization,”
IEEE Trans. Signal Process., vol. 58, no. 5, pp. 2901–2907, 2010.

[97] Y. Begriche, M. Thameri, and K. Abed-Meraim, “Exact Cramer Rao
bound for near field source localization,” in Proc. 11th Int. Conf. Inf. Sci.,
Signal Process. Appl., pp. 718–721, Montreal, Canada, Jul. 2–5, 2012.

[98] J. P. Delmas and H. Gazzah, “CRB analysis of near-field source local-
ization using uniform circular arrays,” in Proc. IEEE Int. Conf. Acoust.,
Speech, Signal Process., pp. 3996–4000, Vancouver, Canada, May 26–
31, 2013.

[99] H. Gazzah and J. P. Delmas, “CRB-based design of linear antenna arrays
for near-field source localization,” IEEE Trans. Antennas Propagat.,
vol. 62, no. 4, pp. 1965–1974, 2014.

[100] A. B. Gershman, M. Pesavento, P. Stoica, and E. G. Larsson, “The
stochastic CRB for array processing in unknown noise fields,” in Proc.
IEEE Int. Conf. Acoust., Speech, Signal Process., pp. 2989–2992, vol. 5,
Salt Lake City, UT, May 7–11, 2001.

[101] A. B. Gershman, P. Stoica, M. Pesavento, and E. G. Larsson, “Stochastic
Cramér–Rao bound for direction estimation in unknown noise fields,”
IEE Proc.-Radar Sonar Nav., vol. 149, no. 1, pp. 2–8, 2002.

[102] P. Stoica, E. G. Larsson, and A. B. Gershman, “The stochastic CRB for
array processing: A textbook derivation,” IEEE Signal Process. Lett.,
vol. 8, no. 5, pp. 148–150, May 2001.

[103] G. H. Golub and C. F. Van Loan, Matrix Computations, 2nd Ed. Balti-
more, MD: John Hopkins Univ. Press, 1989.

[104] A. Graham, Kronecker Products Matrix Calculus with Applications. New
York: Wiley, 1981.

[105] M. Malek-Mohammadi, M. Jansson, A. Owrang, A. Koochakzadeh, and
M. Babaie-Zadeh, “DOA estimation in partially correlated noise using
low-rank/sparse matrix decomposition,” in Proc. IEEE 8th Sensor Array,
Multichannel Signal Process. Workshop, pp. 373–376, A Coruna, Spain,
Jun. 22–25, 2014.

[106] B. Liao, C. Guo, L. Huang, and J. Wen, “Matrix completion based
direction-of-arrival estimation in nonuniform noise,” in Proc. IEEE
Int. Conf. Digital Signal Process., pp. 66–69, Beijing, China, Oct. 16–
18, 2016.

[107] B. Liao, C. Guo, and H. C. So, “Direction-of-arrival estimation in
nonuniform noise via low-rank matrix decomposition,” in Proc. 22nd
Int. Conf. Digital Signal Process., London, U.K., Aug. 23–25, 2017.

[108] M. Wax, “Detection and localization of multiple sources in noise with
unknown covariance,” IEEE Trans. Signal Process., vol. 40, no. 1,
pp. 245–249, Jan. 1992.

[109] K. M. Wong, J. P. Reilly, Q. Wu, and S. Qiao, “Estimation of the directions
of arrival of signals in unknown correlated noise, Part I: The MAP
approach and its implementation,” IEEE Trans. Signal Process., vol. 40,
no. 8, pp. 2007–2017, Aug. 1992.

[110] Q. Wu, K. M. Wong, and J. P. Reilly, “Maximum likelihood direction-
finding in unknown noise environments,” IEEE Trans. Signal Process.,
vol. 42, no. 4, pp. 980–983, Apr. 1994.

[111] B. Friedlander and A. J. Weiss, “Direction finding using noise covariance
modeling,” IEEE Trans. Signal Process., vol. 43, no. 7, pp. 1557–1567,
Jul. 1995.

[112] B. Goransson and B. Ottersten, “Direction estimation in partially un-
known noise fields,” IEEE Trans. Signal Process., vol. 47, no. 9,
pp. 2375–2385, Sep. 1999.

[113] M. Agrawal and S. Prasad, “A modified likelihood function approach to
DOA estimation in the presence of unknown spatially correlated Gaussian
noise using a uniform linear array,” IEEE Trans. Signal Process., vol. 48,
no. 10, pp. 2743–2749, Oct. 2000.

[114] N. Tayem, H. M. Kwon, S. Min, and D. H. Kang, “Covariance matrix
differencing for coherent source DOA estimation under unknown noise
field,” in Proc. IEEE 64th Veh. Technol. Conf., Montral, Canada, Sep.
25–28, 2006.

Weiliang Zuo (Member, IEEE) received the B.E.
degree in electrical engineering and the Ph.D. de-
gree in control science and engineering, from Xi’an
Jiaotong University, Xi’an, China, in 2010 and 2018,
respectively.

During 2016 to 2017, he was a visiting Ph.D.
student in the School of Electrical and Computer En-
gineering at Georgia Institute of Technology (Georgia
Tech). He is currently an Assistant Professor in the
College of Artificial Intelligence, Xi’an Jiaotong Uni-
versity. His current research interests include array

and statistical signal processing, pattern recognition, and medical imaging
processing.

Authorized licensed use limited to: Xian Jiaotong University. Downloaded on September 06,2020 at 00:06:05 UTC from IEEE Xplore.  Restrictions apply. 



4726 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 68, 2020

Jingmin Xin (Senior Member, IEEE) received the
B.E. degree in information and control engineering
from Xi’an Jiaotong University, Xi’an, China, in
1988, and the M.S. and Ph.D. degrees in electrical
engineering from Keio University, Yokohama, Japan,
in 1993 and 1996, respectively.

From 1988 to 1990, he was with the Tenth Institute
of Ministry of Posts and Telecommunications (MPT)
of China, Xi’an. He was with the Communications
Research Laboratory, Japan, as an Invited Research
Fellow of the Telecommunications Advancement Or-

ganization of Japan (TAO) from 1996 to 1997 and as a Postdoctoral Fellow of
the Japan Science and Technology Corporation (JST) from 1997 to 1999. He
was also a Guest (Senior) Researcher with YRP Mobile Telecommunications
Key Technology Research Laboratories Company, Limited, Yokosuka, Japan,
from 1999 to 2001. From 2002 to 2007, he was with Fujitsu Laboratories
Limited, Yokosuka, Japan. Since 2007, he has been a Professor at Xi’an Jiaotong
University. His research interests are in the areas of adaptive filtering, statistical
and array signal processing, system identification, and pattern recognition.

Nanning Zheng (Fellow, IEEE) graduated from the
Department of Electrical Engineering, Xi’an Jiaotong
University, Xi’an, China, in 1975, and received the
M.S. degree in information and control engineering
from Xi’an Jiaotong University in 1981 and the Ph.D.
degree in electrical engineering from Keio University,
Yokohama, Japan, in 1985.

He joined Xi’an Jiaotong University in 1975, and is
currently a Professor and the Director of the Institute
of Artificial Intelligence and Robotics, Xi’an Jiaotong
University. His research interests include computer

vision, pattern recognition and image processing, and hardware implementation
of intelligent systems.

Dr. Zheng became a member of the Chinese Academy of Engineering in 1999,
and he is the Chinese Representative on the Governing Board of the International
Association for Pattern Recognition. He also serves as an Executive Deputy
Editor of the Chinese Science Bulletin.

Hiromitsu Ohmori (Member, IEEE) received the
B.E., M.E., and Ph.D. degrees in electrical engineer-
ing from Keio University, Yokohama, Japan, in 1983,
1985 and 1988, respectively. In April 1988, he be-
came an Instructor with the Department of Electrical
Engineering, Keio University, where he became an
Assistant Professor in April 1991. In April 1996,
he became an Associate Professor with the Depart-
ment of System Design Engineering, Keio University,
where he is currently a Professor. In April 2020, he
became a Guest Professor of Hiroshima University.

His research interests are in the field of adaptive control, robust control, nonlinear
control, and their applications. He is member of the SICE, ISCIE, IEE, IEICE,
and EICA.

Akira Sano (Member, IEEE) received the B.E., M.S.,
and Ph.D. degrees in mathematical engineering and
information physics from the University of Tokyo,
Japan, in 1966, 1968, and 1971, respectively.

In 1971, he joined the Department of Electrical En-
gineering, Keio University, Yokohama, Japan, where
he was a Professor with the Department of System
Design Engineering till 2009. He is currently Pro-
fessor Emeritus of Keio University. He has been a
member of Science Council of Japan since 2005. He
was a Visiting Research Fellow at the University of

Salford, Salford, U.K., from 1977 to 1978. He is the coauthor of the textbook
State Variable Methods in Automatic Control (Wiley, 1988). His current research
interests are in adaptive modeling and design theory in control, signal processing
and communication, and applications to control of sounds and vibrations,
mechanical systems, and mobile communication systems.

Dr. Sano is a Fellow of the Society of Instrument and Control Engineers and
is a Member of the Institute of Electrical Engineering of Japan and the Institute
of Electronics, Information and Communications Engineers of Japan. He was
General Co-Chair of 1999 IEEE Conference of Control Applications and an IPC
Chair of 2004 IFAC Workshop on Adaptation and Learning in Control and Signal
Processing. He was the Chair of IFAC Technical Committee on Modeling and
Control of Environmental Systems from 1996 to 2001. He has also been Vice
Chair of IFAC Technical Committee on Adaptive Control and Learning since
1999 and the Chair of IFAC Technical Committee on Adaptive and Learning
Systems since 2002. He was also on the Editorial Board of Signal Processing.
He was the recipient of the Kelvin Premium from the Institute of Electrical
Engineering in 1986.

Authorized licensed use limited to: Xian Jiaotong University. Downloaded on September 06,2020 at 00:06:05 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


