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Abstract—Continual learning is a promising machine learning
paradigm to learn new tasks while retaining previously learned
knowledge over streaming training data. Till now, rehearsal-based
methods, keeping a small part of data from old tasks as a memory
buffer, have shown good performance in mitigating catastrophic
forgetting for previously learned knowledge. However, most of
these methods typically treat each new task equally, which may
not adequately consider the relationship or similarity between old
and new tasks. Furthermore, these methods commonly neglect
sample importance in the continual training process and result
in sub-optimal performance on certain tasks. To address this
challenging problem, we propose Relational Experience Replay
(RER), a bi-level learning framework, to adaptively tune task-
wise relationships and sample importance within each task to
achieve a better ‘stability’ and ‘plasticity’ trade-off. As such,
the proposed method is capable of accumulating new knowledge
while consolidating previously learned old knowledge during
continual learning. Extensive experiments conducted on three
benchmark image datasets (CIFAR-10, CIFAR-100, and Tiny
ImageNet) and two text datasets (20News and DBpedia) show that
the proposed method can consistently improve the performance
of all baselines and surpass current state-of-the-art methods.

Index Terms—Continual learning, stability-plasticity dilemma,
bi-level optimization.

I. INTRODUCTION

DEEP neural networks have demonstrated remarkable per-
formance across a wide range of machine learning tasks,

including classification [1]–[3], semantic segmentation [4]–[6],
and object detection [7]–[9]. Nonetheless, these models often
face challenges in continual learning (CL) scenarios, where
knowledge accumulates incrementally from data generated by
a non-stationary distribution. Specifically, the models tend to
overwrite previously acquired knowledge whenever new tasks
come in, resulting in catastrophic forgetting [10], which poses
a significant challenge in continual learning.
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Fig. 1. Illustration of two main factors affecting stability and plasticity in
continual learning: (i) The relationship between the new and old tasks varies
dynamically. For example, the class ‘bird’ of task 2 is semantic-related to
the ‘airplane’ of task 1 due to the closer distance between these two clusters
in the latent space. (ii) The importance of data points within each class is
different for model training. The samples with blue borders, located around
the classification boundary, are more difficult/beneficial for the classification
than other samples.

Recently, various CL methods have been proposed to alle-
viate the catastrophic forgetting problem. Existing algorithms
for CL can be roughly divided into three categories [11]:
1) Model-based approaches [12]–[16], which dynamically
modify the architecture of the model to handle the new task
and use specific model structures for different tasks in the
testing phase; 2) Regularization-based approaches [17]–[21],
which commonly impose constraints to maintain the model
parameters that are relatively important for previously learned
tasks; 3) Rehearsal-based approaches [22]–[30], which store
a small subset of examples from previously learned tasks in
a memory buffer and replay them during the learning of new
tasks. In this study, we mainly focus on exploring the potential
of rehearsal-based methods, as they have shown relatively
stable and effective performance in addressing the catastrophic
forgetting in continual learning.

Rehearsal-based methods aim to strike an appropriate bal-
ance between learning new information and retaining previous
knowledge, which is referred to as the ‘stability-plasticity’
dilemma [31]. Many rehearsal-based methods, such as Ex-
perience Replay (ER) [22], [23] and DER++ [26], primarily
concentrate on leveraging stored information from previous
tasks to mitigate model forgetting during the training of new
tasks. However, these approaches have paid limited attention
to modeling the intricate relationships between tasks. For
example, the loss function of ER is the sum of the losses
of incoming new task samples and old task ones stored in the
memory buffer: Lnew + λLold, where λ is a hyperparameter
and it is often tuned manually by grid search at the beginning
of the training process to balance the trade-off between sta-
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bility and plasticity. This trade-off hyperparameter generally
necessitates careful pre-specification to ensure a stable training
tendency throughout the entire continual learning process.

Actually, as shown in Fig. 1, under the settings of CL, the
data streaming of new tasks inclines to induce the continual
variation of data distribution. Therefore, the relationship be-
tween old and new tasks dynamically varies throughout the
learning process. Taking image recognition as an example,
the knowledge extracted from previous tasks (e.g., cats) may
be heavily influenced by semantically similar new tasks (e.g.,
dogs), but less affected by unrelated ones (e.g., automobiles).
Obviously, the continual model should be capable of adjusting
its focus in real-time between prioritizing stability in old tasks
and accommodating plasticity to adapt to new tasks as their re-
lationship evolves. However, it is difficult for existing methods
to model such a complicated task-wise relationship by simply
tuning and fixing hyperparameters at the beginning of network
training. Moreover, previous studies do not extensively con-
sider another intrinsic factor, i.e., sample importance within
the same class for feature representation learning. Concretely,
easy-to-learn samples contain more representative knowledge
for each class, while the ‘hard’ ones, located around decision
boundaries for classification, can contribute to the learning of
the classifier [32] (refer to Fig. 1). From this perspective, it is
essential to model the relationship between new and old tasks
and sample importance within the same class.

To this end, we propose Relational Experience Replay
(RER), a bi-level learning framework to couple the afore-
mentioned complicated task relationship and sample impor-
tance. Concretely, the inner-loop optimization problems aim
to address the ‘plasticity’ by leveraging the examples from the
newly coming task, while the outer-loop optimization problem
of RER aims to address ‘stability’ by minimizing the empirical
risk of a batch of balanced data (including samples from
the memory buffer and new tasks). To fully leverage training
samples by considering the inter-task relationship and sample
importance, we design an explicit weighting function parame-
terized by a lightweight neural network (dubbed Relation Re-
play Net, or RRN). RRN maps pairwise abstract information
of samples from new and old tasks to their corresponding loss
weights. We theoretically prove that the RRN is updated based
on the similarity of the average gradient between classes in the
outer-loop optimization, indicating that our proposed RER can
implicitly model task-wise relationships. We conduct extensive
experiments on different benchmark datasets, and the results
consistently demonstrate improvements over various baselines
for rehearsal-based continual learning methods. In summary,
our contributions are mainly four-fold:

1) The proposed method takes two factors, i.e., task relation-
ship across the whole continual learning process and sample
importance within each class, into account for sample weight
assignment. Such a design facilitates the model to deal with
the ‘stability-plasticity’ dilemma that plagues the continual
learning paradigm.

2) We theoretically prove that the proposed method can
implicitly model the task relationship. Specifically, the updat-
ing formulation of the Relation Replay Net depends on the
similarity between the gradient of each training sample and the

averaged gradient of each class stored in the memory buffer.
3) As far as we know, in the continual learning problem, we

are the first to propose an automated sample weighting strategy
to adaptively assign a reasonable weight to each sample from
the new and old tasks, which is more flexible than existing
approaches based on manual tuning.

4) The proposed method can be applied to various
rehearsal-based continual learning baselines and consistently
improves their performance under various settings.

This paper is organized as follows. Section II provides a
review of some related works and Section III briefly introduces
the setting and necessary notations for continual learning.
Section IV presents the proposed RER method in detail.
Section V then provides the experiments and analysis of our
method. The paper is finally concluded in Section VI.

II. RELATED WORK

A. Continual Learning
Rehearsal-based Methods. The primary mechanism under-
lying rehearsal-based methods [22]–[29], [33] is using the
information of data from old tasks to prevent forgetting
while training new tasks. Specifically, these methods typically
involve saving a portion of data samples from old tasks
as a memory buffer, which is subsequently used alongside
new incoming data samples to train the model. For example,
GEM [25] formulates a quadratic programming problem to
enforce orthogonality between the optimization direction for
a new task and those previously stored in the memory buffer
during training. A-GEM [34] relaxes the constraints in GEM
by only restricting the dot product of the new and old
sample gradients to be non-negative, so as to improve the
computational efficiency of the algorithm. iCaRL [24] stores
the most representative samples, i.e., located around the class
center in the latent space as the memory buffer, and uses the
Nearest Class Mean (NCM) classifier to mitigate the impact
of feature representation changes. Rainbow Memory [28]
constructs the memory buffer by sampling more representative
samples, determined based on the prediction confidence of the
data after applying various augmentations. In addition to the
ground truth labels, DER++ [26] also saves data probabilities
yielded by the model from previous epochs in the memory
buffer as soft labels, which are used for distillation to further
prevent forgetting. On the flip side, rehearsal-based methods
commonly lead to class imbalance problems, as they rely
on a small memory buffer to store a limited number of
examples from old tasks. To address this problem, LUCIR [33]
normalizes the predicted logits and imposes constraints on the
features to correct the imbalance problem between new and old
samples. ER-ACE [29] calculates the loss function of the new
and old tasks independently to alleviate the mutual interference
between them.
Other Continual Learning Methods. Model-based ap-
proaches [12]–[16], [35] aim to enhance the model’s adaptabil-
ity to new tasks by automatically modifying its architecture.
Despite their impressive performance in simulation experi-
ments, these methods are known to pose challenges in training
and optimization, often requiring significant computational re-
sources. For example, PNN [12] saves all networks of previous
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tasks to avoid forgetting, which often occupies a large memory
buffer and needs to train another network for the new task.
Regularization-based approaches [17]–[21], [36] design dif-
ferent constraints to prevent changing important parameters of
previous tasks during training new tasks. Typically, EWC [17]
limits the updating of important parameters, which are selected
by the Fisher matrix from a Bayesian perspective. SI [19]
determines important parameters by evaluating the impact
of parameter changes on the loss function. LwF [18] saves
previous model predictions of new task samples as soft labels
to distill the extracted knowledge. Despite their simplicity
and effectiveness, these approaches also face challenges such
as hyper-parameter tuning and sensitivity to the choice of
regularization parameters. Besides, continual learning is also
applicable to various realistic problems, such as semantic seg-
mentation [37]–[39], few-shot learning [40]–[42], and emotion
detection [43], [44], etc. For more details, we recommend
referring to the literature provided in [11], [45].

B. Sample Weighting Strategy

In terms of sample weighting, our method is closely related
to L2RW [46] and Meta Weight Net (MW-Net) [47]. These
approaches involve training a classification network on a noisy
label dataset and being optimized through a meta-learning
strategy to mitigate the impact of noisy labels. This meta-
learning process is guided by a small clean dataset, referred
to as the meta set. However, the challenges posed by CL are
different from those of the noisy label problem. Specifically,
the unstable data flow and severe catastrophic forgetting
make it challenging to directly apply these sample weighting
methods to CL. To mitigate this problem, we propose a novel
pairwise sample weighting strategy to model task relationships
and it does not require any additional high-quality data as
the meta set like L2RW or MW-Net due to the limitation of
continual learning settings. To our knowledge, this should be
the first work to use the automatic sample weighting strategy
for continual learning.

III. PRELIMINARIES

In this section, we briefly introduce the settings of the
continual learning problem and two main rehearsal-based
baselines. In continual learning, the model f is required to
learn a stream of tasks T = {D1,D2, · · · } and for each task
Dt, only a few samples can be stored in a memory bufferM,
where the buffer size is denoted as M . Typically, the model
f : X → RCt is a classification neural network parameterized
by θ, where Ct denotes the total number of classes across tasks
1 to t. In this study, we mainly focus on the Class Incremental
(Class-IL) and Task Incremental (Task-IL) settings of continual
learning. Specifically, in Task-IL, the task boundary is clear,
i.e., the task ID t is known during both training and testing
phases. Therefore, the model can feed the input data to the
corresponding task-specific classifier using masks [26] based
on its task ID. Conversely, Class-IL is more challenging as the
task ID remains inaccessible.

𝑔𝑔𝑀𝑀

𝑔𝑔𝐷𝐷

𝜆𝜆𝑀𝑀𝑔𝑔𝑀𝑀

𝜆𝜆𝐷𝐷𝑔𝑔𝐷𝐷
𝜃𝜃𝑡𝑡

𝜃𝜃𝑡𝑡+1

�𝜃𝜃𝑡𝑡+1

𝑔𝑔𝑖𝑖

𝑔𝑔𝑗𝑗

𝜆𝜆𝑖𝑖𝑔𝑔𝑖𝑖

𝜆𝜆𝑗𝑗𝑔𝑔𝑗𝑗𝜃𝜃𝑡𝑡

𝜃𝜃𝑡𝑡+1

�𝜃𝜃𝑡𝑡+1

𝑔𝑔𝐷𝐷

𝑔𝑔𝑀𝑀

𝜆𝜆𝐷𝐷𝑔𝑔𝐷𝐷

𝜆𝜆𝑀𝑀𝑔𝑔𝑀𝑀𝜃𝜃𝑡𝑡

𝜃𝜃𝑡𝑡+1

�𝜃𝜃𝑡𝑡+1

(a)𝑔𝑔𝑀𝑀

𝑔𝑔𝐷𝐷

𝜆𝜆𝑀𝑀𝑔𝑔𝑀𝑀

𝜆𝜆𝐷𝐷𝑔𝑔𝐷𝐷
𝜃𝜃𝑡𝑡

𝜃𝜃𝑡𝑡+1

�𝜃𝜃𝑡𝑡+1

𝑔𝑔𝑖𝑖

𝑔𝑔𝑗𝑗

𝜆𝜆𝑖𝑖𝑔𝑔𝑖𝑖

𝜆𝜆𝑗𝑗𝑔𝑔𝑗𝑗𝜃𝜃𝑡𝑡

𝜃𝜃𝑡𝑡+1

�𝜃𝜃𝑡𝑡+1

𝑔𝑔𝐷𝐷

𝑔𝑔𝑀𝑀

𝜆𝜆𝐷𝐷𝑔𝑔𝐷𝐷

𝜆𝜆𝑀𝑀𝑔𝑔𝑀𝑀𝜃𝜃𝑡𝑡

𝜃𝜃𝑡𝑡+1

�𝜃𝜃𝑡𝑡+1
(b)

Fig. 2. Illustration of sample weights modeling (a) task relationships and (b)
sample importance during training. Here, gD and gM represent gradients of
new and old tasks, with λD and λM denoting their corresponding weights.
Similarly, gi and gj are gradients of xi and xj , with λi and λj denoting
their corresponding weights.

A. Experience Replay (ER)

ER is a fundamental rehearsal-based approach that aims
to mitigate the forgetting of previously learned tasks while
learning new ones by replying to samples stored in the memory
buffer. Specifically, during each task training, it samples a
batch of data BD = {(xDi , yDi )}Bi=1 from the current t-th task
Dt and another batch of data BM = {(xMi , yMi )}Bi=1 from
the memory buffer M with the same batch size B, where
xi and yi represent an example and its corresponding label,
respectively. The loss function of ER can be formulated as:

Ltr(θ) =
1

B

B∑
i=1

λDi LCE(xDi ; θ) + λMi LCE(xMi ; θ), (1)

where LCE denotes the cross-entropy (CE) loss, and λDi and
λMi represent the sample weights. A prevalent convention is
to set λDi = 1 and λMi = λ. The value of λ is a crucial
hyperparameter that necessitates manual specification before
training in many previous works.

B. Sample Weights in Continual Learning

Considering the stochastic gradient descent (SGD) of
Eq. (1), we can get the updating formulation as

θt+1 = θt − η 1

B

B∑
i=1

λDi g
D
i + λMi g

M
i , (2)

where η is the learning rate, and gDi and gMi are gradients
of xDi and xMi , respectively. From this equation, we can find
that the weights λDi and λMi control the direction of gradient
descent from two aspects. Firstly, as shown in Fig. 2(a), when
the new task weights surpass those of the memory buffer, the
total gradient will tend to descend more along the direction
of old tasks, and vice versa. Moreover, for any different
training samples xi and xj , their sample weights also adjust
the gradient direction as illustrated in Fig. 2(b). Consequently,
proper sample weights can enhance the model training by
effectively capturing the relationship between new and old
tasks, as well as the sample importance within each class.
Therefore, the fixed weights in prior studies might yield sub-
optimal results and need further improvement.

IV. RELATIONAL EXPERIENCE REPLAY

Most existing works alleviate the model forgetting prob-
lem by storing more information about old tasks, potentially
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Fig. 3. The main illustration of the proposed Relational Experience Replay at k-th iteration. In the inner loop, the Main Net is trained on the batch of paired
data Btr . In the inner loop, the Relation Replay Net (RRN) generates the weights of the paired batch of training samples Btr , and the Main Net is updated
by SGD based on the weighted training loss. In the outer loop, given the updated parameters of the Main Net, RRN is trained with the batch of data sampled
from the memory buffer, which is a relatively balanced dataset.

leading to increased storage requirements. In this study, we
propose a novel method to enhance continual learning by fo-
cusing on an alternative perspective—assigning proper weights
to training samples based on two primary factors: 1) task rela-
tionship between new and old tasks, and 2) sample importance
within each task for network training. To account for the first
factor, we consider that a sample from the memory buffer
containing similar or semantically relevant information to the
new task samples is more prone to suffer from disturbance,
potentially leading to more forgetting. In this situation, the
model should probably pay more attention to the memory
buffer sample by assigning larger weights to this old sample or
smaller weights to new task samples to alleviate the forgetting
issue. Conversely, the model should appropriately assign larger
weights to the new task samples to effectively learn new
knowledge without disturbing old tasks too much. As for the
second factor, the data points from the same class also tend to
make different contributions to model training. The easy-to-
learn samples deliver more representative feature information
of their classes, while the ‘hard’ samples are more conducive
to refining the classification boundaries.

As mentioned above, the loss weights Λ, which control
the balance between ‘stability’ and ‘plasticity’ during train-
ing across different continual learning scenarios, should be
dynamically assigned to different samples instead of being
manually tuned and fixed [26]. To this end, we propose
a Relation Replay Net (RRN) that extracts the interaction
knowledge of the new and old samples and generates their
corresponding weights Λ dynamically. It facilitates the main
classification network (dubbed Main Net) to achieve a better
trade-off between ‘stability’ and ‘plasticity’. Intuitively, RRN
depends on the training state of the Main Net, and the sample
weights generated by RRN in turn affect the training of
the Main Net. Therefore, instead of the naive end-to-end
training, we adopt a bi-level learning framework to jointly
optimize both RRN and the Main Net. The effectiveness of
this bi-level optimization will be demonstrated in Sec. V-D.
For simplicity, we initially apply the proposed approach to

ER (termed Relational Experience Replay, or RER), and the
implementation details based on more baselines can be found
in Appendix B-1.

A. Overview

The RER framework, as depicted in Fig. 3, consists of two
key components: Main Net f(·; θ) responsible for continual
learning, which can be any commonly used backbone archi-
tecture, and RRN h(·;φ) utilized for assigning sample weights.

On the one hand, a CL model must be able to adapt to
different new tasks based on the knowledge learned from the
old tasks, i.e., task relationship would affect the ‘plasticity’
as aforementioned. Furthermore, each new task sample has
a varying impact on the model’s plasticity, highlighting the
importance of sample weights in fine-tuning the model’s atten-
tion. To model this dynamic ‘plasticity’, we assign weights for
pairwise training samples from new and old tasks to train the
Main Net, where the weights are generated by the RRN based
on their relationships. Concretely, we combine the new task
batch BD and the memory batch BM to pairwisely construct
training sample batch Btr = {(xDi , xMi )}Bi=1, where we
omit the labels for notation convenience. Then, the weighted
loss function for the Main Net f formulates the inner loop
optimization problem of the bi-level learning framework, that
is:

θ∗(φ) = arg min
θ
Ltr(Btr; θ, φ)

,
1

B

B∑
i=1

λDi (φ)Ltr(xDi ; θ) + λMi (φ)Ltr(xMi ; θ),
(3)

where Ltr is CE loss based on ER, and the sample weights
Λ = {λDi , λMi }Bi=1 of these data pairs are generated by the
RRN automatically.

On the other hand, the model should possibly alleviate the
forgetting issue while learning new tasks. The proposed RRN
should pay more attention to ‘stability’ to prevent the Main
Net from focusing too much on new tasks. We thus formulate
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the outer loop optimization problem over memory buffer data,
making the Main Net returned by optimizing the inner loop
one in Eq. (3) acts as a stable consolidation of knowledge
from the learned tasks 1, i.e.,

φ∗ = arg min
φ

Lbf (Bbf ; θ∗(φ))

,
1

B

B∑
i=1

Lbf (xi; θ
∗(φ)),

(4)

where the Lbf (x; θ) can be simply adopted as CE loss, and
Bbf is another batch of samples from the memory buffer M,
which is different from the inner-loop training data BM . By
dynamically generating specific weights for different samples,
the RRN can help the Main Net to better balance the trade-off
between new and old tasks, thereby facilitating the continual
learning process.

Furthermore, the design of the RRN should consider the
following two factors: 1) the RRN should take the interaction
information between the new and old tasks into account; 2)
the input of the RRN should be ‘information abundant’
to ensure that the RRN could extract useful knowledge to
generate meaningful weights. With this aim, we propose to pair
each new task sample with a corresponding sample from the
memory buffer and use their respective abstract information
as inputs to the RRN. Specifically, for each sample pair xDi
from the new task and xMi from the memory buffer, we take
their losses LD,M =

[
Ltr(xDi ), Ltr(xMi )

]
, and logit norm

||zD,M || =
[
‖zDi ‖2, ‖zMi ‖2

]
as the inputs of the RRN, where

z = f(x; θ) is the predicted logits. By taking into account
both label and feature information, the RRN can capture the
semantic and distributional similarities between the paired
samples and generate appropriate weights for the Main Net to
balance the importance of new and old tasks during training.
Thus, the paired sample weights generated by the RRN can
be formulated as:[

λDi (φ), λMi (φ)
]

= h
(
LD,M , ‖zD,M‖2;φ

)
. (5)

In summary, the proposed RER forms a bi-level learning
framework to simultaneously model the ‘plasticity’ and ‘sta-
bility’ in the inner and outer loop optimization problems,
respectively. The RRN, guided by a relatively balanced setM,
automatically generates sample weights to refine the optimiza-
tion direction of the Main Net, thereby facilitating enhanced
Main Net optimization and achieving a more favorable balance
between the new and old tasks. In the inference stage, we can
directly predict the testing images by the Main Net without
involving the RRN. Note that our method can be easily adapted
to other rehearsal-based baselines, such as ER-ACE [29] and
DER++ [26] by some simple modification (please refer to
Section V-C and Appendix B-1).

B. Optimization Procedure

Since it is difficult to find closed-form solutions, the opti-
mization of θ and φ as shown in Eq. (3) and Eq. (4) depends

1Note that the parameter φ of the Relation Replay Net is regarded as a
hyper-parameter of that of the Main Net.

Algorithm 1 Relational Experience Replay training algorithm
Input: new task data Dt, memory buffer M
Output: Main Net and Relation Replay Net (RRN) parameters
{θ, φ}

1: while Dt 6= ∅ do
2: while k < Itermax do
3: Sample a new task batch BD ∈ Dt and a buffer batch

BM ∈M
4: Construct a paired training batch Btr ← BD and BM
5: Calculate the inner-loop loss by Eq. (3)
6: Update θk by Eq. (6)
7: Sample another buffer batch Bbf ∈M
8: Calculate the outer-loop loss by Eq. (4)
9: Update φk by Eq. (7)

10: k + +.
11: end while
12: end while

on two nested loops, which is computationally expensive.
Considering computational efficiency and the large scale of
data to be processed, we adopt an alternative online gradient-
based optimization strategy to solve the proposed bi-level
learning framework.

Updating θ: Referring to Eq (3), given the parameter φk of
RRN at iteration step k, we optimize the parameter θ of Main
Net by one-step gradient descent:

θk+1(φ) = θk − ηθOθLtr(Btr; θk, φk), (6)

where ηθ is the inner-loop learning rate. Note that the updated
parameter θk+1(φ) is actually a function of φ.

Updating φ: With Main Net parameter θ, we can optimize
RRN parameter φ by Eq. (4) given θk+1(φ) by the following
formulation:

φk+1 = φk − ηφOφLbf (Bbf ; θk+1(φk)), (7)

where ηφ is the outer-loop learning rate. More details of the
gradient calculation can be found in Appendix A.

C. Theoretical Analysis

According to Eqs. (6) and (7), we have the following
proposition to further reveal how the proposed method models
the task-wise relationship.

Proposition 1. Let gbf (x) = ∂Lbf (x;θ)
∂θ

∣∣∣
θk

and gtr(x) =

∂Ltr(x;θ)
∂θ

∣∣∣
θk

denote the gradients of the buffer sample and the
training sample with respect to the parameter θ, respectively.
Then the updating formulation of φ presented in Eq. (7) can
be reformulated as

φk+1 = φk +
ηθηφ
B

B∑
j=1

G(j) · ∂hj(φ)

∂φ

∣∣∣∣
φk

, (8)
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Fig. 4. The architecture of the Relation Replay Net (RRN).

where the gradient ∂hj(φ)
∂φ =

[
∂λD

j (φ)

∂φ ,
∂λM

j (φ)

∂φ

]T
, and the

coefficient G(j) is

G(j) =
1

B

Ct∑
c=1

(
Bc∑
i=1

gbf (xi)

)[
gtr(xDj ), gtr(xMj )

]
. (9)

In Proposition 1, we demonstrate that the task-wise re-
lationship in RRN can be implicitly modeled through the
SGD updating process. This is achieved by computing the
coefficient G(j), which represents the mean dot product
similarity between the gradient of buffer samples and that of
training samples within each class. This measure effectively
captures the relationship between new tasks and previously
seen classes from a gradient perspective. The proof can be
found in Appendix A.

D. Implementation Details

The Architecture of the Relation Replay Net. We propose
a two-hidden-layer neural network as the RRN. Intuitively,
the first layer comprises two distinct linear layers designed to
extract interaction information from paired training samples:
one focuses on loss values, while the other attends to logit
norms. Subsequently, the second layer is also a linear layer
that merges the extracted information to automatically generate
weights for the sample pairs. Fig. 4 illustrates the architecture
of RRN where we set the number of hidden units as 16 for
computation efficiency.

Training Details. When training a new task, the RRN aims to
generate reasonable sample weights for both new task samples
and buffer samples to improve the trade-off between ‘stability’
and ‘plasticity’, which needs a warm-up stage to explore the
relationship between the new and old tasks. Specifically, in the
warm-up stage (stage length denoted as Iterwarm), we update
the RRN by Eq. (7) and update the Main Net via preset fixed
weights like the previous methods. After the warm-up stage,
we turn to use the sample weights generated by the RRN to
guide the training of Main Net rather than prefixed weights.
In addition, to reduce the calculation burden, we only update
the RRN once while updating the Main Net for multiple steps
(step number denoted as Interval). The specific choices of
Iterwarm and Interval are presented in Section V-E.

V. EXPERIMENTAL RESULTS

To validate the effectiveness of our method, we conduct
extensive experiments on various publicly available benchmark

datasets for both image and text recognition tasks, including
three image datasets, i.e., CIFAR-10, CIFAR-100 [48] and
Tiny ImageNet [49], and two text datasets, i.e., 20News [50]
and DBpedia [51]. Additionally, we present a thorough abla-
tion analysis in this section to gain insight into our method.

A. Experimental Settings
For the three image datasets, we divide them into task

sequences of different lengths. Specifically, CIFAR-10 is di-
vided into five tasks with each task constituting a binary
classification problem. Both CIFAR-100 and Tiny ImageNet
datasets are divided into 10 tasks, where each task is a 1-of-
10 and 1-of-20 classification problem, respectively. To ensure
robust and reliable evaluation, the framework was trained for
50 epochs on each task across these three datasets following
DER++ [26].

For the two text datasets, we follow the basic settings
in [52]. Then we split 20News into 5 tasks, with each task
consists of 4 classes. Utilizing a two-hidden-layer MLP as
the classification model, we train each task for 200 epochs.
Additionally, for DBpedia, we partition it into 7 tasks and
each of them is a binary classification problem. We leverage
a fixed pretrained BERT model to extract text embeddings,
followed by training a linear classifier on these embeddings,
and we train each task for 50 epochs.

As aforementioned, this study mainly focuses on the con-
figurations of Class-IL and Task-IL. The detailed experimental
settings are consistent with DER++ [26] for a fair comparison.
In our experiments, we evaluate the model by two common-
used metrics, i.e., Average Accuracy (ACC) and Backward
Transfer (BWT) [25], [26]. We repeat each experiment five
times to reduce the randomness of network training. Similar
to [26], the total size of the memory buffer remains constant
throughout the entire training process.

The proposed method is implemented with PyTorch [53].
The backbone of Main Net is the widely-used ResNet-18 [2].
In the inner loop, the Main Net is optimized by SGD with an
initial learning rate of 0.03 for all datasets, and in the outer
loop, Adam [54] is adopted to optimize RRN, where the initial
learning rate is set as 0.001 with a weight decay of 10−4.

B. Comparison with State-of-the-art Methods on Image Clas-
sification

As previously mentioned, our proposed method aims to en-
hance general rehearsal-based baselines by taking into account
the ‘stability-plasticity’ dilemma, which involves the relation-
ship between new and old tasks, and the specific importance
of different samples. We integrate this approach into three
representative baselines: ER, ER-ACE [29], and DER++ [26],
which are termed Relational-ER (RER), Relational-ER-ACE
(RER-ACE), and Relational-DER (RDER), respectively. Im-
plementation details can be found in Appendix B-1.

Table I presents the comparison results between our pro-
posed algorithm applied on the three baselines and various
state-of-the-art methods over ACC and BWT metrics. These
comparison methods include three regularization-based meth-
ods: oEWC [20], SI [19], and LwF [18], and four rehearsal-
based methods: GEM [25], A-GEM [34], iCaRL [24], and
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TABLE I
COMPARISON WITH THREE DIFFERENT BASELINES AND OTHER STATE-OF-THE-ART METHODS ON THE CIFAR-10 AND TINY-IMAGENET. THE RESULTS

OF OUR METHOD ARE SHOWN IN GRAY CELLS AND THE BETTER RESULTS ARE PRESENTED IN BOLD.

Buffer Size Method
CIFAR-10 Tiny-ImageNet

Class-IL Task-IL Class-IL Task-IL
ACC BWT ACC BWT ACC BWT ACC BWT

- Upper bound 92.20 ±0.15 - 98.31 ±0.12 - 59.99 ±0.19 - 82.04 ±0.10 -
- Lower bound 19.62 ±0.05 -96.39 ±0.12 61.02 ±3.33 -46.24 ±2.12 7.92 ±0.26 -76.73 ±0.08 18.31 ±0.68 -64.97 ±1.70
- oEWC 19.49 ±0.12 -91.64 ±3.07 68.29 ±3.92 -29.13 ±4.11 7.58 ±0.10 -73.91 ±0.79 19.20 ±0.31 -59.86 ±0.42
- SI 19.48 ±0.17 -95.78 ±0.64 68.05 ±5.91 -38.76 ±0.89 6.58 ±0.31 -67.91 ±0.96 36.32 ±0.13 -53.26 ±0.75
- LwF 19.61 ±0.05 -96.69 ±0.25 63.29 ±2.35 -32.56 ±0.56 8.46 ±0.22 -76.74 ±0.44 15.85 ±0.58 -67.79 ±0.23

200

GEM 25.54 ±0.76 -82.61 ±1.60 90.44 ±0.94 - 9.27 ±2.07 - - - -
A-GEM 20.04 ±0.34 -95.73 ±0.20 83.88 ±1.49 -16.39 ±0.80 8.07 ±0.08 -77.02 ±0.22 22.77 ±0.03 -56.61 ±0.32
iCaRL 49.02 ±3.20 -28.72 ±0.49 88.99 ±2.13 - 1.01 ±4.15 7.53 ±0.79 -22.70 ±0.44 28.19 ±1.47 -10.36 ±0.31
GSS 39.07 ±5.59 -75.25 ±4.07 88.80 ±2.89 - 8.56 ±1.78 - - - -
ER 55.84 ±0.71 -47.77 ±1.39 92.41 ±0.59 - 5.73 ±0.38 8.67 ±0.25 -77.29 ±0.26 39.28 ±0.83 -42.05 ±0.29
RER 58.59 ±0.74 -44.50 ±0.80 92.85 ±0.36 - 5.40 ±0.65 9.35 ±0.21 -76.67 ±0.38 40.83 ±0.58 -41.19 ±0.55

ER-ACE 63.02 ±1.29 -20.35 ±1.76 92.59 ±0.36 - 5.33 ±0.41 11.67 ±0.29 -49.03 ±1.61 42.08 ±0.35 -37.71 ±1.10
RER-ACE 63.52 ±0.71 -20.11 ±5.66 92.63 ±0.58 - 5.43 ±0.67 12.18 ±0.41 -48.91 ±2.59 44.11 ±0.62 -36.62 ±1.17
DER++ 62.30 ±1.07 -35.83 ±1.34 90.74 ±1.01 - 7.45 ±1.07 12.26 ±0.31 -68.37 ±1.38 40.47 ±1.53 -40.41 ±1.29
RDER 65.38 ±0.42 -34.16 ±1.90 91.67 ±0.80 - 6.81 ±1.19 13.96 ±0.64 -67.02 ±1.24 40.87 ±0.92 -39.87 ±1.31

500

GEM 26.20 ±1.26 -74.31 ±4.62 92.16 ±0.69 - 9.12 ±0.21 - - - -
A-GEM 22.67 ±0.57 -94.01 ±1.16 89.48 ±1.45 -14.26 ±4.18 8.06 ±0.04 -77.06 ±0.41 25.33 ±0.49 -55.68 ±1.01
iCaRL 47.55 ±3.95 -25.71 ±1.10 88.22 ±2.62 - 1.06 ±4.21 9.38 ±1.53 -20.89 ±0.23 31.55 ±3.27 - 7.30 ±0.79
GSS 49.73 ±4.78 -62.88 ±2.67 91.02 ±1.57 - 7.73 ±3.99 - - - -
ER 69.01 ±0.37 -33.02 ±2.62 94.28 ±0.27 - 3.09 ±1.61 10.40 ±0.16 -74.36 ±0.58 48.82 ±0.34 -31.06 ±1.53
RER 69.22 ±1.96 -29.79 ±2.87 94.50 ±0.41 - 3.40 ±0.33 11.50 ±0.47 -74.13 ±0.72 51.28 ±0.93 -30.29 ±1.24

ER-ACE 71.26 ±0.66 -13.37 ±1.06 94.31 ±0.23 - 3.19 ±0.39 19.59 ±0.13 -47.56 ±0.68 50.99 ±0.45 -29.32 ±0.46
RER-ACE 71.29 ±1.15 -12.53 ±2.41 94.25 ±0.23 - 3.16 ±0.80 20.41 ±0.66 -42.22 ±1.09 54.62 ±0.87 -25.15 ±0.98
DER++ 72.11 ±1.41 -23.40 ±1.32 94.21 ±0.32 - 3.98 ±0.60 19.29 ±1.14 -60.58 ±0.46 51.39 ±0.91 -26.90 ±0.52
RDER 73.99 ±1.03 -22.86 ±1.76 94.04 ±0.43 - 3.82 ±0.59 20.06 ±1.18 -56.16 ±1.38 52.56 ±0.69 -25.02 ±0.24

5120

GEM 25.26 ±3.46 -75.27 ±4.41 95.55 ±0.02 - 6.91 ±2.33 - - - -
A-GEM 21.99 ±2.29 -84.49 ±3.08 90.10 ±2.09 - 9.89 ±0.40 7.96 ±0.13 -76.01 ±0.52 26.22 ±0.65 -55.61 ±0.84
iCaRL 55.07 ±1.55 -24.94 ±0.14 92.23 ±0.84 - 0.99 ±1.41 14.08 ±1.92 -16.00 ±0.28 40.83 ±3.11 - 2.60 ±0.35
GSS 67.27 ±4.27 -58.11 ±9.12 94.19 ±1.15 - 6.38 ±1.71 - - - -
ER 83.30 ±0.50 -13.79 ±1.40 96.95 ±0.15 - 0.98 ±0.36 28.52 ±0.37 -52.54 ±1.45 68.46 ±0.40 -10.13 ±0.20
RER 83.53 ±0.55 -12.13 ±1.29 96.98 ±0.17 - 0.79 ±0.24 33.86 ±0.64 -45.56 ±2.13 69.31 ±0.41 -10.68 ±0.25

ER-ACE 82.98 ±0.38 - 3.99 ±0.61 96.76 ±0.08 - 0.63 ±0.30 37.02 ±0.17 -33.29 ±1.03 68.69 ±0.19 - 9.88 ±0.42
RER-ACE 83.74 ±0.79 - 4.05 ±1.81 96.80 ±0.20 - 0.57 ±0.27 36.97 ±0.94 -33.79 ±3.07 69.05 ±0.73 - 9.51 ±0.79
DER++ 84.50 ±0.63 - 9.79 ±0.34 95.91 ±0.57 - 1.57 ±0.25 37.88 ±0.37 -30.62 ±1.78 68.05 ±0.53 - 8.80 ±0.24
RDER 85.56 ±0.38 - 8.81 ±0.71 96.21 ±0.22 - 1.42 ±0.09 39.67 ±0.96 -29.37 ±1.53 68.82 ±0.54 - 8.03 ±0.46

TABLE II
COMPARISON OF ACC WITH THREE DIFFERENT BASELINES ON THE CIFAR-100. THE RESULTS OF OUR METHOD ARE SHOWN IN GRAY CELLS AND THE

BETTER RESULTS ARE PRESENTED IN BOLD.

Settings Buffer Size ER RER ER-ACE RER-ACE DER++ RDER
100 11.31 ±0.21 13.94 ±0.89 18.59 ±1.08 20.20 ±0.86 14.98 ±0.65 20.79 ±1.05
200 14.78 ±0.40 16.40 ±0.53 25.14 ±1.83 26.64 ±0.29 24.17 ±1.37 30.65 ±0.76
500 23.10 ±0.32 26.97 ±0.75 36.02 ±0.84 36.06 ±1.14 35.19 ±1.30 39.50 ±1.54Class-IL

5120 51.43 ±1.01 54.08 ±0.63 53.93 ±2.04 54.38 ±1.08 55.58 ±1.86 60.07 ±0.23
100 58.64 ±1.31 59.77 ±0.03 59.91 ±1.01 61.10 ±0.93 58.32 ±1.27 59.07 ±0.73
200 66.31 ±0.76 66.83 ±0.97 64.81 ±3.14 67.42 ±0.60 66.47 ±0.57 68.60 ±0.51
500 73.10 ±0.99 73.99 ±0.51 74.13 ±0.84 74.54 ±1.37 74.10 ±1.62 75.59 ±0.85Task-IL

5120 86.16 ±0.47 85.35 ±0.34 84.69 ±1.32 85.15 ±0.41 86.23 ±2.18 86.54 ±0.31

GSS [55]. Besides, we also provide an upper-bound method
and a lower-bound method for better reference, where the
former trained on all data from old and new tasks together
and the latter directly trained on the new task without any
strategies to prevent model forgetting.

For CIFAR-10, it can be observed that our proposed ap-
proach can be adapted to different rehearsal-based baselines
and achieve consistent performance improvement. For exam-
ple, the proposed RDER achieves as much as 3.08% absolute
performance gain compared to the baseline DER++ with a
memory buffer of 200 under Class-IL. Besides, our method
achieves significantly higher classification accuracy than all
comparison state-of-the-art methods under different settings.
On the other hand, our method can also significantly reduce

the BWT of baselines, indicating that the proposed method can
effectively reduce model forgetting while improving classifi-
cation accuracy, i.e., achieving a better balance of ‘stability’
and ‘plasticity’.

For Tiny-ImageNet dataset, our method also consistently
achieves the best results under almost all settings. Although
iCaRL achieves sound BWT metric, it falls short in terms
of ACC, revealing that a model that pays much attention
to avoid forgetting may negatively impact classification per-
formance. In contrast, our method improves both ACC and
BWT compared to the corresponding baselines, highlighting
that our method can achieve a better trade-off between new
and old tasks. Notably, the results of GEM and GSS are not
reported in Table I since the excessive computational overhead
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(a) CIFAR-10 ER/RER (b) CIFAR-10 ER-ACE/RER-ACE (c) CIFAR-10 DER++/RDER (d) Tiny-ImageNet ER/RER

Fig. 5. Classification accuracy (%) of each task during the whole training process. The dot-solid lines represent the comparison methods ER, ER-ACE, or
DER++ and the triangle-dashed lines represent our methods RER, RER-ACE, or RDER.

TABLE III
CLASS-IL RESULTS ON TWO TEXT CLASSIFICATION DATASETS UNDER DIFFERENT BUFFER SIZES.

ER RER ER-ACE RER-ACE DER++ RDERDataset Buffer size ACC BWT ACC BWT ACC BWT ACC BWT ACC BWT ACC BWT
200 22.52 -59.47 23.74 -56.95 33.37 -32.83 34.11 -23.52 33.67 -48.13 40.49 -33.38
500 30.88 -48.07 33.60 -42.99 37.68 -24.88 38.31 -17.65 41.87 -35.82 46.08 -21.5720News

5120 45.70 -24.22 46.68 -22.04 45.53 -13.35 46.03 -5.75 49.35 -23.94 51.37 -9.83
50 66.74 -38.20 68.22 -36.48 79.21 -23.53 80.51 -22.12 88.75 -12.20 89.50 -11.51
100 84.23 -11.79 86.31 -7.74 91.06 -6.08 90.99 -7.56 93.55 -3.87 93.77 -3.81Dbpedia
200 79.81 -22.91 81.33 -21.12 86.29 -15.31 87.80 -13.50 94.81 -5.17 96.10 -2.78

is unacceptable.
Moreover, we validate the effectiveness of our method on

CIFAR-100 in Table II. Obviously, our method can achieve a
significant improvement for all these three baselines across
different buffer sizes. For instance, in the Class-IL setting
with a buffer size of 100, our method applied to ER, ER-
ACE, and DER can improve their ACC by 2.63%, 1.61%,
and 5.81%, respectively. These results further demonstrate the
strong adaptability of our method to multiple datasets and
diverse settings.

C. Comparison on Text Classification

To investigate the scalability of our proposed method across
various data modalities, we conduct experiments in the domain
of text classification on 20News and DBpedia following [52].
The results are shown in Table III. It can be observed that
our method consistently improves the corresponding baseline
under all settings. For 20News, the forgetting is more serious
but our method can largely improve the baselines. Especially
for DER++, our RDER can improve ACC by about 6.8
and increase BWT by about 14.8 with 200 buffer samples.
Additionally, for another dataset DBpedia, our method can also
significantly improve the performance of all three baselines for
both ACC and BWT with various buffer sizes. These results
indicate that our method can handle diverse data types and
consistently improve the corresponding baseline by achieving
better stability and plasticity trade-offs.

D. Discussion

To further explore the proposed method, we conduct more
experiments and analyses in this section.

Does Our Method Mitigate the Model Forgetting? In
order to better analyze the forgetting problem for old tasks,

TABLE IV
ACC OF ER AND RER UNDER SETUP 1 (SEMANTIC-RELEVANT TASK)

AND SETUP 2 (SEMANTIC-IRRELEVANT TASK).

Task 1 Task 2
Setup 1 ship/truck airplane/automobile

ER 97.56 81.38
RER 97.71 84.32

Setup 2 ship/truck cat/horse
ER 97.56 88.29

RER 97.71 89.41

we visualize the accuracy change for each task during the
continual learning process in Fig. 5 and Appendix B-3. The
visualization results show that our method better mitigates
forgetting for previous tasks, i.e., consolidating knowledge for
old tasks better than corresponding baselines. Note that the
performance of RDER is slightly lower than DER++ for some
new tasks (shown in Fig. 5c). This is because our method
aims to improve the generalization of all tasks, rather than
just paying attention to new tasks with more data.

How Task Similarity Affects Continual Learning Models?
In this section, we aim to explore how task similarity affects
model training and how our RRN captures task relationships
to assign sample weights. To this end, we design two distinct
setups using CIFAR-10 to simulate scenarios involving similar
and dissimilar tasks in continual learning, as summarized in
Table. IV. Specifically, in Setup 1 and Setup 2, task 1 contains
the same classes (‘ship’ and ‘truck’), while task 2 varies
between the two setups: in Setup 1, it comprises semantically
relevant classes (‘airplane’ and ‘automobile’) against task 1,
whereas in Setup 2, it consists of semantically irrelevant
classes (‘cat’ and ‘horse’). We then compare the baseline ER
with our RER on these two setups and present the average
accuracy after training each task in Table. IV. We can observe
that: 1) After training task 1, the performance of our method
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(d)
Fig. 6. Weight distributions at epoch 45 during training for (a) buffer samples and (b) new task samples in Setup 1, and (c) buffer samples and (d) new task
samples in Setup 2.

is comparable to that of the baseline method, as there is no
need to consolidate old knowledge during this training stage.
2) After training task 2, the performance of the baseline model
ER in Setup 1 is significantly lower than that in Setup 2. This
is because the objects of the two tasks in Setup 1 are relatively
easy to confuse, leading to more severe forgetting. Conversely,
in Setup 2, the objects of task 2 differ from task 1, which
may not largely affect the previously learned knowledge. 3)
After training task 2, our method RER consistently improves
the performance of ER across both two setups. Specifically,
RER largely reduces the accuracy gap between the two setups
from 6.91 in ER to 5.09. This indicates that RER effectively
captures the relationship between new and old tasks, resulting
in improved performance.

To investigate the impact of sample weights generated by
our RRN, we further analyze the weight distribution within
Setup 1 and Setup 2 in Fig. 6. Since our method model pair-
wisely assigned sample weights for new and old tasks, we
thus output the weight distribution for all pairs of samples2. As
shown in Fig. 6(a) and Fig. 6(b), the weights assigned to buffer
samples in Setup 1 are close to 1, significantly larger than
those of new task samples. This observation can be attributed
to the inherent similarity of objects between task 1 and task
2, which makes them prone to confusion or misclassification,
thereby increasing the risk of forgetting. Consequently, RRN
prioritizes retaining memory buffer samples to alleviate forget-
ting and assigns them larger weights accordingly. Conversely,
in Setup 2 as shown in Fig. 6(c) and Fig. 6(d), the sample
weights of buffer samples are mainly distributed in the range
of [0, 0.5], notably smaller than those in Setup 1. Meanwhile,
the weights assigned to new samples are relatively larger than
those in Setup 1. This is probably because RRN responds to
the fact that new knowledge may not significantly affect the
model of previously learned knowledge in subsequent epochs.

In summary, task relationships may significantly impact
model training in continual learning, and our proposed RRN
holds great potential to effectively capture such relationships
by generating appropriate sample weights.

Why We Need the Bi-level Optimization? To evaluate the ef-
fectiveness of the bi-level optimization paradigm, we conduct

2For example, in Setup 1, the sample weight pair for new and old tasks are
[ship, airplane], [ship, automobile], [truck, airplane], and [truck, automobile]
as shown in Fig. 6(a) and Fig. 6(b).

TABLE V
ACC ON THE CIFAR-10 DATASET IN SOME DIFFERENT SETTINGS TO

VERIFY THE EFFECTIVENESS OF OUR METHOD DESIGN.

Memory Method Class-IL Task-ILSize

200
DER++ [26] 62.30 ± 1.07 90.74 ± 1.01

Vanilla 62.85 ± 2.90 91.20 ± 1.88
Split RDER 62.53 ± 0.66 91.36 ± 0.77
RDER (ours) 65.38 ± 0.42 91.67 ± 0.80

500
DER++ [26] 72.11 ± 1.41 94.21 ± 0.32

Vanilla 72.28 ± 0.93 93.42 ± 0.75
Split RDER 72.57 ± 0.73 93.77 ± 0.33
RDER (ours) 73.99 ± 1.03 94.04 ± 0.43

5120
DER++ [26] 84.50 ± 0.63 95.91 ± 0.57

Vanilla 82.26 ± 2.45 95.3 ± 0.72
Split RDER 85.35 ± 0.24 96.19 ± 0.46
RDER (ours) 85.56 ± 0.38 96.21 ± 0.22

an ablation study by end-to-end training of the Main Net and
the RRN together based on DER++ (referred to as Vanilla).
Specifically, we employ the same RRN to generate the paired
sample weights and update the Main Net and the RRN by a
single backward step through Ltr + Lbf . In Table V, we ob-
serve that the sample weights generated by the Vanilla method
appear to be uninformative, and even impair the performance
of the baseline approach (DER++), indicating that the end-
to-end training paradigm cannot produce meaningful weights
to enhance the generalization capability of the Main Net. In
contrast, our RDER approach consistently outperforms both
DER++ and the Vanilla method, thereby demonstrating the
effectiveness of the proposed bi-level optimization framework
to achieve a better trade-off between ‘stability’ and ‘plasticity’.

Why Use the Memory Buffer to Train Relation Replay Net
in the Outer Loop? In Eq. (4) of the outer-loop optimization,
we utilize the memory buffer M to train the RRN. However,
there are concerns regarding the risk of overfitting when using
the memory buffer to guide the RRN. To address this issue,
we investigate two approaches for constructing the outer-loop
training set: 1) Splitting the memory buffer M into two sets,
which are utilized for training the Main Net in the inner
loop and the RRN in the outer loop, respectively [56]. 2)
Alternatively, training the RRN in the outer loop using the
entire memory buffer M, as we propose.

We present a comparison between the two approaches
based on DER++ and report the results in Table V, where
the two methods are denoted as ‘Split RDER’ and ‘RDER’,
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TABLE VI
COMPARISON OF ACC ON THE CIFAR-10 WITH SMALL BUFFER SIZES. THE RESULTS OF OUR METHOD ARE SHOWN IN GRAY CELLS AND THE BETTER

RESULTS ARE PRESENTED IN BOLD.

Settings Buffer Size ER RER ER-ACE RER-ACE DER++ RDER
50 36.47 ±2.92 37.43 ±1.27 42.16 ±1.78 41.95 ±1.07 46.70 ±4.14 49.75 ±1.92Class-IL 100 46.75 ±1.58 50.85 ±1.14 56.96 ±2.39 57.98 ±3.02 53.82 ±1.21 56.36 ±1.54
50 88.13 ±1.16 88.07 ±0.80 87.09 ±1.05 86.45 ±1.05 84.00 ±0.84 85.81 ±1.99Task-IL 100 90.27 ±1.05 90.56 ±0.41 90.28 ±0.38 91.01 ±0.04 87.48 ±1.43 89.16 ±1.37

respectively. Split RDER divides the memory buffer into
two sets for outer- and inner-loop training with a ratio of
20%−80%, following [56], whereas the RDER approach does
not involve such a split. The results in Table V indicate that
Split RDER exhibits a slight improvement over the baseline
DER++, but its performance is still lower than our proposed
RDER. These findings suggest that the first approach may lead
to better generalization of the RRN while reducing the number
of memory samples used to train the Main Net. However,
this reduction in training samples may create a more serious
imbalance between the new and old tasks, thereby reducing
the overall performance, particularly for limited buffer size.

E. Ablation Study

In this section, we first validate the effect of the small buffer
sizes on our method based on the three baselines. And then we
conduct a detailed ablation study based on RDER to evaluate
the influence caused by two critical hyperparameters Iterwarm
and Interval on CIFAR-10 with different buffer sizes.

Effect of Small Buffer Size. To further investigate the impact
of small buffer sizes on our method, we evaluate our method
applied to the three baselines on CIFAR-10 in Table VI.
Specifically, RDER enhances DER++ by about +3.05% with a
buffer size of 50 under the Class-IL setting, demonstrating that
our method can further explore the information in the memory
buffer to enhance the Main Net overall performance.

Impact of the Warm-up Stage (Iterwarm). Table VII
presents the evaluation results for the various Iterwarm under
three different settings

[
1
3 ,

1
2 ,

2
3

]
× Itermax. The performance

of RDER deteriorates significantly when a small value of
Iterwarm (i.e., 17) is used, suggesting that the RRN requires
an adequate number of warm-up steps to generate meaningful
sample weights to accurately capture the task-wise relation-
ship and sample importance within each task. On the other
hand, it can be observed a slight drop in performance under
Iterwarm = 33, since the preset weights may mislead the
training in the warm-up stage. An excessively long warm-
up stage also leads to insufficient iterations for the Main
Net training guided by the generated weights. Hence, we
recommend setting Iterwarm to be half of the number of
iteration epochs for each task, which performs the best in
Table VII.

Impact of the Relation Replay Net Updating Interval
(Interval). Here we vary the value of Interval to investi-
gate its impact on our framework. As shown in Table VIII,
the setting Interval = 5 yields the highest classification
accuracy across a range of memory buffer sizes. However,

TABLE VII
ACC ON CIFAR-10 WITH DIFFERENT LENGTH OF WARM-UP STAGE

(Iterwarm).

Memory
Size Iterwarm Class-IL Task-IL

50
17 48.02 ±0.70 85.13 ±1.27
25 49.75 ±1.92 85.81 ±1.99
33 47.41 ±0.91 85.12 ±1.35

200
17 64.53 ±1.13 91.84 ±0.29
25 65.38 ±0.42 91.67 ±0.80
33 64.84 ±1.08 92.88 ±0.42

500
17 72.17 ±1.11 93.57 ±0.17
25 73.99 ±1.03 94.04 ±0.43
33 73.03 ±1.49 93.85 ±0.44

TABLE VIII
ACC ON CIFAR-10 WITH DIFFERENT VALUES OF RELATION REPLAY NET

UPDATING INTERVAL (Interval).

Memory
Size Interval Class-IL Task-IL

50
1 48.12 ±0.51 84.44 ±1.48
5 49.75 ±1.92 85.81 ±1.99
10 46.21 ±1.00 85.18 ±1.65

200
1 64.27 ±1.46 91.57 ±0.59
5 65.38 ±0.42 91.67 ±0.80
10 64.66 ±0.29 91.71 ±0.62

500
1 71.23 ±0.99 93.15 ±0.68
5 73.99 ±1.03 94.04 ±0.43
10 72.11 ±0.46 93.62 ±0.23

small Interval, such as Interval = 1, often results in
decreased performance due to the frequent alternation between
updating the Main Net and the RRN, leading to oscillation
during training. Additionally, frequent updates of the RRN are
computationally expensive, which can impede the convergence
of the overall framework. Conversely, large Interval, such
as Interval = 10, can lead to faster computation, but we
observed a significant drop in performance due to inadequate
training of the RRN, which can result in the generation
of suboptimal sample weights. To strike a balance between
accuracy and computational efficiency, we propose an em-
pirical formulation Interval = #epoch/10, where #epoch
represents the number of iteration epochs for each task.

Inputs of the Relation Replay Net. To further validate the
effectiveness of the paired data and input terms of RRN, we
conduct an ablation study based on RDER on CIFAR-10 with
different memory buffer sizes. The results (final average accu-
racy) are listed in Table IX. We can observe that: 1) RDER-1,
the model using only the loss of samples as input for RRN
without incorporating the paired data structure, consistently
improves baseline performance across diverse buffer sizes; 2)
RDER-2, the model augmenting the RRN inputs of RDER-
1 with the norm of predicted logits, further improves the
performance over both ACC and BWT, indicating the efficacy
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TABLE IX
ABLATION RESULTS OF RRN INPUTS.

method Paired RRN Inputs M=200 M=500 M=5120loss norm
DER++ / / / 62.30 72.11 84.50
RDER-1 X 64.96 73.06 85.12
RDER-2 X X 65.34 73.27 85.35

RDER (ours) X X X 65.38 73.99 85.56

of our proposed RRN input design; 3) RDER (ours), the model
proposed in the main text, achieves the best performance and
shows that the proposed paired data structure plays an essential
role in the proposed RRN.

VI. CONCLUSION

In this paper, we focus on the ‘stability-plasticity’ dilemma
in continual learning and strive to adaptively tune the rela-
tionship across different tasks and samples. To this end, we
propose a novel continual learning framework, Relational Ex-
perience Replay, which pairwisely adjusts the sample weights
of samples from new tasks and the memory buffer. The sample
weights generated by the Relation Replay Net can facilitate
the optimization of the Main Net to achieve a better trade-off
between ‘stability’ and ‘plasticity’. The proposed method can
be easily integrated with multiple rehearsal-based methods
to achieve significant improvements. We theoretically and
experimentally verify that the generated sample weights can
extract the relationship between new and old tasks to automat-
ically adjust the Main Net training and enhance the overall
performance. We expect that our method can provide more
insights into the ‘stability-plasticity’ dilemma and promote the
development of the field of continual learning.

APPENDIX A
CALCULATION DETAILS ABOUT THE RELATION REPLAY

NET UPDATING

In this section, we provide a detailed calculation of the
derivatives of the RRN. Referring back to Section IV-B, the
gradient descent of the RRN parameters is given in Eq. (7)
and repeated here as

φk+1 = φk − ηφOφLbf (Bbf ; θ(φ)), (10)

where the θ(φ) is the one-step updated parameters generated
by Eq. (6).

Here we can use the chain rule to calculate the derivative
of φ as follows.

OφLbf (Bbf ; θk(φ))

=
1

B

B∑
i=1

OφL
bf (xi; θ

k(φ))

=
1

B

B∑
i=1

∂Lbf (xi; θ)

∂θ

∣∣∣∣
θk

∂θ(φ)

∂φ

∣∣∣∣
φk

,

(11)

where the second term can be represented as

∂θ(φ)

∂φ

∣∣∣∣
φk

= −ηθ
B

B∑
j=1

OθL
tr(xDj ; θ

k) ·
∂λDj (φ)

∂φ

∣∣∣∣∣
φk

+ OθL
tr(xMj ; θk) ·

∂λMj (φ)

∂φ

∣∣∣∣∣
φk

 .

(12)

Then substituting Eq. (12) into Eq. (11) and exchanging the
order of the two summations, we can get

OφLbf (Bbf ; θk(φ))

=−ηθ
B

B∑
j=1

 1

B

B∑
i=1

∂Lbf (xi; θ)

∂θ

∣∣∣∣
θk
·
∂Ltr(xDj ; θ)

∂θ

∣∣∣∣∣
θk

·
∂λDj (φ)

∂φ

∣∣∣∣∣
φk

+
1

B

B∑
i=1

∂Lbf (xi; θ)

∂θ

∣∣∣∣
θk
·
∂Ltr(xMj ; θ)

∂θ

∣∣∣∣∣
θk

·
∂λMj (φ)

∂φ

∣∣∣∣∣
φk


= −ηθ

B

B∑
j=1

GD(j) · ∂λDj (φ)
∂φ

∣∣∣∣∣
φk

+GM (j) ·
∂λMj (φ)

∂φ

∣∣∣∣∣
φk


= −ηθ

B

B∑
j=1

G(j)
∂h(φ)

∂φ

∣∣∣∣
φk

,

(13)

where the last term in Eq. (13) is the derivative of the RRN
hj(φ) outputs of the j-th training sample pair with respect to
the network parameters φ, that is

∂h(φ)

∂φ
=


∂λD

j (φ)

∂φ

∣∣∣∣
φk

∂λM
j (φ)

∂φ

∣∣∣∣
φk

 , (14)

and the coefficients G(j) =
[
GD(j) GM (j)

]
, where

GD(j) =
1

B

B∑
i=1

∂Lbf (xi; θ)

∂θ

∣∣∣∣
θk
·
∂Ltr(xDj ; θ)

∂θ

∣∣∣∣∣
θk

,
1

B

B∑
i=1

gbf (xi) · gtr(xDj ),

GM (j) =
1

B

B∑
i=1

∂Lbf (xi; θ)

∂θ

∣∣∣∣
θk
·
∂Ltr(xMj ; θ)

∂θ

∣∣∣∣∣
θk

,
1

B

B∑
i=1

gbf (xi) · gtr(xMj ),

(15)

respectively. Denote the gradient of the meta loss of the
i-th sample of Dbf as gbf (xi) = ∂Lbf (xi;θ)

∂θ

∣∣∣
θk

, and the
gradient of training loss on the j-th sample pair of Dtr as

gtr(xDj ) =
∂Ltr(xD

j ;θ)

∂θ

∣∣∣∣
θk

and gtr(xMj ) =
∂Ltr(xM

j ;θ)

∂θ

∣∣∣∣
θk

.

Obviously, the coefficient G(j) represents the similarity be-
tween the gradient of training loss

[
gtr(xMj ) gtr(xDj )

]
and

the average of the gradient of meta loss gbf (xi). Furthermore,
we can reformulate the average gradient of the meta loss by
class. The coefficient G(j) can be represented as:

GD(j) =
1

B

Ct∑
c=1

(
Bc∑
i=1

gbf (xi)

)
gtr(xDj ),

GM (j) =
1

B

Ct∑
c=1

(
Bc∑
i=1

gbf (xi)

)
gtr(xMj ),

(16)
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(a) CIFAR-100 ER/RER (b) CIFAR-100 ER-ACE/RER-ACE (c) CIFAR-100 DER++/RDER

(d) Tiny-ImageNet ER-ACE/RER-ACE (e) Tiny-ImageNet DER++/RDER

Fig. 7. Classification accuracy (%) of each task in the whole training process. The dot-solid lines represent the comparison methods ER, ER-ACE, or DER++
and the triangle-dashed lines represent our methods RER, RER-ACE, or RDER.

where Ct is the number of all seen classes, Bc is the sample
number of each class in a batch, and

∑Ct

c=1Bc = B. This
formulation shows that the coefficients G(j) implicitly model
the relationship between the knowledge extracted from each
training sample of the new task and that from the average
meta samples. Then the first derivative term in Eq. (13) can
be represented as:

OφLbf (Dbf ; θ(φ)) = −
ηθ
B

B∑
i=1

G(j) · ∂h(φ)
∂φ

∣∣∣∣
φk

. (17)

Therefore, the gradient of the RRN parameters φ can be
calculated by Eq. (8), which can be easily done in PyTorch
[53] with the automatic differentiation.

APPENDIX B
MORE EXPERIMENT DETAILS

In this section, we first illustrate some experimental details
and then present some additional results to demonstrate the
effectiveness of our method further.

1) How to Apply Our Method to Other Baselines:

In the main text of the paper, we take ER as an example to
illuminate how our proposed approach helps rehearsal-based
continual learning models deal with the ‘stability-plasticity’
dilemma. Here we present how to apply our proposed method
to other baselines, i.e., ER-ACE [29], and DER++ [26].

a) Relational-ER-ACE (RER-ACE): ER-ACE [29],
which represents ‘Experience Replay with Asymmetric
Cross-Entropy’, combines the losses of the new task samples
and the memory buffer samples as

Ltr(θ) = 1

B

B∑
i=1

λDLCE(x
D
i ; θ, Ccurr)

+λMLCE(x
M
i ; θ, Ccurr ∪ Ccurr),

(18)

where the hyperparameters ΛD and ΛM are preset to 1 in
[29]. The LCE(D;C) is defined as:

LCE(x; θ, C) = − log
zc(x)∑

c′∈C zc′(x)
, (19)

where the sample x belongs to the c-th class and zc(x) is the
c-th element of the main classification network output f(x; θ).

Obviously, it is straightforward to apply our proposed
method to ER-ACE, where the RRN still generates the weights
[ΛD,ΛM ] for each training sample pair. The outer-loop op-
timization is the same as Eq. (4) and the generated sample
weights are applied to the inner-loop optimization Eq. (18).

b) Relational-DER (RDER): The loss function of
DER++ is shown in the following

Ltr(θ) = 1

B

B∑
i=1

λDLCE(x
D
i ; θ) + λMLCE(x

M
i ; θ)

+λKDLKD(x
M
i ; θ),

(20)

which involves three hyperparameters [λD, λM , λKD] and
LKD represents the knowledge distillation loss to minimize
the distance between predict logits and the saved previous
logits. Intuitively, the outer-loop loss function for the RRN
in Eq. (4) can be reformulated as:

Lbf (x; θ) = LbfCE(x; θ) + LbfKD(x; θ), (21)

which is the sum of the CE loss and the distillation loss.

2) Other Hyperparameters:

In the warm-up stage (i.e. the epochs before Iterwarm), we
use preset weights in the inner loop optimization like previous
methods. Specifically, for RER and RER-ACE, the weight for
the CE loss of new and old task samples is preset as 1 and
0.5, respectively. And for RDER, the preset weights are 1, 0.5,
and 0.2 for the CE loss of new task samples LCE(Dt), the CE
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Fig. 8. Weight distributions at multiple epochs during training. The first two columns are weight distributions for buffer samples and new task samples in
Setup 1, while the last two columns are those for buffer samples and new task samples in Setup 2. Each row represents the weight distribution of epochs 5,
15, 25, and 35 of the whole training process of task 2, and the weight distributions of epoch 45 are shown in Fig. 6.

loss of memory buffer samples LCE(Mt), and the distillation
loss of memory buffer samples LKD(Mt), respectively.

3) Other Visualization of Each Task Accuracy:

Here we show the classification accuracy of each task
of ER-ACE/RER-ACE and DER++/RDER on CIFAR-100 in
Fig. 7(a) and Fig. 7(c), and on Tiny ImageNet in Fig. 7(b) and
Fig. 7(d). Similar to Fig. 7, our method obviously improves
the accuracy of the previous tasks. Besides, to balance the
‘stability’ and ‘plasticity’, the RDER achieves an overall
higher performance even though may not outperform DER++
on some new tasks in Fig. 7(c). All of these results further
demonstrate the effectiveness of our method, which can easily

be adapted to multiple rehearsal-based methods.

4) Additional Visualization of Weight Distribution:

Here we show more weight distribution of different stages
in the model training. As shown in Fig. 8, in different stages
of training, weight distributions are dynamically changing,
which also demonstrates that the sample weight should not be
prefixed. In addition, buffer sample weights are usually larger
at the beginning of training. This is because the model has
not yet adapted to new samples, resulting in a greater impact
on old knowledge, so larger weights may be needed to avoid
forgetting. As training proceeds, the impact of task correlation
on weight distribution gradually appears, reflecting the rules
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TABLE X
COMPUTATION RESOURCE BASED ON NVIDIA GEFORCE RTX 2080TI.

Method Memory (Mb) Average Training Time
per Epoch (s)

Average Training Time
per Iteration (s) ACC on CIFAR-10 with M=200

ER 1584 21.82 0.0547 55.84
RER 2080 40.95 0.1156 58.59

FastRER 1712 29.05 0.0805 58.18

Fig. 9. Scatter plot of the average sample weights under Setup 1 and Setup
2. The horizontal and vertical axes represent the sample weight magnitude of
the new and old tasks, respectively.

we analyzed previously in Sec. V-D.
Furthermore, to explore how RRN generates weights for

unseen data samples, we also display the average weight
distribution on the test dataset under Setup 1 and Setup 2.
We use the test samples of task 2 and task 1 to construct the
paired data as the inputs of RRN, and then we calculate the
average of all generated weights. To avoid stochastic factors,
we repeat our experiment 10 times and show their average
weights in Fig. 9. As we can see, the average weights of Setup
1 mainly concentrate on the left upper corner of Fig. 9. That
is, for similar tasks, buffer sample weights are relatively larger
than new weights to prevent forgetting, the same as the trend
of training sample weights in Fig. 8. On the other hand, the
average weights of Setup 2 are relatively separated. These
results further demonstrate that our RRN has extracted task
relationships for generating weights and also works on unseen
test data, rather than simply overfitting on the training data.

5) The Computation Cost and Acceleration Strategy:

The proposed method involves a bi-level optimization that
introduces an additional calculation burden primarily due to
the second-order derivation in the outer loop optimization.
To mitigate this, we employ Interval to regulate the update
frequency of RRN to strike a better trade-off between the
model performance and computation cost, which is a common
way to speed up the bi-level optimization [47]. As shown in
Table X, the memory usage of RER with Interval = 5 is
approximately 500MB higher than that of ER, and the training
time of RER is roughly twice that of ER. Importantly, it’s
worth noting that the proposed RRN and bi-level optimization
procedures are only involved in the training stage, meaning
that no computational overhead is required during testing.

Fortunately, many previous works are trying to accelerate
this bi-level optimization framework, such as some first-order
approximation [57]. We find that reducing the parameters
involved in the second-order derivation of the outer loop

optimization can greatly enhance the efficiency of bi-level
optimization, with little impact on performance [58]–[60]. To
speed up the optimization of RRN, we assume that the param-
eter φ of RRN only correlates to the final linear classification
layer of the main net, rather than the entire network. With this
assumption, the calculating of second-order derivation only
involves a few parameters, which can significantly accelerate
the optimization of our bi-level framework. For example, if we
use ResNet-18 as the main net for the CIFAR-10 dataset, the
final classifier comprises merely 5,120 parameters, whereas
the entire network contains about 11.69M parameters. So the
second-order derivation will be faster and more computation-
friendly. As shown in Table X, we denote this accelerated
method FastRER, which only increases memory usage by
about 200Mb and training time by about 7.2 seconds. Further-
more, FastRER achieves comparable performance to RER.
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