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A B S T R A C T   

Ferrograph-based wear debris analysis (WDA) provides essential information for the root cause analysis of wear 
failures. However, this technique has been hampered as an intelligent approach by two problems: lack of fault 
particle samples and conflicts among redundant features. To address this issue, a knowledge-embedded double- 
CNN model is proposed to identify two representative fault particles: fatigue and severe sliding particles, by using 
the 3D topographical information. First, a non-parametric CNN network model is constructed with a 2D height 
map of 3D particle surfaces. The convolution kernels are evaluated to determine identification errors due to the 
small number of samples. In the refinement stage, four efficient kernels are extracted via the image similarity 
with the labeled images, which are created based on the physical wear mechanism of the two types of particles. 
Furthermore, an improved CNN network with six parallel convolution layers is established to handle the feature 
maps of these kernels for objective particle identification. The proposed model is trained by 20 groups of fault 
particles and further verified with 10 groups of shuffled particle samples and the network visualization. Vali-
dation experiments reveal that discriminative features have contributed to accurately identify all tested fatigue 
and severe sliding particles.   

1. Introduction 

Wear is the inevitable failure of tribo-parts in a machine, and the 
wear failure may exhibit different forms according to its physical 
mechanism. Unfortunately, it remains blank for directly monitoring on- 
going wear failures in a running machine [1,2]. As an indirect technique, 
wear debris analysis (WDA) plays an exclusive role in wear monitoring. 
With complex particle morphologies [3–5], typical failures can be 
identified from particle images such as cutting, fatigue, severe sliding, 
etc. Over the decades, this promising technique has been driven signif-
icantly by intelligent algorithms from the experience-based model to an 
automated process [6,7]. However, efficiency and accuracy are still 
restricted due to the small number of available fault particle samples. 
Moreover, excessive features are constructed for the discrimination of 
morphologically similar particles, thus introduce conflicts in particle 
type identification. Prospectively, new breakthrough should be made in 
intelligent wear particle identification for machine health monitoring 
(MHM). 

The 2D feature-based particle identification model has been widely 
studied in automatic WDA and accepted in industrial practices. Shape 

features are combined with clustering algorithms to accurately identify 
typical particles in distinct characteristics including spherical, rubbing, 
and cutting particles [8,9]. However, these shape-based methods cannot 
distinguish particle types in similar contours, such as fatigue and severe 
sliding particles. To address this issue, more complex 2D texture features 
have been extracted as inputs to neural networks [10], fuzzy systems 
[11], or gray theory-based classifiers [8] for comprehensive particle 
identification. Nevertheless, the recognition accuracy only can be 
maintained under well-controlled situations. This may be attributed to 
the morphological characteristics, affected by the oxidation and the 
material of wear particles, which cannot always be reliably extracted 
from the gray-scale 2D image. 

Correspondingly, researchers begin to focus on 3D features of wear 
particles in recent years. Particle surfaces are acquired with high- 
precision techniques like laser scanning confocal microscopy (LSCM) 
and atomic force microscope (AFM). 3D surface features are extracted 
[12] and further incorporated in intelligent models including support 
vector machine (SVM) and BP neural network [13,14]. Similar types of 
fatigue and severe sliding particles have been well-discriminated with 
these models, but there are over 200 features constructed to complete 
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this work [15]. With the anticipation of industrial application, excessive 
operations or features seem to be not desirable. Furthermore, conflicts 
are unavoidable among the many pieces of evidence for particle 
recognition. 

New non-parametric identification models, especially the convolu-
tional neural network (CNN), are introduced into 2D WDA. 2D images 
are directly adopted as the network input without manual feature 
extraction [16], thus, the efficiency of WDA is significantly enhanced 
[17,18]. However, due to the inherent limitation of the 2D image, these 
new models are still hindered with low efficiency in identifying similar 
particle types. Therefore, 3D oriented non-parametric methods seem to 
be promising solutions. One of the dominant barriers is the small 
number of training samples. Wear particle samples are highly needed by 
the training of CNN model, but it is practically difficult to collect suffi-
cient samples from the real wear process. It is because failures do not 
often occur for a well-designed machine and failures are only due to a 
narrow range of causes. 

To improve the identification of similar particles: fatigue and severe 
sliding, a knowledge-embedded double-CNN algorithm using a small 
number of samples is proposed. With the 2D height map of the 3D 
particle surfaces, the first CNN network is constructed and examined 
with the visualization to explore the difficulties caused by the limited 
samples. For further improvement, prior knowledge of particle charac-
teristics is applied to determine four efficient kernels through the image 
similarity. The second CNN network is established with the feature maps 
of the four kernels and six parallel convolution layers to locate the dif-
ference of similar particle types. This double-CNN framework can in-
crease the importance of critical features of wear particles in the 
classifier. Considering the small number of fault particle samples, the 

performance of this methodology is further verified with the network 
visualization through real wear particles. 

The rest of this paper is organized as follows: Section II contains the 
description of the image properties of object particles, the construction 
of the CNN-based identification model, and the knowledge-embedded 
double-CNN model. The verification of the proposed method is given 
in Section III, followed by discussions in Section IV. The conclusions are 
presented in Section V. 

2. Materials and methods 

Three-dimensional surfaces can provide abundant information for 
WDA, but there are a huge number of constructed features that may not 
truly represent the wear mechanism, which are redundant for the 
characterization of similar particles. In addition, the model trained with 
inadequate samples may result in low identification accuracy. To 
address this, a knowledge-embedded double-CNN model is proposed for 
the non-parametric identification of similar 3D fault particles. 

2.1. Images of object particles 

Reported researches on WDA reveal that different types of particles 
have their particular morphological characteristics [6–10]. However, 
with unique generation mechanisms, some of the particles in different 
categories, such as severe sliding and fatigue, maybe similar in shapes. 
Severe sliding particles are generated by excessive stress on the surface 
of friction pairs, while fatigue particles are produced under cyclic con-
tact stress. As shown in Fig. 1, fatigue particle surfaces possess many 
pits, but parallel scratches exist on severe sliding particles. It can be 

Fig. 1. Fault particle images collected by ferrograph analysis: (a) (b) fatigue particle, (c) (d) severe sliding particle.  

Fig. 2. Image of wear particle in: (a) 2D, (b) 3D topography, (c) 2D height.  
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observed that the main difference between the two kinds of particles 
appears on the surface texture, instead of the size or shape. Therefore, 
selecting an appropriate information form can promote the identifica-
tion of similar particles. 

As shown in Fig. 2, the particle surface can be described in terms of 
2D colored image, 3D morphology, and height transformed image. In 
contrast, 2D images are usually captured with microscopes [6], which is 
a standard operation in traditional ferrography analysis. The images 
composed of color pixels cannot provide morphological information, 
thus have a low recognition rate for similar particles. 3D surfaces 
contain a larger amount of morphological data [10], but they are diffi-
cult to be handled directly by classification models. Therefore, 3D fea-
tures have to be constructed and adopted to identify similar particles, 
but this may cause an insufficient characterization of particle surfaces. 
Height maps are the transformation from the 3D topography to the 2D 
datum plane. This image form can reflect the complete surface by the 
gray change of 2D images. Hence, the height map of particle surfaces is 
selected as the image form to classify similar particles. 

2.2. The construction of CNN-based identification model 

A CNN-based model is constructed to deal with the height maps of 
fatigue particles and severe sliding particles. Because of insufficient 
training samples, the reliability of the constructed model is analyzed in 
detail, i.e., its convolution kernels are visualized with their outputs and 
further explored with class activation maps to show the critical areas of 
particle images for classification. 

2.2.1. Model design 
Typical particle analysis can be released from the limitation of 

artificially-designed features with the CNN model, which provides a 
non-parametric means for identification [19]. Considering efficiency 
and accuracy, the CNN-based particle identification model is designed 
with four convolution layers, as shown in Fig. 3. In this model, the 
Leaky-ReLU function is employed because it can enhance the nonline-
arity of the convolution layer by updating kernels within negative in-
tervals [20]. The max-pooling strategy is introduced to retain texture 
information. Besides, the dense layer, dropout layer, and batch 
normalization (BN) layer are added to improve the performance of the 
model [21,22]. An empirical value (0.5) is selected as the dropout ratio. 
Finally, the sigmoid function is chosen as the classifier considering its 
superiority for dichotomous problems. 

The loss function can guide the CNN optimization by the error be-
tween the predicted result and the real label of training samples. 
Commonly-used classification loss functions are the mean-variance 
function and the cross-entropy function [23]. The cross-entropy func-
tion, in contrast, is suitable for the image classification. It is because this 
function can accelerate the training process when combined with the 
sigmoid classifier. For the two-type identification, the binary 
cross-entropy (BCE) [24] is chosen for the loss function. It is defined in 
Equ. (1). 

log
(
yt
⃒
⃒yp

)
= −

(
yt × log

(
yp
)
+(1 − yt)× log

(
1 − yp

))
(1)  

where, yt is the real label of the sample, yp is the probability of yt = 1 of 
the sample. 

2.2.2. Model training 
Gradient Descent (GD) algorithm is often applied in training the CNN 

[25]. However, it has low training efficiency due to the fixed learning 
rate and a one-time weight update for all kernels. In view of this, an 
effective method has been developed with an adaptive learning rate, 
that is, Adam algorithm, which can calculate the learning rate from the 
mean value of the first-order and second-order moments [26]. There-
fore, this effective training method is adopted here. 

As emphasized, the image samples of fault particles are difficult to 
obtain from real machines. With the standard ferrograph analysis, only 
30 fatigue and 30 severe sliding wear particle images are collected from 
wear test oils. Twenty pairs of images are used as training samples and 
the rest are test samples. The CNN-based particle identification model is 
trained by the Adam trainer with a learning rate of 0.0001 and the 
iteration is 200. The CNN model converges rapidly as the number of 
iterations increases and stabilized after the 25th iteration. It may be 
concluded that this designed CNN structure can effectively deal with 
trained particle samples under the Adam optimization algorithm. Ten 
sets of fatigue and severe sliding particles are applied to test the trained 
model. The CNN-based model can identify all tested particles with ab-
solute accuracy. Part of the result is shown in Table 1. 

2.2.3. Kernel visualization 
With multiple convolution layers, the trained CNN model can extract 

the overall features from wear particle images. However, salient features 
such as boundaries would be strengthened due to dramatic gray-scale 
changes. Comparatively, the surface features of object particle images 

Fig. 3. The framework of the CNN-based particle identification model.  

Table 1 
The identification results of tested fault particles with the knowledge-embedded double-CNN model (Note: F∗ represents the tested fatigue particle, while S∗ is for the 
severe sliding particle).  

Type F1  F2  F3  F4  F5  S1  S2  S3  S4  S5  

Fatigue 100%  100%  100%  100%  100%  0%  0%  0%  0%  0%  
Sliding 0%  0%  0%  0%  0%  100%  100%  100%  100%  100%   
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are weak, thus may be weakened in the convolution process. This would 
be aggravated when training samples are insufficient as happened in this 
work. Therefore, convolution kernels in the constructed CNN model are 
further visually inspected with their feature maps and class activation 
maps. 

2.2.3.1. Feature maps of convolution kernels. Different convolution ker-
nels focus on different characteristics, thus the evolution of the feature 
extraction can be traced by checking the output of convolution layers, i. 
e. feature maps. Since the convolution layer Conv4 is closely connected 
with the classifier, its kernels are visualized with the fatigue particle and 
the severe sliding particle images. The feature maps are shown with two 
3 × 18 sub-image matrixes in Fig. 4. 

As can be seen from Fig. 4, different morphological features are 
extracted with different convolution kernels. Most importantly, the 

Conv4 layer has extracted a small number of discriminative features for 
characterizing typical particles. These include parallel scratches for se-
vere sliding particles and pits for fatigue particles. However, further 
checks show that the edge features are over-emphasized as compared 
with the surface features. This may introduce invalid identifications 
using unnecessary features rather than the essential ones. Further 
evaluations are carried out to identify the dominant elements for the 
final classification. 

2.2.3.2. Class activation maps. The Grad-CAM can provide class acti-
vation maps by summing all feature maps with the gradient of the 
convolution layer [27,28]. As the convolution layer is closely connected 
with the classifier, the Conv4 layer is also processed with Grad-CAM to 
locate the discriminative area for classification. The importance of a 
given kernel category is 

Fig. 4. Feature maps of Conv4 convolution kernels in the constructed CNN model (Note: Feature maps with critical features are shown in red bounding boxes). (For 
interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 5. Class activation maps for Conv4 in the constructed CNN model.  
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where, Z is the number of pixels in the feature map, Yc is the importance 
of given category c, and Ak

ij refers to the activation at the location (i, j) of 
the feature map Ak, ωc

k is the weight connecting the kth feature map with 
the cth class. 

Fig. 5 shows a collection of class activation maps extracted by Grad- 
CAM. As can be seen, discriminative elements for both severe sliding and 
fatigue particle images mostly exist on particle edges rather than on 
surface textures. It can be generalized that the constructed model cannot 
achieve good performances for fatigue and severe sliding particles with 
these features. For the high identification accuracy achieved in Section 
2.2.2, this may due to the situation that limited training samples may 
possess differences on the boundary for the two kinds of fault particles, 
so the CNN model is mistakenly trained to adapt to the edge features as 
the discriminative feature. However, the recognition accuracy will be 
sharply reduced in real-world applications, after all, the kernel adopts 
useless features. 

2.3. Knowledge-embedded double-CNN model 

As mentioned before, the surface features including distributed pits 
and parallel scratches, are critical for identifying fatigue and severe 
sliding particles. These surface features are weak but still can be 
distinguished from some of feature maps, as shown in Fig. 4. If these 
efficient feature maps can be chosen and applied to construct a new CNN 

model, the efficiency of the particle identification model can be 
enhanced by increasing the weight of discriminative features. Therefore, 
a knowledge-embedded double-CNN model is proposed with the 
framework shown in Fig. 6. 

Three steps are involved in model construction. First, the CNN model 
in Section 2.2 is adopted as the first network to extract high-level fea-
tures of fault particle samples. Second, masked images are created with 
the empirical knowledge to characterize the surface features and they 
are further applied to select the efficient kernels from the Conv4 layer of 
the first CNN network. In the final step, the second CNN network is 
constructed with six parallel convolution layers to deal with the feature 
maps of the four selected kernels, and output the final particle type. 

The first CNN network has been described in detail in Section 2.2, 
and the visualization results show that its convolution kernels can pro-
vide typical feature maps for fault particles. Further details of the pro-
cedure are presented in the sections below. 

2.3.1. Knowledge-embedded efficient convolution kernel filtering 
To select efficient kernels from the first CNN network, the filtering of 

convolution kernels is carried out, which involves (1) image enhance-
ment for feature maps, (2) knowledge characterization of typical parti-
cles, and (3) efficient convolution kernel filtering. 

2.3.1.1. Image enhancement for feature maps. As seen in Fig. 4, the 
surface features of typical particles can be observed from feature maps. 
However, there is excessive noise in these maps. To enhance the domi-
nant feature, threshold segmentation is introduced to eliminate the 
disturbance information in the gray-scale feature maps. With the 

Fig. 6. Framework of the knowledge-embedded double-CNN model for identifying 3D fault particles with a small number of samples.  
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Fig. 7. Threshold segmented feature maps for dominant feature enhancement.  

Fig. 8. Knowledge-based masks of typical particles: (a) severe sliding particle, (b) masked parallel scratches, (c) fatigue particle, (d) masked pits.  

Fig. 9. Feature maps of the selected four convolution kernels.  
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threshold (230), the feature maps are processed to be the binary one, 
which only contains the concerned region and black background, as 
shown in Fig. 7. This would facilitate the selection of efficient convo-
lution kernels and provide critical morphological features for typical 
particles. 

2.3.1.2. Knowledge characterization of typical particles. Even with the 
empirical knowledge of typical features of object fault particles as 
described in Section 2.1, it is not easy to automatically select efficient 
kernels with high efficiency. After all, the experience-based ferrograph 
could not provide a unique standard for these similar but diverse fea-
tures. That means empirical knowledge should be involved to mask the 
critical features in the particle image. With the particle generation 
[7–9], two kinds of masks are created for the two types of particles, as 
shown in Fig. 8. The height maps of fatigue and severe sliding particles 
are simplified by masking pits or parallel scratches in white, and the 
background is shown in black. 

2.3.1.3. Convolution kernel selection. With the above two processes, the 
feature maps and the knowledge-based masked images have been ob-
tained in binary format, which contains rich structure information of key 
features but less color and gray-scale information. By checking the 
structural similarity with these two images, the object kernels can be 
selected. Compared with the structural similarity (SSIM) and the Hash 
perception algorithms [29,30], cosine similarity (CS) [31] is calculated 
based on the structural features of the image without color information. 
Therefore, the CS is adopted in this work, which converts each image 
into a vector and calculates the cosine angle of the two vectors as the 
image similarity. 

With the CS similarity measure, four convolution kernels are selected 
from the first CNN network. As shown in Fig. 9, the feature maps of these 
convolutional kernels are acquired by inputting fault particle images. 
The images IP21 and IP22 describe the characteristics of severe sliding 
particles, while IP23 and IP24 represent the critical features of fatigue 
particles. 

2.3.2. The second CNN construction with selected kernels 
The feature maps are unique that it can only describe one particle 

type, such as IP21 in Fig. 9 that is only for severe sliding particles. To 
make full use of the feature maps of the four selected kernels, a CNN 
model with four inputs is constructed, in particular, it contains six 
parallel convolutional layers. Its structure is shown in Fig. 10. 

After processed by the first CNN network, the selected feature maps 
are already high-level features. Only one single convolution layer is 
introduced for each input in the second CNN network. Maps IP21 and 
IP22 are the inputs to convolution layers Bconv1 and Bconv2, respec-
tively. Convolution layers Bconv3 and Bconv4 are respectively fed with 
maps IP23 and IP24. To prevent the CNN model from relying on a single 
convolution kernel, the feature maps of fatigue and severe sliding par-
ticles are mixed and inputted into a new convolution layer. Specifically, 
the input of the convolution layer Bconv5 is the mixed feature maps of 
IP1 and IP3, and the Bconv6 layer is inputted with the mixed maps of IP2 
and IP4. With this framework, the constructed model can learn the 
difference between similar particles in and between convolution kernels. 
Each convolution layer contains 32 convolution kernels with a size of 3×

3. The six convolution layers are integrated and inputted to the flatten 
layer. 

Similar to the first CNN network presented in Section 2.2, Dropout 
and BN layers are also introduced to enhance the second CNN network. 
The sigmoid function and the binary cross-entropy loss are still adopted 
as the classifier and the loss function. Twenty sets of feature maps of 
fatigue particles and severe sliding particles are selected as training 
samples. The second CNN network is trained with the Adam algorithm 
(learning rate 0.0001). The training iteration is set to 200, and the 
training process is shown in Fig. 11. The recognition accuracy and 
training loss of the second CNN network converge rapidly and stabilized 
after the 50th iteration. This indicates that the designed CNN structure is 
effective in processing the feature maps of the four selected kernels 
through six parallel convolution layers. 

Fig. 10. The framework of the second CNN network with four feature maps.  
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3. Verification 

The knowledge-embedded double-CNN model is established with the 
first and second CNN networks, which are connected by the efficient 
convolution kernel filtering. The performance of this method is verified 
with the particle identification accuracy and the network visualization. 
The height maps of wear particles are inputted into the first CNN 
network to obtain four feature maps, and then these maps are handled 
with the second CNN network to obtain the final identification results. 

3.1. Real particle identification 

To acquire tested wear particles, the wear experiment is carried out 
with a four-ball tester, which is a commonly-used wear test rig [32]. The 
friction pair is composed of four steel balls manufactured by the carbon 
chromium bearing steel (GCr15). By specifying loads and rotation 
speeds, the friction pair can be worn and generate different types of wear 
particles. With the ferrograph technology, ten groups of severe sliding 
particles and fatigue particles are collected from the lubricant oil of the 
four-ball tester. The surfaces of these particles are obtained with the 3D 
reconstruction method [4] and then transformed into height maps as the 
tested samples. With the first and second CNN networks, the classifier 
outputs the recognition probability of tested particles. Examples of input 

images of the two CNN networks are displayed in Fig. 12. The developed 
double-CNN network can accurately identify all tested particles. Part of 
recognition results are shown in Table 2. 

3.2. Visualization of the output convolution kernel 

The extracted features of convolution kernels can be explored with 
their output. The integration layer of the second CNN network is closely 
connected with the final classifier, thus it is visualized with the severe 
sliding particle and the fatigue particle, as shown in Fig. 12. It can be 
observed that most of the feature maps are extracted around the key 
features of severe sliding or fatigue particle images. The convolution 
kernels of the integration layer pay more attention to surface features 
than the Conv4 layer in the first CNN network, which can be concluded 
from the number of feature maps containing surface textures in Figs. 4 
and 12. Therefore, the constructed model can extract more distinguished 
features for severe sliding and fatigue particles through efficient 
convolution kernel filtering and the double-CNN structure. 

3.3. Class activation maps 

Similar to Section 2.2, class activation maps are adopted to show the 
key area used for particle classification. The second CNN network de-
termines the final identification, thus all convolution layers of the sec-
ond CNN network are visualized with Grad-CAM, as shown in Fig. 12. It 
can be seen that the results are consistent with the training samples of 
each convolution layer. For the fatigue particle, Bconv1 and Bconv2 
layers extract no significant regions, while the distinguishing regions of 
layers Bconv3 and Bconv4 are the particle pits, which are also located by 
the mixed layers of Bconv5 and Bconv6. For the severe sliding particles, 
the significant areas acquired by convolution layer Bconv1 and Bconv2 
are parallel scratches, while there is no distinctive area in convolution 
layers Bconv3 and Bconv4. Part of the key features is extracted by mixed 
layers Bconv5 and Bconv6. As the layer is closely connected with the 
classifier, the integration layer adopts the surface pits for the fatigue 
particle and parallel scratches for the severe sliding particle. Therefore, 
the knowledge-embedded double-CNN model is able to adopt typical 
features to identify similar particles. 

Considering the verification results, the knowledge-embedded dou-
ble-CNN model can be regarded as a useful model for identifying 3D 
fault particles with a small number of samples. Moreover, this model can 
be applied to identify severe sliding particles and fatigue particles. 

4. Discussion 

A knowledge-embedded double-CNN method is developed for iden-
tifying the 3D surfaces of similar wear particles with a small number of 
samples. The method involves image forms for identification, the first 
CNN network, efficient convolution kernel filtering, and the second CNN 
network. The proposed method achieves an effective identification for 
similar particles by embedding the empirical knowledge into the CNN- 
based identification model. The comparison between the proposed 
method and other methods is given below. 

The combination of 2D surface textures and intelligent methods [6, 
17] (including the parameter-based and non-parametric models) have 
promoted the automation of wear particle identification. However, 2D 
particle images only provide the color information rather than the sur-
face morphology, which may fail to character similar particles. When 
compared with 3D WDA methods [11], the advantage of the proposed 
identification method is that the CNN model directly adopts the change 
of 3D surface heights as the input. This approach can avoid the loss of 
surface information due to artificially-designed features. In addition, 
typical particles are difficult to be collected from operating machines, 
which will lead to insufficient training of the CNN network. To address 
this issue, double CNNs are introduced. Empirical knowledge is adopted 
to select four efficient convolution kernels from the first CNN network, 

Fig. 11. Training process of the constructed CNN model with four feature 
maps: (a) training accuracy, (b) training loss. 
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and then the output maps of these kernels are inputted into the second 
CNN network to obtain the final identification. With this structure, the 
importance of the valid features is increased to ensure that the CNN 
network can realize identification using a small number of samples. 
Therefore, the proposed knowledge-embedded double-CNN method can 
be considered as an effective means for WDA. 

For industrial applications, rubbing, spherical, and cutting particles 
will be first recognized with their typical shape characteristics [7], and 
the remaining morphologically-similar fatigue and severe sliding parti-
cles will be identified by the proposed knowledge-embedded dou-
ble-CNN method. By this hierarchical identification strategy, the 
identification accuracy of typical particles can be significantly 
improved. This work will contribute toward enhancing the wear state 
analysis for machine condition monitoring. 

5. Conclusions 

A knowledge-embedded particle identification model is proposed 
and applied to identify fatigue and severe sliding wear debris. The 
developed double-CNN model uses the height maps of particle surfaces 
as the input, and its main features include:  

(1) By selecting CNN structures and optimization approaches, a CNN 
model is constructed to extract high-level features from wear 
particle surfaces;  

(2) Based on the empirical knowledge, four efficient convolution 
kernels are selected via the similarity for the typical particle 
description; 

Fig. 12. Validation for knowledge-embedded double-CNN fault particle identification model (Note that CAM represents the class activation map).  

Table 2 
The identification results of tested fault particles with the knowledge-embedded double-CNN model (Note: F∗ represents the tested fatigue particle, while S∗ is for the 
severe sliding particle).  

Type F1  F2  F3  F4  F5  S1  S2  S3  S4  S5  

Fatigue 100%  100%  99.9%  99.7%  100%  0%  1.1%  1.7%  0%  0%  
Sliding 0%  0%  0.1%  0.3%  0%  100%  98.9%  98.3%  100%  100%   
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(3) Using the efficient feature maps, a CNN-based identification 
model with four inputs and six parallel convolution layers is 
established to distinguish similar particles. 

This investigation offers an insight into the efficiency in the auto-
matic classification of similar wear particles. This work will contribute 
toward enhancing the analysis of machine wear states. 
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