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A B S T R A C T   

Since worn surfaces contain rich information of the wear mechanisms, in-situ measurements of surface topog
raphy can characterize ongoing wear degradation in machines. With the help of photometric stereo vision, three- 
dimensional (3D) topography of worn surfaces is obtained with a monocular microscope. However, the accuracy 
of the reconstructed surfaces remains low due to the non-Lambertian reflections of worn surfaces and noise in the 
image acquisition equipment. To address this issue, an optimized photometric stereo approach is proposed for 
the improvement of worn surface reconstruction. To accommodate the non-Lambertian reflections, a multi- 
branch network is constructed to estimate normal vectors from both the photometric images and the incident 
illumination directions. The estimated normal vectors are adopted to reconstruct worn surface topography by 
embedding prior knowledge. With this design, the overall distortion caused by image noise is effectively sup
pressed. The proposed method is verified by comparing with the Laser Scanning Confocal Microscopy (LSCM). As 
the main result, over 88% similarity on the worn surface roughness can be obtained.   

1. Introduction 

As the direct product of the wear process, worn surfaces with 
topography variations can indicate the wear evolution [1,2]. Therefore, 
worn surface analysis is considered an effective means for the state 
assessment of critical tribological systems [3]. Driven by condition- 
based maintenance (CBM), this promising technology is developed to
ward in-situ analysis to provide a comprehensive description for wear 
condition. However, existing 2D measurements cannot identify topog
raphy with similar contours, such as bulges and pits [4,5]. Stereo 
reconstruction hence has been adopted as a promising method of 
obtaining 3D topography. Nevertheless, the accuracy is limited by the 
non-Lambertian reflections and the image noise [6]. Thus, the method 
for the in-situ acquirement of 3D topography is a challenge for worn 
surface examination. 

Relying on the optical microscope, researchers initially acquire 2D 
images of worn surfaces to extract characteristics such as invariant 
moment [7,8]. However, due to the lack of information on the height/ 
depth of the scratches, the 2D image can only characterize surface 
contours rather than the inner texture for typical surface topography, 
including bulges and pits. For this reason, 3D scanning devices, for 

example, Laser Scanning Confocal Microscopy (LSCM) and Atomic Force 
Microscopy (AFM), have been applied to reconstruct worn surface 
topography [9]. These devices can provide more morphological features 
to enhance wear characterization, but they are restricted to laboratory 
operations. The industrial endoscope [10] can also be adopted to char
acterize worn surfaces, but only 2D images are provided to realize in-situ 
examination. With the development of stereo systems, photometric 
stereo vision [11,12] has been proved to be an effective reconstruction 
approach for in-situ wear analysis [13–14]. It obtains the surface normal 
vectors based on the Lambertian reflectance and optimally reconstructs 
the 3D topography. However, worn surface images are vulnerable to 
non-Lambertian reflections and image noise, which will result in 
incorrect normal vector determination and surface reconstruction [15]. 

Numerous algorithms have been developed for the reconstruction of 
photometric stereo. To accommodate the non-Lambertian reflections, 
normal vectors are estimated by outlier rejection or complex reflectance 
models [16,17]. These estimation algorithms need to calculate the 
normal vectors pixel by pixel and require many photometric images. 
With the introduction of neural networks [18–21], the whole normal 
vector map can be rapidly obtained from photometric images. However, 
the normal vector estimation accuracy is still affected by the high 
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reflectivity and multiple reflections in worn surfaces. Moreover, 
gradient-based reconstruction algorithms, such as the Frankot- 
Chellappa algorithm [22] and the Poisson algorithm [23], can recon
struct 3D topography from estimated normal vectors. These algorithms 
assume that the gradient noise satisfies the Gaussian distribution. 
However, this assumption may not be justified for real-world gradient 
noise. When the gradient noise accumulates, it further aggravates the 
distortion of reconstructed surfaces. In contrast to the classical two-step 
framework, a great likelihood estimate is employed to calculate the 
height directly from the photometric image [24]. The algorithm enables 
accurate reconstruction from noisy images, but it is only applicable to 
Lambertian surfaces due to the assumption of perfect diffuser. 

In this work, an optimized photometric stereo approach is developed 
to reconstruct worn surface topography. Specifically, photometric im
ages of worn surfaces are first collected by an in-situ imaging system. 
Afterward, a multi-branch network is constructed to estimate normal 
vectors from the photometric images. The estimated normal vectors and 
prior knowledge are combined to reconstruct the worn surface topog
raphy. The proposed approach is validated with worn surfaces and 
compared with the standard methods. 

The rest of this paper is organized as follows: Section 2 describes the 
optimized photometric stereo algorithm and its implementation details. 
The verification of the proposed approach is given in Section 3, followed 
by the discussion in Section 4. Conclusions are given in Section 5. 

2. Materials and methods 

2.1. 3D reconstruction of photometric stereo 

Focusing on the reconstruction distortion in photometric stereo, the 
reconstruction process is analyzed to reveal the source of errors. 
Furthermore, a two-step optimized algorithm is proposed, including the 
normal vector estimation network (NE-Net) and the regularized surface 
reconstruction. 

2.1.1. Acquisition of photometric images 
Fig. 1 depicts the in-situ imaging system adopted to collect photo

metric images of worn surfaces. In the system, the illumination source 
consists of eight LEDs circumferentially distributed and independently 
controlled. The resolution of the digital microscope is 600 pixel × 600 
pixel, and the imaging area is 0.732 mm × 0.732 mm. The universal 
holder and the sliding table are adjusted to ensure clear imaging in the 
digital microscope. By switching on/off the illumination sources 
sequentially, eight photometric images are acquired with different 
illumination directions. These 2D images compose a sample set for 3D 
image reconstruction of worn surfaces. 

2.1.2. Influences of the 3D image reconstruction 
Fundamentally, there are two dominant influences to the imaging 

process: the reflectance properties of worn surfaces and the image noise. 
They affect the image brightness and introduce errors in the recon
struction process. 

The reflectance property, which is critical to the calculation of 
normal vectors, relates the image brightness to the surface geometry. In 
conventional photometric stereo algorithms [11], the surface is assumed 
to be a Lambertian surface containing only diffuse reflections. However, 
worn surfaces produce various non-Lambertian reflections such as 
attached shadow, cast shadow, and specular, see Fig. 2. These reflections 
dramatically change the local brightness and lead to errors in estimating 
the normal vector. 

Image noise originated from the vision sensor will exacerbate surface 
reconstruction errors. To independently analyze the image noise, noisy 
Lambertian images are employed to reconstruct 3D topography. These 
images are rendered from the worn surface topography shown in Fig. 3 
(a) and added with Gaussian noise [16] to simulate the real image. Fig. 3 
(b-d) show reconstructed surfaces by other reconstruction algorithms, 
such as the Frankot-Chellappa algorithm [22], the Poisson algorithm 
[23], and the path-integral algorithm [11]. As can be observed, the 
reconstructed surfaces contain overall warpage, indicating the accu
mulation of image noise. 

2.1.3. Approach for 3D reconstruction 
For the above two influencing factors, a two-step approach is pro

posed for 3D reconstruction of worn surface topography, see Fig. 4. In 
the first step, the NE-Net is constructed to estimate a normal vector map 

Fig. 1. The in-situ imaging system of worn surfaces (a) system components, (b) illumination source, (c) photometric images.  

Fig. 2. Reflective components of real worn surfaces.  
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from photometric images of worn surfaces. This is followed by a regu
larized surface reconstruction step that combines normal vectors and 
prior knowledge to reconstruct worn surfaces. With the optimization of 
the normal vector estimation and surface reconstruction, the proposed 
approach can improve the accuracy. Further details will be introduced in 
the following sections. 

2.2. NE-Net for normal vector estimation 

As mentioned before, worn surfaces cannot be regarded as Lambert 
reflectors due to the appearance of shadows and highlights. For non- 
Lambertian surfaces, neural networks [18–21] are adopted to establish 
the relationship between photometric images and normal vector maps. 
However, the networks with general structures cannot provide the 

needed accuracy in worn surface reconstruction. To obtain accurate 
normal vectors, the estimation network is constructed with the combi
nation of the photometric stereo principle. 

2.2.1. Structure of NE-Net 
As shown in Fig. 5, the NE-Net is a multi-branch network that can 

output a normal vector map N from photometric images I =

[ I1 I2 ⋯ Im ]. It is a convolutional network including three com
ponents: feature extractor, PS-Fusion, and normal vector generator. The 
fully convolutional structure is applicable to photometric images of 
arbitrary size. In the forward propagation, the image size is halved after 
each convolution layer with a stride of 2 and doubled after a deconvo
lution layer. For each level, the number of channels is marked below the 
corresponding layer in Fig. 5. The detailed structure is described below. 

Fig. 3. Reconstructed surfaces with different algorithms (a) ground truth, (b) the Frankot-Chellappa algorithm, (c) the Poisson algorithm, (d) the path- 
integral algorithm. 

Fig. 4. The framework of the optimization algorithm for 3D reconstruction.  
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1) Feature extractor 

The feature extractor is designed to excavate beneficial brightness 
variation from various reflections in photometric images. Specifically, 
the extractor adopts a multi-branch structure with shared weights to 
generate independent feature maps. For each branch, a convolutional 
layer with outside padding converts a photometric image into a feature 
map with the same resolution. Meanwhile, the conv-block, including 
two convolutional layers, is employed to process feature maps with 
resolution compression and channel increment. This structure enables to 

increase the receptive field and extract high-level information with 
fewer network parameters. Moreover, the Leaky-ReLu (LReLu) function 
is added behind each convolutional layer to enhance the non-linearity.  

2) PS-Fusion 

The extracted feature maps are further aggregated into strong cues 
for normal vector estimation by the fusion layer. Based on the property 
of specular reflection, the PS-FCN [18] adopts max-pooling to construct 
the fused normal vector map. However, the few LED sources can not 

Fig. 5. The structure of the constructed NE-Net.  

Fig. 6. The schematic of PS-Fusion.  
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ensure that each pixel exhibits specular reflection from appropriate 
illumination directions. 

To reasonably aggregate feature maps, a photometric stereo fusion 
(PS-Fusion) method is constructed and is shown in Fig. 6. The design 
motivation is that the fundamental photometric stereo principle can 
facilitate NE-Net learning. Specifically, the feature maps at the corre
sponding channels are treated as a set of photometric images. Based on 
Lambertian photometric stereo [11], these images are converted to 
normal vectors as fused feature maps, that is, 

F w = [ vec(Fw
1 ), ⋯, vec(Fw

i ), ⋯, vec(Fw
m) ]⋅L

T(LLT)
− 1 (1)  

where F w is the w - th fused feature map, Fw
i is the w - th channel of the 

feature map extracted from image Ii, vec(⋅) represents the vectorization 
of several matrices, L is the illumination direction matrix consisting of 
the incident illumination vectors, expressed as 
L = [ l1 l2 ⋯ lm ]

T
∈ R3×m, and the incident illumination vector li 

represents the unit vector directed from the reconstructed surface to the 
i - th illumination source. 

The constructed PS-Fusion can be regarded as an effective extension 
of the Lambertian photometric stereo algorithm. Compared with max- 
pooling [26] and mean-pooling [27], this method can reasonably uti
lize the brightness variations and illumination directions rather than a 
particular brightness. This design enables high precision normal vector 
estimation from a few photometric images.  

3) Normal vector generator 

The normal vector generator is applied to convert fused feature maps 
into the final normal vector map through the convolutional and 
deconvolutional layers. To enhance the detail features, normal vector 
predictions with different resolutions are employed to refine the normal 
vector map layer by layer. Moreover, the outputs of deconvolutional 
layers are concatenated with the feature maps from the extractor along 
the channel dimension. The skip connections can integrate local infor
mation from the feature extractor and high-level information supplied 
by the normal vector generator. Based on the above structure, a dense 
normal vector map from photometric images is produced from the NE- 
Net. 

2.2.2. Loss function 
A proper loss function is essential for the NE-Net to produce accurate 

normal vector estimation. For each estimated normal vector map, the 
estimation error is quantified by the cosine similarity (CSIM) loss 
function. Furthermore, CSIMs of multiple estimations are weighted to 
form the overall loss function, as shown in Eq. (2). To reinforce the local 
features, item-by-item doubling weights are employed to focus more on 
higher feature maps. With the summation of weights close to 1, the four 
weights are set to 0.08, 0.16, 0.32, and 0.64. 

ℓnormal =
∑4

n=1
λn

(
1

hnwn

∑hn

i=1

∑wn

j=1
(1 − Nij⋅Ñij)

)

(2)  

where λn is the weight of the n - th normal vector estimation, hn × wn is 
the resolution of the n - th normal vector map,Nij is the ground truth of 
the normal vectors at the point (i,j), and Ñij is the estimated value of the 
normal vector at the point (i, j). 

2.2.3. Training of the NE-Net 
The essence of NE-Net training is a parameter adjustment process by 

referring to labeled data containing photometric images and normal 
vector maps. However, the acquisition of normal vector maps is tedious 
because it includes 3D measurement, normal vector calculation, and 
image alignment. These time-consuming operations would lead to dif
ficulties in building a large training set. A simulated worn surface data 
set is hence used in the NE-Net training. 

The build of the simulation dataset is a two-step process: topography 
simulation and image rendering. In the first instance, topography 
simulation is performed to generate surface topography consistent with 
worn surfaces. For worn surfaces, the height obeys Gaussian distribu
tion, and the autocorrelation functions (ACF) satisfy the exponential 
form [27,28]. Therefore, Gaussian random sequences are employed to 
generate random surfaces of exponential ACF by 2D digital filtering 
[29]. Height amplitude and spatial correlation of the generated topog
raphy are determined by the RMS roughness and correlation distances. 
These parameters are consistent with the measurements of worn sur
faces to generate realistic topography. This is followed by data-driven 
rendering to output photometric images from the generated topog
raphy. The rendering is implemented based on the MERL database [30], 
consisting of reflectance data with 100 actual materials. In the genera
tion of simulation data, the RMS roughness is varied, and the correlation 
distances in different directions are combined to generate diverse 
topography. Meanwhile, reflectance data with multiple materials are 
employed to provide distinct reflective properties for simulated surfaces. 
In this manner, a total of 60,000 sets of simulated data are generated. An 
example set of simulated data, including a random surface, a normal 
vector map, and photometric images, are shown in Fig. 7. 

With the simulated data, NE-Net parameters are adjusted by mini
mizing the loss function. The parameter adjustment is implemented 
using Pytorch 1.9.0. In the training process, the Adam algorithm [31] 
with default parameters is chosen as the trainer. To eliminate the fluc
tuation near the optimum point, the learning rate is initially set to 0.001 
and divided by two for every five epochs. Moreover, the NE-Net is 
trained for 30 epochs with a batch size of 32. Fig. 8 depicts the loss 
function values during the training. It indicates that the NE-Net can 
estimate normal vectors from simulated images. 

2.2.4. Analysis of the NE-Net 
The constructed NE-Net is employed to estimate normal vectors in 

non-Lambertian surfaces. To analyze the effectiveness, a test dataset 
containing 200 sets of simulated surfaces is built based on the MERL 
database [29]. Moreover, the analysis adopts the mean angular error 
(MAE) to quantify the estimation errors.  

1) Effectiveness of PS-Fusion 

The NE-Net adopts PS-Fusion to fuse multi-branch feature maps in an 
interpretable way. With the test dataset, the PS-Fusion is compared with 
max-pooling [25] and mean-pooling [26]. The comparison is with 
identical remaining layers, and the results are shown in Table 1. It in
dicates that the constructed PS-Fusion can greatly improve the estima
tion accuracy.  

2) Generalization ability in different materials 

Different materials of worn surfaces exhibit distinct reflectance 
properties, which result in a great challenge for normal vector estima
tion. To evaluate the performance in different materials, the NE-Net is 
compared with the Least Squares algorithm (LS) [11] and the Near-field 
Point Source algorithm (NPS) [14]. The results of comparing 100 ma
terials are shown in Fig. 9. It demonstrates the excellent generalization 
ability of NE-Net in materials with different reflectance properties. The 
above two analyses have proved that the NE-Net can produce high- 
precision normal vector estimation for non-Lambertian surfaces. 

2.3. Regularized surface reconstruction from the normal vector map 

In addition to non-Lambert reflections, image noise in the image 
acquisition equipment would aggravate reconstruction distortion. Spe
cifically, accumulated image noise introduces warpage in the recon
structed surfaces, as shown in Fig. 3. To resist the deformation, the prior 
knowledge of worn surfaces is introduced. 
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2.3.1. Cost function with prior knowledge 
In photometric stereo, gradient-based reconstruction can recover the 

3D topography from the estimated normal vector map. In the first step, 
estimated normal vectors are converted into gradients based on the 
perspective projection. This is followed by a cost function [33] described 
in Eq. (3) to select the surface that satisfies the measured gradients. 

J0(Z) =
∫∫

(x,y)∈Ω

[(Zx(x, y) − p(x, y))2
+ (Zy(x, y) − q(x, y))2

]dxdy (3)  

where Z(x, y) is the reconstructed height at the pixel point (x,y), Ω is the 
reconstructed area, Zx(x, y) and Zy(x, y) are the partial derivatives of the 
reconstructed height, p(x, y) and q(x, y) are the measured gradients. 

However, these surfaces exhibit warpages that deviate from the 
macroscopic appearance. To improve the quality of reconstructed sur
faces, the known appearance is embedded in the surface reconstruction 
as prior knowledge. For example, a flat surface for the pin-on-disc and a 
cylindrical surface for the bearing outer ring. Specifically, a regulari
zation term containing reconstructed surfaces and prior knowledge is 
added, the cost function in Eq. (3) becomes: 

J(Z) = J0(Z) + J1(Z)

=

∫∫

(x,y)∈Ω

[(Zx(x, y) − p(x, y))2
+ (Zy(x, y) − q(x, y))2

]dxdy

+

∫∫

(x,y)∈Ω

λ(Z(x, y) − Z0(x, y))2dxdy

(4)  

where λ is the regularization coefficient determined by the U-curve [32], 
Z0 is the prior knowledge of worn surfaces. 

In the constructed cost function, the data term J0(Z) is employed to 
reconstruct local features satisfying measured gradients. Moreover, the 
regularization term J1(Z) adopts the prior knowledge to suppress image 
noise accumulation. By balancing both terms, accurate surface topog
raphy can be obtained from measured normal vectors. 

2.3.2. Cost function solution for surface reconstruction 
The new cost function describes the difference between recon

structed and real surfaces from the gradients and the prior knowledge. It 
means that the satisfied surface is selected with the minimum of the cost 
function. The detailed minimization solution is described as follows. 

By transforming numerical differentiation into a matrix multiplica
tion, the partial derivatives of surface height, as Zx and Zy, can be 
expressed as: 

Fig. 7. A set of simulated data: (a) random surface, (b) normal vector map, (c) photometric images.  

Fig. 8. The training process of the NE-Net.  

Table 1 
Quantitative comparison of different fusion layers.  

Fusion method Mean-pooling Max-pooling PS-Fusion 

MAE (◦)  7.890  7.021  3.965  

Fig. 9. Quantitative comparison of normal vector estimation algorithms in different materials.  
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{
Zx = ZDT

x

Zy = DyZ
(5)  

where Z is the height matrix of the reconstructed surface, Dx and Dy are 
coefficient matrices of the numerical differentiation. 

Based on Eq. (5), the constructed cost function J(Z) is transformed as 
follows: 

J(Z) = trace{(ZDT
x − P)(ZDT

x − P)T
} + trace{(DyZ − Q)(DyZ − Q)

T
}

+trace{λ(Z − Z0)(Z − Z0)
T
}

(6)  

where P and Q are gradient matrices converted from estimated normal 
vectors. 

To minimize the cost function, Eq. (6) is differentiated with respect 
to Z, then we have, 

(DT
y Dy +

λ
2

I)Z+Z(DT
x Dx +

λ
2

I) − PDx − DT
y Q − λZ0 = 0 (7) 

Furthermore, the normal equation is transformed into a Sylvester 
Equation [34], 

AZ+BZ = C (8)  

where A = DT
y Dy + λ

2 I, B = DT
x Dx + λ

2 I, C = PDx + DT
y Q + λZ0. 

Due to the non-zero regularization coefficient, A and B have no 
common eigenvalue. Hence, the normal function can be solved by the 
Bartels-Stewart algorithm [34]. With the minimization for the loss 
function, the reconstructed surface Z is obtained from the measured 
gradients and the prior knowledge. 

2.3.3. Analysis of regularized surface reconstruction 
The reconstructed surface by regularized method, as shown in 

Fig. 10, has no overall warpage compared with other algorithms shown 
in Fig. 3. These comparisons indicate that the regularized surface 
reconstruction can suppress image noise accumulation. Furthermore, 
reconstruction deformations are quantitatively compared by using the 
root mean square error (RMSE). The comparison is carried out in images 
with varied signal-to-noise ratios (SNR), as shown in Fig. 11. The result 
reveals that the regularized surface reconstruction maintains excellent 
performance over different image noise levels. 

3. Verification 

In this section, the effectiveness of the constructed algorithm is 
verified by comparative experiments in worn surfaces containing typical 
characteristics. First, the in-situ imaging system collects photometric 
images of worn surfaces. Then, normal vectors and surface heigh are 
calculated to evaluate the constructed surfaces. Furthermore, the veri
fication incorporates the measurements by LSCM as references. 

By using real worn surfaces, the constructed NE-Net is compared 
with the L1-based estimation (L1) [14], the Least Squares estimation 
(LS) [11], and the sparse Bayesian learning algorithm (SBL) [16]. The 

comparison results are shown in Fig. 12 and Table 2. As can be observed, 
the normal vector estimation errors from different algorithms concen
trate at the feature edges. Moreover, the comparison of MAEs shows that 
the NE-Net performed consistently better than L1, LS, and SBL. It in
dicates that the NE-Net trained by simulated images can realize the 
normal vector estimation for worn surfaces. 

In addition to the verification of the NE-Net, the entire two-step al
gorithm is verified with reconstructed surfaces. The verification adopts 
LSCM and the original reconstruction algorithm [14] as comparisons. 
Fig. 13 shows the reconstructed surfaces with the three methods. As may 
be observed, the surfaces reconstructed by the original algorithm exhibit 
large deformations, such as the deformed bulge and the warpage around 
scratch. More importantly, the reconstructed surfaces of the proposed 
algorithm have realized a high similarity with the measurement by 
LSCM. Hence, it proves that the constructed algorithm can obtain 
reconstructed surfaces with high accuracy. 

The quantitative analysis is performed to further verify the proposed 
reconstruction approach. Compared to 2D quantization parameters, 3D 
parameters can characterize the whole worn surface rather than a spe
cific contour or texture. Among 3D parameters, the surface arithmetic 
mean deviation (Sa) describes the roughness of the worn surface, 
reflecting the wear severity of the friction pair. Therefore, the Sa is 
applied to compare the original and proposed reconstruction algorithms 
quantitatively. As shown in Table 3, the Sa from the original algorithm 
deviated from the true value, but all Sa errors from the proposed algo
rithm are less than 12%. The comparison results reveal that the con
structed algorithm enables the improvement of worn surface 
reconstruction. 

4. Discussion 

The worn surface reconstruction is improved by an optimized 
photometric stereo algorithm, including two improvements: the NE-Net 
for normal vector estimation and the regularized surface reconstruction 
with prior knowledge. The algorithm can effectively handle the non- 

Fig. 10. The regularized surface reconstruction from noisy Lambertian images: (a) ground truth, (b) reconstructed surface.  

Fig. 11. Quantitative comparison of different reconstruction algorithms.  
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Lambert reflections and image noise, and reduce the reconstruction er
rors. Compared to conventional measurement methods, the proposed 
algorithm possesses distinctive advantages described below. 

Compared with offline measurement methods [7–9], the proposed 
method reconstructs worn surfaces based on in-situ image acquisition, 
which greatly improved the wear analysis efficiency. Although the in
dustrial endoscope [10] is available for in-situ analysis, the obtained 
images still impose difficulties in characterizing similar features on worn 
surfaces. Moreover, the existing photometric stereo algorithm [14] is 
restrictive due to non-Lambertian reflections and image noise in the 
image acquisition equipment. To improve the accuracy of reconstructed 
surfaces, the normal vector estimation and gradient-based reconstruc
tion processes are optimized. Therefore, the developed approach is 
effective for in-situ measurement of worn surfaces. 

Although the proposed approach can improve the surface recon
struction accuracy, the measurement resolution and range are still 
limited by the digital microscope. Moreover, the ultimate purpose of this 
work is to improve the accuracy and efficiency of wear analysis. 
Therefore, future work will focus on the wear mechanism research with 
3D surface topography. Based on the in-situ measurement, typical sur
face topography will be collected to construct the worn sample database. 
Furthermore, wear mechanism identification may be developed with 
numerous intelligent algorithms. 

5. Conclusions 

An optimized photometric stereo approach is proposed to improve 
worn surface reconstruction. The main features are 1) with the 

Fig. 12. Estimated normal vector map of real worn surfaces.  

Table 2 
The MAEs of different algorithms in real worn surfaces (◦).  

Algorithm Bulge Scratch Pit 

L1  22.43  21.34  21.05 
LS  22.71  21.88  21.13 
SBL  23.41  23.27  22.39 
NE-Net  17.28  15.78  17.70  

Fig. 13. Reconstruction comparison with different methods.  

Table 3 
The Sa comparison with different reconstruction algorithms.  

Worn surface LSCM (μm) Original algorithm Proposed algorithm 

Value (μm) Error Value (μm) Error 

Bulge  5.0864  2.1040  58.63%  4.7410  4.74% 
Scratch  0.9842  1.8356  86.51%  1.0703  8.75% 
Pit  2.6217  3.2631  24.47%  2.9215  11.44%  
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combination of the photometric stereo principle and the multi-branch 
network, the NE-Net is constructed to estimate normal vectors from 
non-Lambertian images; 2) through embedding the prior knowledge of 
worn surfaces, image noise acclamation is suppressed in reconstructing 
3D topography from estimated normal vectors. Compared with the 
LSCM, the proposed approach obtains highly similar reconstructed 
surfaces with less than 12% Sa errors. This work provides a 3D char
acterization for worn surfaces through in-situ measurement, and it will 
promote the development of wear mechanism analysis. 
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