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A B S T R A C T

Unsupervised Person Re-Identification (Re-ID) is challenging due to the lack of ground-truth labels. Most
existing methods address this problem by progressively mining high-confidence pseudo labels to guide the
feature learning process. However, how to construct hard-enough samples while maintaining the fidelity
of pseudo labels in these samples remains an open issue in the machine learning community. To tackle
this challenge, we design a simple yet effective adversarial contrastive feature learning (ACFL) framework,
which enhances the discriminative capability of features by introducing more transformed hard samples in
the feature learning process. Specifically, it mainly consists of a discriminative feature learning module and
a hard sample generation module. The discriminative feature learning module extracts recognizable features
of unlabeled training samples to estimate the high-confidence relationship between samples. Then, the hard
sample generation module utilizes these high-confidence relationships between samples to transfer all samples
into the hard ones via an adversarial learning strategy. Finally, the generated hard samples are further fed into
DFL to learn discriminative features for person Re-ID. Extensive experiments on Market-1501, DukeMTMC-reID,
and MSMT17 datasets show that our method compares favorably with state-of-the-art methods.
1. Introduction

Given a query image of a target person, person Re-Identification (Re-
ID) aims to identify the images of the same person in a large gallery
set. It is a challenging task due to the significant appearance variations
caused by different poses, light conditions, and background clutter
across multiple non-overlapped camera views. Due to the strong feature
representation capability of the Deep Neural Network (DNN), man
supervised methods [1–3] have achieved impressive performances in
the past few years. However, they require a large number of labeled
samples in the training process. To alleviate this issue, unsupervised
methods have become a popular research topic in both industry and
academic communities, because they can avoid the time-consuming
and labor-intensive annotation work in practice.

The main challenge of unsupervised person Re-ID lies in learning
discriminative features without using ground-truth labels. To address
this problem, most methods [4–7] adopt a clustering algorithm to
estimate the pseudo labels of unlabeled samples and then use them
to supervise the training of the feature learning network. PUL [6]
adopts pseudo labels estimated by an iterative clustering method for
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feature learning. Besides the offline refined pseudo labels, MMT [7]
also introduces online-refined soft pseudo labels to learn better features
in an alternative training manner. However, it is difficult to determine
the number of clusters in the training process. Therefore, the clustering-
based methods can hardly obtain high-fidelity pseudo labels, which will
in turn degrade the discriminative capability of features.

When the cluster number is set to be small, as shown in Fig. 1(a),
it will lead to the under-clustering phenomenon [8], in which the
candidate samples of different identities will be put into one cluster.
When the cluster number is set to be large, as shown in Fig. 1(b), it
will lead to over-clustering phenomenon [8], in which the candidate
samples of the same identity will be put into different clusters. The
samples that cannot distinguish identity by the current network are
usually called hard samples. These samples are more effective than
the easy ones in learning discriminative features [9,10]. Therefore,
extensive attention has been paid to studying how to construct hard
samples and maintain the high confidence of their pseudo labels.

To the best of our knowledge, it is very difficult to mine hard
samples to directly guide the feature learning process. On the one hand,
vailable online 16 September 2023
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Fig. 1. Illustration of pseudo labels obtained by different iterative clustering methods
in the embedding space. Different geometric shapes represent different identities. The
small or large number of clusters leads to (a) under-clustering or (b) over-clustering
phenomenon, respectively, where the red dotted line denotes outliers. (c) The high-
confidence clustering results are used to estimate high-confidence pseudo labels, where
the black dotted box means a cluster that includes several samples, and the red dotted
box denotes an outlier. (d) The hard person features (red) and hard positive instances
(purple) are generated by the hard sample generation module. The ‘‘small-size circle’’
means the prototype of its corresponding cluster, i.e., person-level feature. The ‘‘large-
size circle’’ means the feature of a sample extracted by the feature extractor Q, i.e.,
instance-level feature. Different shapes represent different persons. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version
of this article.)

the initial features are not discriminative enough to mine more valuable
hard samples at the early training stage, making it less effective to
further enhance the discriminative capability of features by simply
feeding easy samples. On the other hand, the discriminative capability
of features is very easy to degenerate once the pseudo labels of hard
samples are misestimated in the training process. As a result, several
research works [11–13] have attempted to use multi-view information
to estimate the pseudo labels of hard samples, which achieve significant
performance improvement in person Re-ID. To utilize the discrimina-
tive information in hard samples, MCN [14] uses the samples with
hierarchical confidence pseudo labels to train networks for Re-ID via a
co-teaching strategy. However, it is still very difficult to mine the hard
samples from the training dataset because not all the hard samples can
be handled at the pseudo labels estimation stage.

To obtain the hard samples with high-confidence pseudo labels (less
noisy labels), we propose a new technology paradigm that transfers
the easy samples (with high-confidence pseudo labels) to hard samples
by adversarial learning regime, i.e., ‘‘transferring rather than mining’’.
Concretely, it mainly consists of two components, i.e., discriminative
feature learning (DFL) and hard sample generation (HSG). DFL first
extracts recognizable features from training samples for estimating the
high-confidence pseudo labels of (easy) samples. Then, HSG adopts an
adversarial learning strategy to transfer these (easy) samples into hard
samples for the model training process by the relationships between the
query and each pseudo identity. Moreover, the samples with the same
pseudo labels have the similarity feature distributions [15,16]. We
construct the hard positive instances (instance-level) for each query by
adversarial learning strategy based on the feature alignment process of
the query and its corresponding positive instances. Finally, these hard
samples are incorporated into DFL to further boost the discriminative
capability of features in the training process.

These above steps are performed iteratively. Thus, the discrimina-
tive capability of features can be consistently enhanced as the iteration
continues. Experimental results on Market-1501 [17], DukeMTMC-
reID [18], and MSMT17 [19] datasets show that our method has
achieved impressive results against other competing methods.

The contributions of this paper are summarized below:

• We design a novel adversarial contrastive feature learning (ACFL)
framework for unsupervised person Re-ID, which can generate
2

hard samples with high-confidence pseudo labels to guide the
discriminative feature learning process.

• We design a discriminative feature learning (DFL) module to
incorporate these hard samples to further enhance the discrim-
inative capability of features.

• We design a novel hard sample generation (HSG) module to gen-
erate hard samples for discriminative feature learning, in which
an adversarial learning regime is used to generate hard person
features (class-level) and hard positive instances (instance-level).

The rest of this paper is organized as follows. In Section 2, we
briefly review the related work. Section 3 presents the procedure of the
proposed adversarial contrastive feature learning (ACFL) framework
for unsupervised person Re-ID. The experiments and discussions are
presented in Section 4. Finally, we conclude in Section 5.

2. Related work

We briefly review the related works in supervised, unsupervised
domain adaptation, and unsupervised person Re-ID methods.

2.1. Supervised person Re-ID

Supervised person Re-ID methods require labor-intensive annotated
images to learn discriminative features. Early methods usually extract
a global feature representation per image for image retrieval [20,
21]. PersonNet [20] uses a small-scale convolutional filter to capture
fine-grained cues. SPRe-ID [21] employs a human-semantic parsing
technique to capture pixel-level discriminative clues. Part-level features
can boost performance [2,3,22] when the background is cluttered or
the pedestrian is occluded. AutoReID [22] utilizes a Re-ID search space
with body structure information for Person Re-ID. PGCN [2] constructs
sub-graphs based on the relationship between part-level features to
highlight the effective body cues.

2.2. Unsupervised domain adaptation person Re-ID

Unsupervised Domain Adaptation (UDA) person Re-ID methods are
adopted in the unsupervised Re-ID task, which utilizes prior knowledge
on a labeled source dataset, and attempts to other unlabeled tar-
gets. Early UDA methods mainly exploit examplar-invariance, camera-
invariance, and neighborhood-invariance of the target domain prop-
erties to improve the generalization ability [23,24]. Other methods
train the Re-ID model on a labeled source dataset and then finetune
it by mining the potential similarity between the unlabeled target
samples [25,26]. MDJL [26] estimates pseudo labels by the correla-
tion between multiple domains. Recently, some methods improve the
generalization ability by reducing the gap between source and target
domains [27–29]. IDM [29] proposes to build an appropriate interme-
diate domain to bridge the source and target domains. Isobe et al. [28]
adopt a progressive domain adaptation strategy to gradually mitigate
the domain gap. MCN [14] utilizes the samples with hierarchical confi-
dence pseudo labels to optimize multiple networks, thus can effectively
distract the noisy labels to multiple networks.

Like MCN [14], our ACFL also considers that the easy/hard samples
correspond to high/low confidence pseudo labels. Unlike MCN [14],
our ACFL only adopts the ‘‘easy’’ samples and transfers them into
hard samples rather than using the mined hards. This strategy ensures
the transferred hard samples share high-confidence pseudo labels with
easy samples, which provide enough discriminative information and
effectively alleviate the influence caused by the erroneous pseudo
labels.

2.3. Unsupervised person Re-ID

Unlike supervised methods, unsupervised person Re-ID methods re-

move the requirement for cost-prohibitive annotations. Several
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Fig. 2. Overview of our proposed ACFL framework. Before each training epoch, the discriminative feature learning module extracts features of all training images. Then, these
extracted features are used to estimate the high-confidence pseudo labels for easy samples. At the training stage, the hard sample generation module generates hard samples (green
arrow) based on the relationships between samples. 𝐘 denotes the estimated pseudo labels. Finally, the discriminative feature learning module uses these generated hard samples
to guide the discriminative features learning process (red arrow). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of
this article.)
methods learn discriminative features using pseudo labels obtained
from clustering methods in the embedding space [5,30]. To address the
feature variations caused by camera shift, some methods incorporate
ground-truth camera labels to address the appearance variance caused
by different camera views [31–33]. They rely on ground-truth camera
labels to utilize full ground-truth camera labels for intra-camera and
inter-camera learning.

Recently, contrastive learning-based methods have been adopted
in unsupervised person Re-ID [5,34,35]. They focus on learning dis-
criminative features by contrasting the difference between each sample
pair. SPCL [5] proposes a self-paced strategy to mine reliable clusters
for learning better features. PPLR [34] utilizes part-level information
to construct contrastive features in the training procedure. ISE [35]
utilizes a feature hybrid strategy to incorporate effective information
in the contrastive learning process.

Compared with prior methods, our ACFL is built on a novel tech-
nical paradigm. It mainly focuses on transferring easy samples with
high-confidence pseudo labels into hard samples to guide the feature
learning process, rather than attempting to utilize the original samples
with carefully designed high-fidelity pseudo labels. Specially, we de-
sign a novel hard sample generation module to generate hard cluster
prototypes and positive instances in an adversarial manner, which is
more effective for learning discriminative features than simply using
the original samples to guide the training process.

3. Methodology

Problem Definition. In unsupervised person Re-ID, we only have
an unlabeled dataset  = {𝑥𝑖}𝑁𝑖=1, where 𝑥𝑖 denotes the 𝑖th training
image and 𝑁 is the number of training images. The goal of the task is to
learn a feature extractor Q based on  . In the testing stage, the feature
extractor Q takes each query image as input and extracts discriminative
features from the query image and a large gallery set. It then calculates
the visual similarity between the feature of the query and each image
feature in the gallery set. Finally, the similarities are used to retrieve
the images containing the same person in the query from the gallery
set.

Overview. We introduce the proposed adversarial contrastive fea-
ture learning (ACFL) framework for unsupervised person Re-ID. The
ACFL framework is illustrated in Fig. 2. First, discriminative feature
learning (DFL) extracts the features from all unlabeled training images
and estimates the high-confidence pseudo labels of (easy) samples.
Then, the hard sample generation (HSG) generates both the hard
person-level and instance-level samples by utilizing the relationships
between the query and the mined easy samples. Finally, these generated
hard samples are feedback into the discriminative feature learning
module to boot the training process. After the optimization procedure,
the optimized deep neural network (DNN) can extract a feature vector
from a given query image to retrieve the images containing the same
person from a large gallery set in a nearest neighbor search manner.
3

3.1. Discriminative feature learning module

The DFL module aims to learn discriminative features for person
Re-ID from unlabeled training samples  = {𝑥𝑖}𝑁𝑖=1, where 𝑁 denotes
the number of training samples. It consists of a feature extractor Q and
a feature memory 𝐌. The feature extractor Q extracts the features that
can ease the search for the nearest neighbors in the feature space. These
features are used to estimate the pseudo labels 𝐘 for each samples. Q
extracts a 𝑑-dimensional feature Q(𝑥𝑖) for each 𝑥𝑖, and we denote its
corresponding pseudo labels are 𝑦𝑖 ∈ 𝐘. Afterward, we store all these
features before each training epoch in the feature memory 𝐌, and then
update it by replacing each 𝑖th stored feature 𝐌[𝑖] with Q(𝑥𝑖) after the
training step of each 𝑥𝑖, i.e., 𝐌[𝑖] = Q(𝑥𝑖).

3.2. Hard sample generation module

Hard training samples can provide more informative clues than easy
ones [9,10], and thus they are more effective in learning the discrim-
inative feature in the training process. Nevertheless, the hard samples
are very difficult to mine without ground-truth labels. To address the
issue, we design a hard sample generation module to transfer the (easy)
samples with high-confidence pseudo labels into the hard samples, and
then use them to learn discriminative features.

Generation of Hard Person Features. Based on the extracted
features, the high-confidence pseudo labels can be estimated by the
clustering algorithm. For each query 𝑥𝑖, we can employ the samples
with the same high-confidence pseudo labels 𝑦𝑖 as its positive candi-
dates. To this end, we average the features of these samples as the
person feature of person 𝑦𝑖, which is denoted as 𝐜𝑦𝑖 .

Hence, to generate the hard person features, an intuitive solution
is to transfer all the training images into its hard version via a basic
iterative method [36]. Then, the hard person features are obtained by
averaging the features of all hard samples in the same cluster. However,
it is time-consuming because this procedure needs to be repeated to
update the features of all training images at each iteration.

To address this issue, we convert the person features directly into
their hard versions by utilizing the relationships between each query
sample and each person. Motivated by the idea of adversarial learning,
we generate the hard person features by maximizing the difference
between each query feature vector Q(𝑥𝑖) and person features 𝐂, where
𝐂 = {𝐜𝑎}

𝑁 (𝑡)
𝑐

𝑎=1 stores the feature 𝐜𝑎 of each person 𝑎. 𝐜𝑎 is obtained by
averaging the features of the samples with the same pseudo person
identity 𝑎. 𝑁 (𝑡)

𝑐 is the current number of persons. To this end, the hard
person features 𝐂∗ can be formulated as:

𝐂∗ = argmaxclass(𝑠(Q(𝑥𝑖)),𝐂), (1)

𝐂
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where class denotes a classification loss function, which aims to pull
closer Q(𝑥𝑖) and the person feature 𝐜𝑦𝑖 and push away Q(𝑥𝑖) and other
person features. 𝑠(⋅) means the stop-gradient operation.1

To obtain the hard person features 𝐂∗ = {𝐜∗𝑎}
𝑁 (𝑡)

𝑐
𝑎=1 , where 𝐜∗𝑎 denotes

the generated hard person feature of person 𝑎, we optimize Eq. (1)
by utilizing an adversarial learning regime in the following two steps.
First, we initialize the hard person features as 𝐂(0) = 𝐂. Second, we
employ stochastic gradient descent (SGD) to obtain the optimal solution
𝐂∗. In particular, the maximization process in Eq. (1) is equivalent to
iteratively minimizing the negative loss value between 𝑥𝑖 and 𝐂. The
intermediate optimized solution at the 𝑣th iteration can be formulated
as follows:
𝐜(𝑣)𝑎 = 𝐜(𝑣−1)𝑎 − 𝜂 ⋅ 𝐠class,

𝐠class =
𝜕

𝜕𝐜(𝑣−1)𝑎

(−class(𝑠(Q(𝑥𝑖)),𝐂(𝑣−1))), (2)

here 𝐜(𝑣)𝑎 represents the intermediate optimized results at the 𝑣th
teration. 𝐠class means −class with partial respect to 𝐜(𝑣−1)𝑎 . 𝜂 is the
pdating rate of generating hard person features, which is determined
y the relationship between 𝑥𝑖 and each person 𝑎. Specifically, if 𝑥𝑖
elongs to the person 𝑎 (𝑦𝑖 = 𝑎), we set 𝜂 = 𝜂1, which denotes the
pdating rate of generating hard positive person feature; otherwise,
= 𝜂2, which denotes the updating rate of generating hard negative

erson features. After 𝑉 iterations, we stop the above optimization
rocess and obtain the optimal solution 𝐂(𝑉 ) = {𝐜(𝑉 )

𝑎 }𝑁
(𝑡)
𝑐

𝑎=1 . The optimal
ard person features can be denoted as 𝐂∗ = 𝐂(𝑉 ) for all clusters.

After the hard person features generation process, the hard train-
ng sample pair (𝑥𝑖, 𝐜∗𝑎) is generated for each person feature 𝐜𝑎 in 𝐂
ccording to the relationship between the sample 𝑥𝑖 and person 𝑎. In
he following process, we utilize the relationship between instances,
.e., 𝑥𝑖 and another sample from the high-confidence positive candidate
f 𝑥𝑖 have a high-confidence positive relationship. The hard positive
nstances are generated based on the pairwise relationship.
Generation of Hard Positive Instances. Considering the relation-

hip between samples, we select a positive sample 𝑥𝑗 of 𝑥𝑖 in its
igh-confidence positive candidates (i.e., 𝑦𝑗 = 𝑦𝑖) and utilize (𝑥𝑖, 𝑥𝑗 ) to
escribe the easy positive sample pair. For (𝑥𝑖, 𝑥𝑗 ), we need to generate

a hard positive instance 𝑥∗𝑗 by simply transferring the positive sample 𝑥𝑗
of each query sample 𝑥𝑖 into its hard version. To this end, we generate
the hard positive instance 𝑥∗𝑗 by maximizing the difference between 𝑥𝑖
and 𝑥𝑗 , which is defined as follows:

𝑥∗𝑗 = argmax𝑥𝑗ins(𝑠(Q(𝑥𝑖)),Q(𝑥𝑗 )), (3)

where ins is a metric loss function, which aims to reduce the difference
between Q(𝑥𝑖) and Q(𝑥𝑗 ).

To obtain the hard positive instance 𝑥∗𝑗 , we optimize Eq. (3) by
utilizing the adversarial learning regime in the following two steps.
First, we initialize the hard positive instance as 𝑥(0)𝑝 = 𝑥𝑝. Next, we
employ the SGD algorithm to minimize the negative loss value between
𝑥𝑖 and 𝑥𝑗 iteratively. The optimized solution at the 𝑧th iteration can be
computed as follows:

𝑥(𝑧)𝑗 = 𝑥(𝑧−1)𝑗 − 𝜂3 ⋅ 𝐠ins∕‖𝐠ins‖2,

𝐠ins =
𝜕

𝜕𝑥(𝑧−1)𝑗

(−ins(𝑠(Q(𝑥𝑖)),Q(𝑥
(𝑧−1)
𝑗 ))), (4)

where 𝑥(𝑧)𝑗 represents the optimization results at 𝑧th iteration. 𝜂3 is the
updating rate of generating hard instances. The partial derivative of
−ins with respect to 𝑥(𝑧−1)𝑗 is denoted as 𝐠(𝑧−1)ins . In practice, we stop the
bove optimization process after 𝑍 iterations, and the optimized hard
ositive instance can be obtained as 𝑥∗𝑗 = 𝑥(𝑍)

𝑗 for each query sample
𝑥𝑖.

1 We use the stop-gradient operation to avoid the impact of the hard sample
eneration process on the parameters in Q.
4

Algorithm 1 Optimization Procedure of ACFL.

Input: Unlabeled training dataset  = {𝑥𝑖}𝑁𝑖=1, initialized encoder Q,
training epoch 𝑇 .

Output: Optimized encoder Q,
1: Init.: Feature memory 𝐌 = {Q(𝑥𝑖)}𝑁𝑖=1;
2: for 𝑡 = 1, 𝑡 ≤ 𝑇 , 𝑡 ++ do
3: Utilize a non-parametric clustering method with {Q(𝑥𝑖)}𝑁𝑖=1 to

estimate high-confidence pseudo labels 𝐘 = {𝑦𝑖}𝑁𝑖=1;
4: for each 𝑥𝑖 in  do
5: # Hard person features generation
6: Calculate person features 𝐂 = {𝐜𝑎}

𝑁 (𝑡)
𝑐

𝑎=1 ;
7: Generate hard person features 𝐂∗ for 𝑥𝑖 using Eq. (2) after

𝑉 iterations;
8: # Hard positive instances generation
9: Randomly select a positive sample 𝑥𝑗 for 𝑥𝑖 , where 𝑦𝑗 = 𝑦𝑖

and 𝑥𝑗 ∈  ;
0: Generate hard positive instance 𝑥∗𝑗 for 𝑥𝑖 using Eq. (4) after

𝑍 iterations;
1: # Discriminative feature learning
2: Optimize Q by minimizing Eq. (5);

13: Update M(𝑡)[𝑖] by Q(𝑥𝑖);
4: end for
5: end for
6: return Optimized Q

Algorithm 2 Generation Hard Person Features.
Input: Query sample 𝑥𝑖, Person features 𝐂, Updating rate 𝜂1, 𝜂2.
Output: Hard cluster prototypes 𝐂∗ = {𝐜∗𝑦𝑖 , {𝐜

∗
𝑎}𝑎≠𝑦𝑖} of 𝑥𝑖.

1: Init.: 𝐂(0) = {𝐜𝑦𝑖 , {𝐜𝑎}𝑎≠𝑦𝑖};
2: for 𝑣 = 1, 𝑣 ≤ 𝑉 , 𝑣 ++ do
3: Calculate 𝜕class∕𝜕𝐜

(𝑣−1)
𝑦𝑖 ;

4: 𝐜(𝑣)𝑦𝑖 = 𝐜(𝑣−1)𝑦𝑖 + 𝜂1 ∗ 𝜕class∕𝜕𝐜
(𝑣−1)
𝑦𝑖 ;

5: for 𝐜(𝑣−1)𝑎 in {𝐜(𝑣−1)𝑎 }𝑎≠𝑦𝑖 do
6: Calculate 𝜕class∕𝜕𝐜

(𝑣−1)
𝑎 ;

7: 𝐜(𝑣)𝑎 = 𝐜(𝑣−1)𝑎 + 𝜂2 ⋅ 𝜕class∕𝜕𝐜
(𝑣−1)
𝑎 ;

8: end for
9: end for
0: return 𝐂∗

It is worth noting that the updating strategies of 𝑥∗𝑗 and 𝐂∗ are
slightly different, i.e., a larger updating rate but fewer updating itera-
tions are taken to optimize 𝑥𝑗 than 𝐂. The reason is that 𝐠class is directly
used to obtain the hard person features, while 𝐠ins is normalized to
update the hard positive instance 𝑥∗𝑗 . As a result, the normalized 𝑥𝑗
and 𝐠ins have the same scale. This can drastically reduce the difficulty
of hyper-parameter search by using a large updating rate but fewer
updating iterations to obtain the optimal solution 𝑥∗𝑗 .

The hard samples generation module generates the hard cluster
prototypes 𝐂∗ and the hard positive instance 𝑥∗𝑗 for each training image
𝑥𝑖. These hard samples share the high-confidence pseudo labels of the
original (easy) samples, but they are more effective than their easy
versions in the feature learning process. We discuss the effectiveness
of these generated hard samples in the ablation study (Section 4.4).

Loss Function. These generated hard sample pairs are fed into the
discriminative feature learning module for the optimization procedure,
as presented in Algorithm 1. The overall loss function 𝑎 of our ACFL
is formulated as:

𝑎 = class(Q(𝑥𝑖),𝐂∗) + ins(Q(𝑥𝑖),Q(𝑥∗𝑗 )). (5)
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Algorithm 3 Generation Hard Positive Instance.
Input: Query sample 𝑥𝑖, Positive sample 𝑥𝑗 , Updating rate 𝜂3.
Output: Hard positive instance 𝑥∗𝑗 .
1: Init.: 𝑥(0)𝑗 = 𝑥𝑗 ;
2: for 𝑧 = 1, 𝑧 ≤ 𝑍, 𝑧 ++ do
3: Calculate 𝜕ins∕𝜕𝑥

(𝑧−1)
𝑗 ;

4: 𝑥(𝑧)𝑗 = 𝑥(𝑧−1)𝑗 + 𝜂 ∗ 𝜕ins∕𝜕𝑥
(𝑧−1)
𝑗 ;

5: end for
6: return 𝑥∗𝑗

3.3. Contrastive learning-based implementation

Considering the success of contrastive learning in unsupervised
feature learning [5,35], we incorporate the generated hard person-level
and instance-level samples into a contrastive learning-based frame-
work. As a result, the classification loss with hard person features is
formulated as:

class = − log
exp(Q(𝑥𝑖) ⋅ 𝐜∗𝑦𝑖∕𝜏)

exp(Q(𝑥𝑖) ⋅ 𝐜∗𝑦𝑖∕𝜏) +
∑

𝑎≠𝑦𝑖 exp(Q(𝑥𝑖) ⋅ 𝐜
∗
𝑎∕𝜏)

, (6)

where 𝐜∗𝑦𝑖 and 𝐜∗𝑎 denote the generated hard positive and negative per-
son features of 𝑥𝑖, respectively. The generation procedure is presented
in Algorithm 2. We will explore the impact of the generated hard
positive cluster prototype 𝐜∗𝑦𝑖 and the hard negative cluster prototype
𝐜∗𝑎(𝑎 ≠ 𝑦𝑖) in the ablation study (Section 4.4). 𝜏 is a temperature
hyper-parameter.

Besides, ins is to reduce the difference between Q(𝑥𝑖) and Q(𝑥𝑗 ).
To align the two features, we first obtain the similarity distribution
between 𝑥𝑖 and each person, i.e., 𝑣(Q(𝑥𝑖)) = {exp(Q(𝑥𝑖) ⋅ 𝐜𝑎∕𝜏)∕

∑

𝐜𝑎∈𝐂

xp(Q(𝑥𝑖) ⋅ 𝐜𝑎∕𝜏)}
𝑁 (𝑡)

𝑐
𝑎=1 . Considering 𝑥𝑖 and 𝑥𝑗 have the same identity,

(Q(𝑥𝑖)) and 𝑣(Q(𝑥𝑗 )) are similar. As a result, we utilize the relative
ntropy loss function as ins, which is formulated as:

ins = KL_div(Q(𝑥𝑖),Q(𝑥∗𝑗 )), (7)

here 𝑥∗𝑗 denotes the generated hard positive instance. The generation
rocedure is reported in Algorithm 3. We also explore the impact of the
enerated positive instance 𝑥∗𝑗 in Section 4.4. After the hard samples
eneration process, we insert class and ins into Eq. (5) to train the
iscriminative feature learning module.

. Experiments and discussions

In this section, we evaluate the unsupervised person Re-ID perfor-
ance of our ACFL method against state-of-the-art methods and carry

ut detailed ablation studies to isolate the performance contribution of
ach component.

.1. Datasets and evaluation protocol

Datasets. We evaluate our method on three standard large-scale
erson Re-ID datasets, including Market-1501 [17], DukeMTMC-reID
18], MSMT17 [19], and CUHK03 [37].

• Market-1501 dataset consists of 32,668 images of 1,501 identities
captured by 6 cameras. Its training set comprises 12,936 images
of 751 identities, and the testing set contains 19,732 images of
750 identities.

• DukeMTMC-reID dataset contains 36,411 images of 1812 iden-
tities captured by 8 cameras, including 16,522 images of 702
identities for training and the remaining images for testing.

• MSMT17 dataset includes 126,411 images of 4,101 identities
captured by 15 cameras. Its training set has 32,621 images of
1,041 identities, and its testing set has 93,820 bounding boxes
of 3,060 identities.
5

Table 1
Experiments on the impact of iteration 𝑍 of generating hard positive
instances on Market-1501 and DukeMTMC-reID datasets.
𝑍 Market DukeMTMC-reID

Top-1 mAP Top-1 mAP

𝑍 = 1 93.8 84.0 85.0 73.2
𝑍 = 2 94.1 84.9 85.2 73.5
𝑍 = 3 𝟗𝟒.𝟕 𝟖𝟓.𝟖 85.5 𝟕𝟒.𝟎
𝑍 = 4 94.7 85.6 85.5 73.7
𝑍 = 5 94.5 85.5 𝟖𝟓.𝟖 73.1

• CUHK03 consists of 1,467 identities and 28,192 bounding boxes,
where 26,264 images of 1,367 identities are used for training, and
1,928 images of 100 identities are used for testing. We adopt the
same protocol in Auto-reid [22] to evaluate our ACFL.

We compare our method with state-of-the-art methods on the Market-
1501, DukeMTMC-reID, and MSMT17 datasets, and we conduct abla-
tion studies on the Market-1501 and DukeMTMC-reID datasets.

Evaluation Protocol. Following the common experimental setting
in [17–19], we employ Cumulative Matching Characteristic (CMC)
scores and mean Average Precision (mAP) to evaluate the performance
of the methods. We report Top-1, Top-5, and Top-10 scores to represent
the CMC curve, which reflects the retrieval precision; while mAP is
calculated as the mean value of average precision across all queries,
which reflects the recall.

4.2. Implementation details

We implement our method in PyTorch with two NVIDIA GeForce
1080Ti GPUs. We resize each training image as 256 × 128, and then
utilize random crop, random flip, and random erasing for data augmen-
tation. We adopt ResNet50 [38] with the layers after pooling-5 removed
and a batch normalization layer appended as the backbone network Q.
The encoder Q is optimized by the Adam optimizer with a learning rate
of 0.0005 and batch size of 64. We train the model with 60 epochs in
total and the learning rate decreases by a factor of 0.1 every 25 epochs.

The temperature factor 𝜏 is set to 0.05 in class and ins. We
then employ DBSCAN as the non-parametric clustering method with
𝑒𝑝𝑠 = 0.5 for both Market-1501 and DukeMTMC-reID and 𝑒𝑝𝑠 = 0.7
for MSMT17. In the hard sample generation module, we set 𝑉 = 10
and 𝑍 = 3 for generating hard person features and hard positive
instances, respectively. And we set the updating rates {𝜂1, 𝜂2, 𝜂3} =
{0.00035, 0.0028, 1.0}. At the test stage, we use the encoder Q to extract
2048-dimensional discriminative features for adoption in the person
Re-ID task.

4.3. Parameter analysis

We first explore the impacts of the iteration 𝑉 and 𝑍 of our method
on Market-1501 and DukeMTMC-reID datasets.

Iteration 𝑉 of Generating Hard Person Features. In Eq. (2), 𝑉 is
the iteration number of generating hard person features. To explore the
impact of the iteration number 𝑉 on the performance, we draw Top-1
accuracy and mAP curves by varying 𝑉 from 2 to 14 with a step size
of 2, as shown in Fig. 3. It demonstrates that both Top-1 accuracy and
mAP increase significantly over the first 10 iterations and then decrease.
We speculate that a smaller 𝑉 will make the generated person features
not hard enough, while a larger 𝑉 will make the person features drift
drastically and thus deviate from their original features. Therefore,
choosing a suitable 𝑉 is important for the overall performance, and
we set 𝑉 = 10.

Iteration 𝑍 of Generating Hard Positive Instances. In Eq. (4), 𝑍
is the iteration number of generating hard positive instances. To explore
the impact of the iteration number 𝑍 on the performance, we report
Top-1 accuracy and mAP by varying 𝑍 from 1 to 5 with a step size



Pattern Recognition 145 (2024) 109973H. Ji et al.
Fig. 3. Experiments on the impact of the iteration 𝑉 of generating hard cluster prototypes on Market-1501 and DukeMTMC-reID datasets.
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Table 2
Ablation study on individual components of our method on Market-1501
and DukeMTMC-reID datasets.

Module Market DukeMTMC-reID

Top-1 mAP Top-1 mAP

Base. 88.3 75.8 78.5 64.3
Base.+distance 90.4 77.1 79.8 65.5
Base.+distance+HPI 91.9 80.2 81.8 68.5
Base.+RE 91.6 78.6 81.1 67.4
Base.+HPF 93.0 82.8 82.5 70.2
Base.+HPF+RE 94.2 84.2 83.7 72.0
Base.+RE+HPI 93.1 82.0 84.5 71.7
Base.+RE+(HPI+HPF) 𝟗𝟒.𝟕 𝟖𝟓.𝟖 𝟖𝟓.𝟓 𝟕𝟒.𝟎

of 1 in Table 1, while 𝑉 = 10. It can be observed that both Top-1
accuracy and mAP are highest when 𝑍 = 3. Therefore, the hard sample
generation module with a suitable 𝑍 can generate reliable hard positive
instances to train the discriminative feature learning module.

4.4. Ablation study

We conduct a series of ablative experiments to evaluate the con-
tribution of each module in our ACFL. (1) ‘‘Base’’. includes the dis-
criminative feature learning module to generate the discriminative
features of each image and DBSCAN to estimate their pseudo labels,
and the loss function class(Q(𝑥𝑖),𝐂) for the feature learning process.
(2) ‘‘Base.+distance’’ directly reduces the difference of each posi-
tive feature pair, i.e., we utilize class(Q(𝑥𝑖),𝐂) + d(𝑥𝑖, 𝑥𝑗 ) to train
our ACFL framework, where d(𝑥𝑖, 𝑥𝑗 ) = 2 ∗ (1 − Q(𝑥𝑖) ⋅ Q(𝑥𝑗 )).
(3) ‘‘Base.+distance+HPI’’ incorporates the hard positive instance 𝑥∗𝑗
generated by 𝜕d∕𝜕𝑥𝑗 into d, i.e., class(Q(𝑥𝑖),𝐂) + d(𝑥𝑖, 𝑥∗𝑗 ), to
optimize ACFL. (4) ‘‘Base.+RE’’ adopts class(Q(𝑥𝑖),𝐂) + ins(𝑥𝑖, 𝑥𝑗 ) to
train the ACFL framework. (5) ‘‘Base.+HPF’’ only exploits the gener-
ated hard person features 𝐂∗ in class, i.e., class(Q(𝑥𝑖),𝐂∗), to learn
discriminative features for Re-ID. (6) ‘‘Base.+HPF+RE’’ uses class
(Q(𝑥𝑖),𝐂)+ins(𝑥𝑖, 𝑥∗𝑗 ) as the loss function. (7) ‘‘Base.+RE+HPI’’ utilizes
class(Q(𝑥𝑖),𝐂) + ins(𝑥𝑖, 𝑥∗𝑗 ) to optimize ACFL. (8) ‘‘Base.+RE+(HPI+
HPF)’’ is our full ACFL method, which incorporates KL, HPF, and HPI.

Feature Alignment. We adopt the relative entropy (‘‘RE’’) loss
in Eq. (7) to reduce the difference between a pair of positive sam-
ples with the same identity, the experimental results are presented
in Table 2 ‘‘Base.+RE’’. In contrast, we also use the euclidean dis-
tance to measure the difference between features, which is reported
in Table 2 ‘‘Base.+distance’’. The results show that ‘‘Base.+distance’’
improves the Top-1 accuracy and mAP by 2.1% and 1.3% on Market-
1501 and 1.3% and 1.2% on DukeMTMC-reID compared to ‘‘Base’’.,
while ‘‘Base.+RE’’ improves the Top-1 accuracy and mAP by 3.3% and
2.8% on Market-1501 and 2.6% and 3.1% on DukeMTMC-reID. We
observe that ‘‘Base.+RE’’ outperforms ‘‘Base.+distance’’. We speculate
the reason is aligning the high-dimension features (2048-dimension)
6

t

Table 3
The impact of the hard positive person features (𝐜∗𝑦𝑖 , {𝐜𝑎}𝑎≠𝑦𝑖 ) and the hard negative
person features (𝐜𝑦𝑖 , {𝐜∗𝑎}𝑎≠𝑦𝑖 ) and both of them (𝐜∗𝑦𝑖 , {𝐜∗𝑎}𝑎≠𝑦𝑖 ) on Market-1501 and
DukeMTMC-reID.

Prototype Market DukeMTMC-reID

Top-1 mAP Top-1 mAP

(𝐜∗𝑦𝑖 , {𝐜𝑎}𝑎≠𝑦𝑖 ) 91.2 78.3 81.5 68.1
(𝐜𝑦𝑖 , {𝐜

∗
𝑎}𝑎≠𝑦𝑖 ) 91.5 79.8 82.1 68.7

(𝐜∗𝑦𝑖 , {𝐜
∗
𝑎}𝑎≠𝑦𝑖 ) 𝟗𝟑.𝟎 𝟖𝟐.𝟖 𝟖𝟐.𝟓 𝟕𝟎.𝟐

ig. 4. Illustration of some easy and hard positive images to each query image. In
articular, the query image, the easy positive image, and the hard positive image are
hown on the left, middle, and right, respectively.

n each positive pair is very hard, while the difficulty of aligning the
𝑡
𝑐 -dimension histogram distributions generated by 𝑣 is reduced.
Hard Person Features. To verify the effectiveness of these gener-

ted hard person features (‘‘HPF’’), we report the comparison results
n Table 2 ‘‘Base.+HPF’’. After incorporating the hard person features,
oth the Top-1 accuracy and mAP are increased by 4.7% and 7.0% on
arket-1501 and 4.0% and 5.9% on DukeMTMC-reID, respectively. The

erformance improvements indicate that the hard person features can
rovide more effective pedestrian information for the feature learning
rocess.

Besides, we also explore the impact of the hard positive person fea-
ures (𝐜∗𝑦𝑖 , {𝐜𝑎}𝑎≠𝑦𝑖 ) and the hard negative person features (𝐜𝑦𝑖 , {𝐜

∗
𝑎}𝑎≠𝑦𝑖 )

n class. As presented in Table 3, (𝐜∗𝑦𝑖 , {𝐜∗𝑎}
∗
𝑎≠𝑦𝑖

) outperforms both
𝐜∗𝑦𝑖 , {𝐜

∗
𝑎}𝑎≠𝑦𝑖 ) and (𝐜𝑦𝑖 , {𝐜

∗
𝑎}

∗
𝑎≠𝑦𝑖

). The reason is that more hard person
eatures provide more informative cues during the feature learning
rocess.
Hard Positive Instance. We can obtain hard positive instances

y the hard sample generation module. We evaluate the effectiveness
f the hard positive instances (‘‘HPI’’). The results are recorded in
he third and sixth rows in Table 2 ‘‘Base.+RE+HPI’’. Compared with
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Table 4
The difference between the transferred hard samples and the
hard samples are mined by visual similarity on Market-1501 and
DukeMTMC-reID.

Variants Market-1501 DukeMTMC-reID

Top-1 mAP Top-1 mAP

Easy 91.6 78.6 81.1 67.4
Mining 92.4 81.8 82.7 70.2
ACFL 𝟗𝟒.𝟕 𝟖𝟓.𝟖 𝟖𝟓.𝟓 𝟕𝟒.𝟎

‘‘Base.+RE’’, we can observe that both Top-1 accuracy and mAP are
improved by 1.5% and 3.4% on Market-1501 and 3.4% and 4.3% on
DukeMTMC-reID by utilizing the hard positive instances, respectively.
Moreover, we also evaluate the performance of inserting the hard
positive instances into 𝑑 , the results are presented in Table 2 ‘‘Base.+
istance+HPI’’. The Top-1 accuracy and mAP are increased by 1.5%
nd 3.1% on Market, and 2.0% and 3.0% on DukeMTMC-reID, com-
ared to ‘‘Base.+distance’’. Compared to the original easy positive sam-
les, the hard positive instances can provide more helpful instance-level
nformation for the training process.

To intuitively show the effectiveness of the generated hard positive
nstances, we also show some visualization examples of the hard pos-
tive instances on the Market-1501 dataset in Fig. 4. For each given
asy sample pair, the hard sample generation module can transfer
he positive original samples (left) into their hard versions (right).
fterward, these generated hard positive instances and the generated
ard person features are jointly used to learn discriminative features
or person Re-ID.
Transferred v.s. Mined Hard Samples. To explore the differ-

nce between the transferred and mined hard samples, we replace the
ransferred hard samples with the mined hardest samples via visual
imilarity in our ACFL training process, called ‘‘Mining’’. The results
re presented in Table 4 ‘‘Mining’’. Moreover, we also report the results
f only using easy samples, which remove the hard sample generation
tage, to optimize Q in Table 4 ‘‘Easy’’. We observe that the results
etermine the transferred hard samples (‘‘ACFL’’) outperforms the hard
amples mined by visual similarity (‘‘Mining’’). The reason is that the
ransferred hard samples can provide more discriminative information
han easy samples in training and have higher confidence pseudo labels
han the hard samples mined by visual similarity.
Overall. Our ACFL framework includes the above components (such

s RE, HPF, and HPI). We report the performance presented in Ta-
le 2 ‘‘Base.+RE+(HPI+HPF)’’. Since ‘‘HPI’’ and ‘‘HPF’’ are generated by
he HSG module, ‘‘(HPI+HPF)’’ can be considered as the HSG module.

e could observe that Top-1 accuracy and mAP are improved by
.4% and 10.0% on Market-1501 and 7.0% and 9.7% on DukeMTMC-
eID, respectively. In summary, our contributions can improve the
erformance of person Re-ID significantly.

.5. Comparison with state-of-the-art methods

We proceed to compare our proposed CFL framework with other
tate-of-the-art unsupervised person Re-ID methods on three popu-
ar benchmarks, i.e., Market-1501 [17], DukeMTMC-reID [18], and
SMT17 [19] datasets, respectively. Table 5 presents the experimental

esults on them.
Comparison with unsupervised methods. We first compare our

CFL method to state-of-the-art unsupervised methods. Under the un-
upervised setting, there are no manual annotations to supervise the
eature learning process. Our ACFL mainly focuses on this setting.
able 5 ‘‘Unsupervised’’ presents the experimental results on Market-
501, DukeMTMC-reID and MSMT17 datasets. We can observe that our
CFL is better than all the other unsupervised methods on Market1501
nd MSMT17 in all metrics, and higher Top-5, Top-10, and mAP on
7

ukeMTMC-reID. The results of our ACFL on the CUHK03 labeled and
detected dataset are presented in Table 8. Our ACFL can achieve better
results than supervised methods, even without the complicated labeling
process. The reason is that the pseudo labels estimated by our ACFL
gradually converge to a reliable and stable state in the training process.
The comprehensive comparison results on the four datasets validate the
effectiveness of our method.

We speculate that the performance improvement lies in hard train-
ing samples that effectively enhance the discriminative capability of
features. The hard person features generated by the hard samples
generation module can provide more effective person-level informa-
tion than the original person features. Moreover, the generated hard
positive instance with the feature alignment strategy can provide more
instance-level information to enhance the discriminative capability of
features.

Comparison with UDA methods. We then compare our ACFL
method with state-of-the-art UDA methods. The comparison results are
shown in Table 5 ‘‘UDA’’. Under the UDA setting, these methods can
make full use of the labeled source domain dataset, and thus usually can
achieve better results than the unsupervised methods. These UDA meth-
ods are evaluated on Market-1501 with DukeMTMC-reID as the source
dataset, on DukeMTMC-reID with Market-1501 as the source dataset,
and on MSMT17 with Market-1501 as the source domain. Although our
ACFL does not use extra labeled training data, it still outperforms the
state-of-the-art UDA methods on Market-1501, DukeMTMC-reID, and
MSMT17.

4.6. Results for ACFL with camera labels

Our proposed ACFL framework is also compatible with the camera
labels. The camera version of ACFL is denoted as ‘‘ACFL-C’’. In this set-
ting, we can provide extra camera labels for model training. To utilize
these camera labels, we incorporate the cross-camera proxy contrastive
loss cross based on the camera-aware memory proposed in ICE [33]
into our ACFL, i.e., a+𝜇 ∗ cross, for the ACFL optimization procedure.
We set 𝜇 = 0.5 following ICE [33]. The experimental results of ACFL-
C are shown in Table 6. Compared with ACFL, the performances are
improved on Market-1501, DukeMTMC-reID, and MSMT17, especially
on the MSMT17 with 15 cameras. It determines that camera labels can
effectively address the feature variations caused by cameras shift, and
the efficacy of our ACFL method and the camera labels.

4.7. Results for ACFL with different frameworks

With ViT. Without losing generality, we also evaluate the perfor-
mance of the transformer-based network in our ACFL. Specifically, we
replace ResNet50 [38] with ViT-S [44] as the feature extractor in the
discriminative feature learning module, which is called ‘‘ACFL-VIT’’.
The experimental results of ACFL-VIT are presented in Table 7. We can
observe that ‘‘ACFL-VIT’’ outperforms the previous transformer-based
unsupervised methods on Market-1501 and MSMT17, and achieves
comparable or better performance than them on DukeMTMC-reID.
These experimental results validate the effectiveness of our designed
training strategy.

With Student-Teacher Framework. Moreover, we also evaluate
our ACFL with the student-teacher framework in [49]. Specifically,
we replace the ResNet50 with the student-teacher framework as a
feature extractor in the discriminative feature learning module, which
is called ‘‘ACFL-ST’’. The experimental results of ACFL-ST are presented
in Table 9. We can observe that ‘‘ACFL-ST’’ outperforms the previous
unsupervised method [49] on Market-1501 and MSMT17, and achieves
higher Top-1, Top-5, and Top-10, but slightly lower mAP than Lan
et al. [49] on DukeMTMC-reID. We speculate the reason is that the
part-level information is more suitable for DukeMTMC-reID, the part-
level information is adopted in [49] but is not used in our ACFL. The
experimental results validate the effectiveness of our designed ACFL

method.
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Table 5
Performance comparison with state-of-the-art unsupervised and unsupervised domain adaptation (UDA) methods on Market-1501, DukeMTMC-reID and MSMT17.

Method Yenue Market-1501 DukeMTMC-reID MSMT17

Top-1 Top-5 Top-10 mAP Top-1 Top-5 Top-10 mAP Top-1 Top-5 Top-10 mAP

UDA

OPLG [39] ICCV’21 91.5 95.9b 96.6b 80.0 82.2 91.3b 93.5b 70.1 54.9 69.6b 74.6b 28.4
IDM [29] ICCV’21 93.2 𝟗𝟕.𝟓 98.1 82.8 83.6 91.5 93.7 70.5 61.3 73.9 78.4 33.5
TDRL [28] ICCV’21 93.6 – – 82.2 82.7 – – 69.4 61.8 – – 32.9
SECRET [40] AAAI’22 93.3 – – 83.0 82.0 – – 69.2 60.0 – – 31.7
MCRN [41] AAAI’22 𝟗𝟑.𝟖 𝟗𝟕.𝟓 𝟗𝟖.𝟓 𝟖𝟑.𝟖 𝟖𝟒.𝟓 𝟗𝟏.𝟕 𝟗𝟑.𝟖 𝟕𝟏.𝟓 𝟔𝟒.𝟒 𝟕𝟓.𝟏 𝟕𝟗.𝟐 𝟑𝟐.𝟖
MCN-MT [14] ML’22 84.3 93.6 95.9 64.9 74.7 83.8 86.3 57.8 36.6c 47.1c 57.6c 15.4c

Chen et.al [26] PR’23 80.3 87.4 89.9 59.8 78.6 86.6 88.7 62.8 34.3 44.5 50.6 13.4

Unsupervised

SPCL [5] NeurIPS’20 88.1 95.1 97.0 73.1 81.2 90.3 92.2 65.3 42.3 55.6 61.2 19.1
RLCC [42] CVPR’21 90.8 96.3 97.5 77.7 83.2 91.6 93.8 69.2 56.5 68.4 73.1 27.9
ICEa [33] ICCV’21 92.0 97.0 98.1 79.5 81.3 90.1 93.0 67.2 59.0 71.7 77.0 29.8
CC [30] ACCV’21 93.0 97.0 98.1 82.6 𝟖𝟓.𝟕 92.0 93.5 72.8 63.3 73.7 77.8 33.3
MCRN [41] AAAI’22 92.5 – – 80.8 83.5 – – 69.9 63.6 – – 31.2
SECRET [40] AAAI’22 92.6 – – 81.0 77.9 – – 63.9 60.4 – – 31.3
PPLR [34] CVPR’22 92.8 97.1 98.1 81.5 82.0b 90.5b 92.8b 69.8b 61.1 73.4 77.8 31.4
ISE [35] CVPR’22 94.3 98.0 98.8 85.3 85.8b 92.1b 93.6b 73.5b 67.6 77.5 81.0 37.0

ACFL – 𝟗𝟒.𝟕 𝟗𝟖.𝟎 𝟗𝟖.𝟕 𝟖𝟓.𝟖 85.5 𝟗𝟐.𝟒 𝟗𝟒.𝟒 𝟕𝟒.𝟎 𝟔𝟕.𝟕 𝟕𝟖.𝟔 𝟖𝟐.𝟏 𝟑𝟗.𝟎

a Means the camera-aware methods’ agnostic version.
b Denotes the results by the authors’ code.
c Denotes the results of our implementation.
Table 6
Performance comparison with state-of-the-art camera-aware methods on Market-1501, DukeMTMC-reID, and MSMT17.

Method Yenue Market-1501 DukeMTMC-reID MSMT17

Top-1 Top-5 Top-10 mAP Top-1 Top-5 Top-10 mAP Top-1 Top-5 Top-10 mAP

IICS [31] CVPR’21 88.8 95.3 96.9 72.1 76.9 86.1 89.8 59.1 45.7 57.7 62.8 18.6
CAP [32] AAAI’21 91.4 96.3 97.7 79.2 81.1 89.3 91.8 67.3 67.4 78.0 81.4 36.9
MGH [43] MM’21 93.2 96.8 98.1 81.7 83.7 92.1 93.7 70.2 70.2 81.2 84.5 40.6
ICE [33] ICCV’21 94.1 97.7 98.3 83.0 83.3 91.5 94.1 69.9 70.9 81.0 84.5 39.4
PPLR [34] CVPR’22 94.3 97.8 98.6 84.4 𝟖𝟔.𝟕a 92.1a 94.4a 74.3a 73.3 83.5 86.5 42.2

ACFL-C – 𝟗𝟓.𝟐 𝟗𝟖.𝟐 𝟗𝟖.𝟖 𝟖𝟕.𝟑 86.4 𝟗𝟐.𝟔 𝟗𝟒.𝟓 𝟕𝟓.𝟖 𝟕𝟒.𝟐 𝟖𝟒.𝟏 𝟖𝟕.𝟔 𝟒𝟓.𝟒

a Denotes the results by the authors’ code.
Table 7
Performance comparison with transformer-based unsupervised methods on Market-1501, DukeMTMC-reID, and MSMT17.

Method Venue Top-1 Top-5 Top-10 mAP

Market-1501 PASS [44] ECCV’22 94.9 𝟗𝟕.𝟗 𝟗𝟖.𝟔 88.5
ACFL-VIT – 𝟗𝟓.𝟏 97.1 𝟗𝟖.𝟔 𝟖𝟗.𝟏

DukeMTMC-reID PASS [44]a ECCV’22 87.9 93.2 94.1 76.9
ACFL-VIT – 𝟖𝟖.𝟏 𝟗𝟑.𝟔 𝟗𝟒.𝟏 𝟕𝟕.𝟔

MSMT17 PASS [44] ECCV’22 67.0 78.2 82.3 41.0
ACFL-VIT – 𝟕𝟎.𝟏 𝟖𝟎.𝟑 𝟖𝟑.𝟕 𝟒𝟓.𝟕

a Denotes the performance is evaluated based on the authors’ code.
Table 8
Performance comparison with state-of-the-art unsupervised learning (USL) and supervised learning (SL) methods on CUHK03 labeled and detected
datasets.

Methods Yenue Setting CUHK03

Labeled Detected

Top-1 mAP Top-1 mAP

PPLR [34] CVPR’22
USL

84.7a 69.1a 70.0a 64.3a

ISE [35] CVPR’22 𝟕𝟔.𝟓a 71.8a 71.1a 67.5a

ACFL (Ours) – 𝟕𝟔.𝟓 𝟕𝟑.𝟐 𝟕𝟏.𝟗 𝟔𝟖.𝟓

LightMBN [45] ICIP’21

SL

𝟖𝟕.𝟐 𝟖𝟓.𝟏 𝟖𝟒.𝟗 𝟖𝟐.𝟒
MPN [46] TPAMI’20 85.0 81.1 83.4 79.1
Pyramid [47] CVPR’19 78.9 76.9 78.9 74.8
Auto-reid [22] ICCV’19 77.9 73.0 73.3 69.3
MGN [48] ACM MM’18 68.0 67.4 68.0 66.0

a Denotes the results by the authors’ code.
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Table 9
Performance comparison with teacher-student (ST) based unsupervised methods on Market-1501, DukeMTMC-reID, and
MSMT17.

Dataset Method Yenue Top-1 Top-5 Top-10 mAP

Market-1501 Lan et al. [49] TIP’23 94.5 97.8 98.7 85.8
ACFL-ST – 𝟗𝟒.𝟔 𝟗𝟖.𝟏 𝟗𝟖.𝟖 𝟖𝟔.𝟏

DukeMTMC-reID Lan et al. [49] TIP’23 86.7 93.0 94.3 𝟕𝟔.𝟐
ACFL-ST – 𝟖𝟔.𝟖 𝟗𝟑.𝟏 𝟗𝟒.𝟗 76.0

MSMT17 Lan et al. [49] TIP’23 67.9 78.0 81.6 39.5
ACFL-ST – 𝟔𝟖.𝟖 𝟕𝟗.𝟐 𝟖𝟑.𝟎 𝟒𝟎.𝟑
Fig. 5. Qualitative analysis. (a) The Top-1 (green), mAP (red), and the number of clusters (black) after each training epoch. (b) T-SNE visualization of the learned features on a
part of Market-1501 (left) and DukeMTMC-reID (right) training sets. (For interpretation of the references to color in this figure legend, the reader is referred to the web version
of this article.)
Fig. 6. Some retrieval results of our ACFL (top) and the baseline (bottom) on Market-1501 query and gallery sets. The green boxes present the gallery images have the same person
identity as the query image, i.e., correct matching, while red boxes denote the gallery images have the different person identities as the query image, i.e., incorrect matching. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
4.8. Qualitative analysis

Visualization Results. To further analyze the effectiveness of our
proposed CFL framework, we illustrate the Top-1 accuracy, mAP, the
number of clusters, and outliers of each training epoch in Fig. 5(a).
It indicates that continuous and gradual performance improvement
follows the reduction of outliers. The performance and the number of
clusters converge after optimization.

Moreover, we utilize t-SNE to visualize the learned features on
15 randomly selected identities on Market-1501 and DukeMTMC-reID
training sets in Fig. 5(b). The points of the same color indicate these
samples are of the same identity. It reveals that images with the
same identity are almost always clustered together, while images with
different identities tend to be separated. To intuitively observe the
Re-ID results, we present the retrieval results between the baseline
(bottom) and our ACFL (top) in Fig. 6, where the green boxes means
the correct matching between the query and the images in gallery set
and the red boxes is the incorrect matching between the query and
gallery images. We can observe that our method obtains better retrieval
results, especially for confusing samples. The results indicate that our
method can learn discriminative features from the diversified unlabeled
9

training images while avoiding the dilemma of determining the cluster
number by utilizing the mined samples.

Complexity Analysis. Our ACFL contains a discriminative feature
learning module and a hard sample generation module, and the hard
sample generation module is leveraged to generate hard samples for
supervising the ACFL training stage and excluded at the testing stage.
To this end, we remain the feature extractor in the discriminative
feature learning module to extract features from person images for
Re-ID in the testing stage. Since we adopt ResNet [38] as the feature
extractor in ACFL, its flops and parameters are 4.09G and 23.51M,
respectively.

The hard sample generation module can be divided into hard person
features and hard positive instances. In the hard person features gener-
ation stage, its flops are 𝐾 ×𝑁 (𝑡)

𝑐 ×𝐷, where 𝐷 denotes the dimension
of features, and the learnable parameters are 𝑁 (𝑡)

𝑐 ×𝐷. As for the hard
positive samples, its flops is 𝑉 × 3 × 𝐻 × 𝑊 , where 𝐻 and 𝑊 are the
height and width of each training sample, 3 is the channel (RGB) of the
sample, the corresponding learnable parameters are 3 ×𝐻 ×𝑊 .

Memory. We explore the effect of limited memory with different
sizes. We denote the limited memory as 𝐌′, where the size is 𝑁 ′ ×𝐷.
We set 𝑁 ′ = 𝜇 ∗ 𝑁 , and 𝜇 ≤ 1. 𝐌′ can be maintained by using the
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Table 10
Experimental results about different sizes of memory on Market-1501 and
DukeMTMC-reID.
𝜇 Dataset Top-1 Top-5 Top-10 mAP

0.1 Market-1501 85.0 93.2 95.4 67.9
DukeMTMC-reID 75.3 85.3 88.9 58.4

0.3 Market-1501 91.1 96.6 98.1 80.1
DukeMTMC-reID 79.9 89.7 92.5 65.1

0.5 Market-1501 92.9 97.5 98.6 83.3
DukeMTMC-reID 84.2 91.8 94.3 71.8

0.7 Market-1501 93.6 98.0 𝟗𝟖.𝟗 85.2
DukeMTMC-reID 85.3 91.4 94.0 72.5

0.9 Market-1501 94.6 𝟗𝟖.𝟎 98.6 85.6
DukeMTMC-reID 𝟖𝟓.𝟓 92.1 94.4 73.9

1.0 Market-1501 𝟗𝟒.𝟕 𝟗𝟖.𝟎 98.7 𝟖𝟓.𝟖
DukeMTMC-reID 𝟖𝟓.𝟓 𝟗𝟐.𝟒 𝟗𝟒.𝟒 𝟕𝟒.𝟎

feature queue update strategy in MOCO [50]. Specially, we utilize the
current features to replace the oldest features in 𝐌′. The only caveat is
that the samples in 𝐌′ need to cover all persons in  . The results are
reported in Table 10. We can observe that the performances are similar
when 𝜇 ≤ 0.5, while performance drops dramatically when 𝜇 < 0.5.

e speculate that fewer samples in a cluster cannot describe a person
etter.

. Conclusion and future work

This paper proposes the adversarial contrastive feature learning
ACFL) framework for unsupervised person Re-ID. It mainly includes
discriminative feature learning module and a hard sample generation
odule. The ACFL framework aims to address the difficulty of exist-

ng methods that obtain hard training samples with high-confidence
seudo labels. Specifically, the discriminative feature learning module
xtracts features from unlabeled training data to support the feature
earning process. Then, the high-confidence pseudo labels are estimated
ased on these extracted features. The hard sample generation module
enerates hard person features and hard positive instances based on
hese pseudo labels via an adversarial learning regime. Finally, these
enerated hard samples with the high-confidence pseudo labels of their
riginal versions are used for training the discriminative feature learn-
ng module. Extensive experiments on Market-1501, DukeMTMC-reID,
nd MSMT17 datasets demonstrate the effectiveness of the proposed
FL framework for the unsupervised person Re-ID task.

We note that adopting larger 𝑉 and 𝑍 in the adversarial learn-
ng regime will make the generated hard samples drift drastically
nd thus deviate from their original samples, i.e. identity confusion
henomenon. So, it must select suitable hyper-parameters to gener-
te reliable hard samples to address the problem. Complex hyper-
arameter selection is required in our ACFL. To this end, how to design
progressive adversarial learning strategy to adaptively address the

dentity confusion phenomenon will be our further focus.
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