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Abstract—Weakly-supervised Video Anomaly Detection (W-
VAD) aims to detect abnormal events in videos given only
video-level labels for training. Recent methods relying on
multiple instance learning (MIL) and self-training achieve good
performance, but they tend to focus on learning easy abnormal
patterns while ignoring hard ones, e.g., unusual driving trajectory
or over-speeding driving. How to detect hard anomalies is a critical
but largely ignored problem in W-VAD. To tackle this challenge,
we propose a novel framework, termed Abnormal Ratios guided
Multi-phase Self-training (ARMS), for W-VAD. It includes a new
abnormal ratio-based MIL (AR-MIL) loss and a new multi-phase
self-training paradigm. The AR-MIL loss guides the learning of
hard anomalies by enforcing a minimum ratio of abnormal snippets
in an abnormal video and no abnormal snippets in a normal video.
Our multi-phase self-training paradigm sequentially performs
bootstrapping, hard anomalies mining, and adaptive self-training
so as to address pseudo labeling on easy anomalies, detect hard
anomalies, and setting adaptive abnormal ratios for different videos
in a unified framework. Experimental results on three benchmark
datasets, i.e., ShanghaiTech, UCF-Crime, and XD-Violence, show
that ARMS outperforms all previous state-of-the-art methods and
has a great advantage in detecting hard anomalies.

Index Terms—Anomaly detection, weakly-supervised video
anomaly detection, multiple instance learning.

I. INTRODUCTION

V IDEO anomaly detection (VAD) aims to detect abnormal
events in video sequences [1], [2], [3]. It has a wide range
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of real-world applications, e.g., intelligent surveillance [4], [5],
[6], crime detecting [7], [8], [9], and road accident warning [10].
VAD falls into four major categories: full-supervised, unsu-
pervised, one-class, and weakly-supervised video anomaly de-
tection [10]. As obtaining frame-level annotations of abnor-
mal events is very expensive, weakly-supervised video anomaly
detection (W-VAD) has attracted increasing attention in re-
cent years. It can achieve promising performance with only
video-level annotations for training. However, W-VAD remains
challenging as abnormal events are usually rare in videos and
more complicated than normal events.

A common framework adopted by existing state-of-the-art
methods [1], [11], [12], [13], [14] integrates multiple instance
learning (MIL). The Maximum Score-based MIL (MS-MIL)
learning objective utilizes a ranking loss to enlarge the margin
between normal and abnormal video predictions. One effective
MS-MIL loss [1] takes the snippet with the highest abnormal
score as the video-level prediction. The top-k ranking loss-based
MIL models [11], [14] take the mean score of the top-k predicted
instances as the abnormal video prediction.

Despite their advancement, there is a critical limitation. The
presence of hard anomalies (usually imperceptible and easily
mispredicted as normal) may impact the overall model perfor-
mance. Fig. 1 shows the example abnormal frames in real-world
surveillance videos. Suspicious person moving frames from Ar-
son010 look similar to normal frames but should be abnormal
frames in an arson event. Unusual driving tendency frames from
RoadAccidents133 are usually imperceptible but important to
the road accident event warning. However, both top-1 and top-k
ranking MIL losses tend to treat these hard abnormal frames as
normal. This is because only several snippets with top-k or top-1
abnormal scores in an abnormal video are used to update the
model. Then easy abnormal snippets that deviate significantly
from normal events are selected at the beginning of training,
and the subsequent optimization will keep increasing their ab-
normal scores while treating other snippets as normal. Thus,
hard anomalies with lower scores are easily missed in MS-MIL
based methods. In addition, it tends to be extremely sensitive to
the selected k value [3].

Recent methods [3], [7], [15], [16], [17], [18], [19] have
pushed forward the state-of-the-art anomaly detection perfor-
mance. Self-training methods [7], [15] first initialize the snippet-
level pseudo labels through the MS-MIL loss first, and then
alternate between model re-training and pseudo labeling. Var-
ious feature integration methods [16], [17], [18], [19] design
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Fig. 1. Frames of the suspicious person moving (red rectangle) in the arson
event (Arson010) and frames of unusual driving tendency (red rectangle) in
the road accident event (RoadAccidents133) are hard anomalies and difficult to
detect. They are misclassified in the traditional self-training method (baseline).
By contrast, these abnormal frames are classified correctly by our method, which
is designed to detect hard anomalies. The predictions and thresholded results of
the baseline and our method are plotted.

different deep learning architectures and adopt the MS-MIL loss
and other regularization terms. Sapkota et al. [3] aim to detect
anomalies in multimodal scenarios for W-VAD. However, prior
W-VAD methods neglect the detection of hard anomalies, which
is one of the greatest challenges of W-VAD. Moreover, the lack
of high-quality pseudo labels for anomalies prevents the pre-
vious self-training methods from learning hard anomalies and
remedying this limitation.

To tackle this challenge, we propose a novel framework,
termed Abnormal Ratios guided Multi-phase Self-training
(ARMS), for W-VAD, as presented in Fig. 2. It includes a
new Abnormal Ratio-based MIL (AR-MIL) loss and a new
multi-phase self-training paradigm. The AR-MIL loss, as shown
in Fig. 2, enforces that the ratio of abnormal snippets in an ab-
normal video should be larger than a margin. Compared with
the MS-MIL loss, which selects only several snippets (with the
highest or top-k abnormal scores) in an abnormal video for the
model update, our AR-MIL loss takes all snippets in a video as
normal or anomaly candidates, which are optimized jointly to
meet the abnormal ratio. As a result, our AR-MIL loss will learn
more comprehensive normal and abnormal patterns than other
losses. This prevents the model from being trapped by the initial
selection and helps in detecting hard anomalies.

Based on the AR-MIL loss, our ARMS framework includes
three training phases: bootstrapping, hard anomalies mining,
and adaptive self-training. Bootstrapping uses the AR-MIL loss
with a relatively small abnormal ratio to train an initial model and
obtain high-quality snippet-level pseudo labels. These pseudo
labels mostly correspond to easy anomalies. Then, hard anoma-
lies mining integrates the AR-MIL loss with a larger abnormal
ratio and a classification loss to mine hard anomalies from the
abnormal videos while maintaining good performance on easy

anomalies through the snippet-level pseudo labels. Till now, we
have set the same abnormal ratio for all abnormal videos, but,
in practice, some abnormal videos contain more abnormal snip-
pets than others. To close this gap, the last training phase learns
adaptive abnormal ratios for different abnormal videos and con-
stantly updates them based on the estimates in the previous iter-
ation. Different from the prior self-training methods and other
feature integration methods that focus on easy normal and abnor-
mal snippets, our method first integrates a new abnormal ratio
based MIL loss to learn more comprehensive normal and abnor-
mal patterns, and then propose a new multi-phase self-training
paradigm that adopts three training phases and the AR-MIL
loss with different abnormal ratios λ to help in detecting hard
anomalies.

Experimental results on three benchmark datasets, i.e., Shang-
haiTech [20], UCF-Crime [1], and XD-Violence [13], show that
ARMS outperforms all previous state-of-the-art methods. In par-
ticular, ARMS has a great advantage of detecting hard anoma-
lies, which is one of the greatest challenges of W-VAD. Fig. 1
illustrates the results obtained by our method and the baseline.
The hard abnormal frames of suspicious person moving and un-
usual driving tendency are missed in the baseline but are detected
by our framework.

Our main contributions are summarized as follows:
� Unlike existing anomaly detection methods, we contribute

to addressing the important but largely ignored hard
anomalies detection problem.

� We propose a new abnormal ratio-based multiple instance
learning (AR-MIL) loss. Compared with the MS-MIL loss,
it jointly optimizes all snippets in a video and better finds
hard anomalies in abnormal videos.

� Based on the AR-MIL loss, we introduce a novel Abnormal
Ratios guided Multi-phase Self-training (ARMS) frame-
work for W-VAD. Its three training phases (bootstrapping,
hard anomalies mining, and adaptive self-training) address
pseudo labeling on easy anomalies, mining hard anomalies,
and setting adaptive abnormal ratios for different videos in
a unified framework.

The rest of the paper is organized as follows. Section II dis-
cusses related work. We present the technical details of the pro-
posed method in Section III. Experimental results and discus-
sions are presented in Section IV. Finally, we conclude the paper
in Section V.

II. RELATED WORKS

In this section, we review previous works related to ours,
which we categorize into two parts: 1) video anomaly detection
and 2) weakly supervised video anomaly detection.

A. Video Anomaly Detection

Video Anomaly Detection (VAD) [1], [7], [10], [21], [22],
[23], [24] is an important field in video and image understand-
ing [25], [26], [27]. VAD aims to detect abnormal events in video
sequences. It falls into four major categories: full-supervised,
unsupervised, one-class, and weakly-supervised video anomaly
detection [10]. It is labour-intensive and time-consuming for
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Fig. 2. Overview of our Abnormal Ratios guided Multi-phase Self-training (ARMS) framework for W-VAD. It first performs bootstrapping with a small abnormal
ratio λsmall, then mines hard anomalies with a large abnormal ratio λlarge as well as snippet-level pseudo labels, and finally sets adaptive abnormal ratios for different
videos for progressive improvement. The baseline method integrates the prior MS-MIL loss with the traditional self-training procedure. The prior MS-MIL loss
enlarges the margin of normal and abnormal video predictions. The proposed AR-MIL loss uses the average of all snippets’ abnormal scores in a video as the
expectation of the ratios of abnormal snippets, then enforces a minimum ratio of abnormal snippets in an abnormal video and no abnormal snippets in a normal
video.

full-supervised VAD methods [21], [28] to collect precise anno-
tations. What’s more, obtaining sufficient anomaly examples is
quite cumbersome. Unsupervised VAD methods [10], [22], [29],
[30] detect abnormal events without any labels. It only relies
on some prior knowledge, such as anomalies are less frequent
than the normal happenings. Unlike the unsupervised setting,
the training set of one-class VAD contains only normal videos.
Previous works [2], [8], [24], [31] usually build a reconstruc-
tion model to learn normal patterns. Then anomalies are viewed
as the snippets that do not fit this normality model. However,
both unsupervised and one-class VAD methods achieve infe-
rior performance due to the lack of domain knowledge. In the
current work, we explore weakly-supervised mode [1], [7] for
video anomaly detection. Weakly supervised video anomaly de-
tection (W-VAD) aims to detect abnormal frames with video-
level annotations and differs from other unsupervised learning
tasks without any annotations [32], [33]. Moreover, unlike other
weakly-supervised or unsupervised learning task [34], [35], [36]
that involves learning from unseen classes, all abnormal classes
are included in the training set of W-VAD. W-VAD has attracted
a lot of attention in recent years [1], [3], [7], [14] because it can
achieve good performance with much lower labeling cost than
fully supervised methods. Different from other video detection
methods [25], [26] that use contrastive learning or temporal dy-
namics to learn discriminative embeddings, our method inte-
grates a new multi-phase self-training paradigm to learn com-
prehensive normal and abnormal patterns.

B. Weakly-Supervised Video Anomaly Detection

Prior methods [3], [9], [11], [12], [13], [17] investigate dif-
ferent architectures of neural networks, objective functions, and
training strategies to improve anomaly detection performance.
As our proposed approach is related to multiple instance learn-
ing (MIL) and self-training, we review prior W-VAD methods
from these two perspectives below.

Multiple instance learning (MIL) treats the entire video as a
labeled bag containing multiple unlabeled instances (i.e., video
snippets) [1], [12], [14]. Sultani et al. [1] introduce a maximum

score-based multiple instance learning (MS-MIL) loss for this
task. It first takes the snippet with the highest abnormal score
as the video-level prediction, and then utilizes a ranking loss to
enlarge the margin between normal and abnormal video predic-
tions. Later, a temporal ranking loss [37] and a new comple-
mentary inner bag loss [11] are proposed to improve the top-1
ranking loss-based MIL model. Several methods [12], [13], [17]
enhance the robustness of the above MS-MIL loss by aggre-
gating the top-k abnormal scores as the abnormal video pre-
diction, and utilizing a ranking loss or a cross-entropy loss as
the objective function. In addition, various feature integration
methods [16], [17], [18], [19] focus on designing more effective
deep learning architectures while adopting the MS-MIL loss
and other regularization terms. To use input features effectively,
Tian et al. [14] propose temporal feature magnitude learning
that calculates the MS-MIL loss over the feature magnitudes.
Chang et al. [9] propose a novel model including a contrastive
attention module and an attention consistency loss to boost de-
tection performance further. Moreover, Sapkota et al. [3] conduct
Bayesian nonparametric submodularity video partition for out-
lier and multimodal scenarios in W-VAD. However, all these pre-
vious MIL-based methods tend to ignore hard anomalies, e.g.,
unusual driving tendency or trajectory in Road Accident. This is
because only several snippets with top-k abnormal scores in an
abnormal video are used to update the detection model. Our ab-
normal ratio-based MIL loss will be able to find hard anomalies
because it considers all snippets in the learning process. It keeps
looking for anomalies as long as the ratio of detected abnormal
snippets is not large enough.

Self-training has been extensively studied in semi-supervised
learning [38], [39], [40] and recently extended to anomaly detec-
tion. It first trains a model only on labeled data to generate pseudo
labels on unlabeled data, and then re-trains the model on both la-
beled and unlabeled data. Pang et al. [22] propose a self-trained
deep ordinal regression network on the testing video directly for
unsupervised VAD. Zhong et al. [41] propose an iterative train-
ing framework to optimize the action classifier and a novel noise
cleaner, but the iterative optimization is inefficient. MIST [7]
first obtains the frame-level pseudo labels based on the MIL
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method and then fine-tunes a task-specific encoder by pseudo
labels to learn discriminative representations. Li et al. [15] uti-
lize a self-training method to refine the abnormal scores based
on pseudo labels generated by their multi-sequence loss. Due to
the lack of high-quality pseudo labels for hard anomalies, these
previous self-training methods can only learn easy anomalies
well. Different from all these methods, our ARMS framework
includes three training phases, i.e., bootstrapping, hard anoma-
lies mining, and adaptive self-training, which address pseudo
labeling on easy anomalies, mining hard anomalies, and setting
adaptive abnormal ratios for different videos in a unified frame-
work.

III. METHOD

This section elaborates on the proposed framework. As shown
in Fig. 2, given a pair of abnormal and normal videos, we extract
snippet-level features through a visual encoder. Then we design
a detection model to produce anomaly scores for each snippet
in a video. Subsequently, our ARMS integrates the proposed
AR-MIL loss with three specially designed training phases. The
baseline method integrates the prior MS-MIL loss with the tradi-
tional self-training procedure. Finally, detection results are ob-
tained by the trained anomaly detection model.

Section III-A first gives the definition of the weakly super-
vised video anomaly detection (WS-VAD) problem. Section II-
I-B introduces the baseline method in detail. The following sec-
tions detail the proposed method, including the overview of our
ARMS (Section III-C), the introduction of the abnormal ratio-
based MIL loss (Section III-D), and multi-phase self-training
(Section III-E).

A. Problem Statement

During training, we are given a set of training videos, each
of which is annotated with a video-level label y ∈ {0, 1}. y = 1
means an abnormal video containing at least one abnormal event,
and y = 0 means a normal video containing no abnormal event.
After training, the model could detect abnormal frames in a new
video.

Since feature extraction, anomaly detection, and training are
commonly performed at the snippet level, we assume a video is
divided into T non-overlapping snippets. Let s+t ∈ [0, 1] denote
the predicted abnormal score of the t-th snippet in an abnormal
video and let s−t ∈ [0, 1] denote that in a normal video.

B. Baseline

The maximum score-based multiple instance learning (MS-
MIL) loss [1] has been used for W-VAD. One effective MS-
MIL loss takes the snippet with the highest abnormal score as
the video-level prediction. It then enforces that the difference
between the abnormal scores of an abnormal video and a normal
video should be larger than a margin:

LMS-MIL = max(0, 1− max
1≤t≤T

s+t + max
1≤t≤T

s−t ), (1)

The top-k ranking loss maximizing the margin between an av-
erage of k highest snippet predictions from an abnormal video

Fig. 3. Predictions of the MS-MIL loss (top-1) training in different training
epochs on the abnormal training video (Burglary010). Because the hard anoma-
lies learning has been neglected in the prior MS-MIL loss, the explosion frames
are predicted with higher abnormal scores at epoch 1. Then the following train-
ing epochs keep increasing their scores, while predicting the burglary frames as
normal frames with lower abnormal scores.

and the maximum snippet prediction from a normal video:

LMS-MIL = max

(
0, 1− 1

k

k∑
i=1

s+i + max
1≤t≤T

s−t

)
. (2)

Our baseline integrates the prior MS-MIL loss with the tradi-
tional self-training procedure. Fig. 2 presents an overview of
the baseline method. After training an initial model by using
the MS-MIL loss, it first generates pseudo-labels according to
the previous model predictions, and then trains a new model
using the pseudo-labels. Finally, it alternates between pseudo
labeling and model re-training. Here, once a (new) model is
trained using the pseudo-labels (the MS-MIL loss), we finish a
self-training iteration.

Though this baseline can achieve promising performance,
it has a critical limitation. Both top-1 and top-k ranking MIL
losses tend to mispredict the hard anomalies (similar to nor-
mal events and usually imperceptible) as normal. This is be-
cause only several snippets with top-k or top-1 abnormal scores
are used to learn abnormal patterns of an abnormal video, the
trained model can only capture a limited range of abnormal pat-
terns in the training data. As a result, the easy abnormal snippets
that deviate significantly from normal events are selected at the
beginning of training. Moreover, the subsequent optimization
will keep increasing their abnormal scores while treating other
snippets as normal. Thus, hard anomalies with lower scores are
easily missed in MS-MIL based methods. In addition, the lack
of high-quality pseudo labels for hard anomalies further pre-
vents the subsequent self-training iterations from learning hard
anomalies and remedying this limitation.

To illustrate this phenomenon, Fig. 3 shows the predictions
of the MS-MIL loss training in different training epochs on
the abnormal training video (Burglary010). Because the hard
anomalies learning has been neglected in the prior MS-MIL
loss, the explosion frames are predicted as abnormal frames with
higher scores at the beginning of training. The following train-
ing epochs keep increasing their abnormal scores, while predict-
ing the burglary frames as normal frames with lower abnormal
scores.
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C. Overview of ARMS

We propose a novel framework, termed Abnormal Ratios
guided Multi-phase Self-training (ARMS), for W-VAD. Fig. 2
presents an overview of ARMS. It includes a new abnormal ratio-
based MIL (AR-MIL) loss and a new multi-phase self-training
paradigm. The AR-MIL loss guides the learning of hard anoma-
lies by enforcing a minimum ratio of abnormal snippets in an
abnormal video and no abnormal snippets in a normal video.
Based on the AR-MIL loss, ARMS first performs bootstrapping
with a small abnormal ratio to detect easy anomalies and ob-
tain high-quality snippet-level pseudo labels. It then mines hard
anomalies via a large abnormal ratio and the pseudo labeled data.
Finally, an adaptive self-training strategy sets adaptive abnormal
ratios for different abnormal videos for more precise anomaly
detection.

D. Abnormal Ratio-Based MIL Loss

As shown in Fig. 2, the abnormal ratio-based MIL (AR-MIL)
loss enforces that the ratio of abnormal snippets in an abnormal
video should be larger than a margin and no abnormal snippet
exists in a normal video. As the abnormal score can be inter-
preted as the probability that a snippet is abnormal, the average
of all snippets’ abnormal scores in a video is the expectation of
the ratio of abnormal snippets. Then the predicted anomaly ratio
of the abnormal video r+ and normal video r− are formulated
as:

r+ =
1

T

T∑
t=1

s+t , r− =
1

T

T∑
t=1

s−t , (3)

Then the AR-MIL loss is defined as:

LAR-MIL = r− + αmax(0, λ − r+), (4)

where λ sets the minimum ratio of abnormal snippets in an ab-
normal video, and α balances the impacts of the normal video
and the abnormal video. Both λ and α are hyper-parameters.
The first term in (4) enforces that the ratio of abnormal snippets
detected in a normal video should be as small as possible, i.e.,
zero. The second term in (4) enforces that the ratio of abnormal
snippets detected in an abnormal video should be no smaller
than λ.

Our AR-MIL loss is different from the MS-MIL loss, which
learns a limited range of normal and abnormal patterns from
only a small number of snippets in a video. Our loss takes the
average of all snippets’ scores in a normal or abnormal video
as the expectation of the ratio of abnormal snippets, then en-
forces it should be no smaller than the abnormal ratio λ in an
abnormal video and be zero in a normal video. Specifically, all
snippets in a normal video are used to update the model to learn
comprehensive normal patterns. For the abnormal video, if the
detected abnormal ratio in an abnormal video is smaller than
λ, all snippets in this video will be used to update the model,
and the gradient will be back-propagated to all snippets. In con-
trast, the existing top-k or top-1 ranking MIL loss will only
back-propagate the gradient to a small number of snippets cor-
responding to the top-k or top-1 abnormal scores in a video. As
a result, the self-training can be easily trapped by the bad initial

Algorithm 1: Multi-Phase Self-Training

selection of these top-k or top-1 abnormal snippets if they are
mispredicted.

E. Multi-Phase Self-Training

Based on the AR-MIL loss, we introduce a novel multi-phase
self-training paradigm for W-VAD. As illustrated in Fig. 2, it in-
volves three training phases: bootstrapping, hard anomalies min-
ing, and adaptive self-training, which address pseudo labeling
on easy anomalies, mining hard anomalies, and setting adaptive
abnormal ratios for different videos in a unified framework.

1) Bootstrapping: This phase uses the AR-MIL loss with a
relatively small abnormal ratio λsmall to train an initial model and
obtain high-quality pseudo labeled data. Because easy anoma-
lies tend to have high abnormal scores in an abnormal video,
which satisfies the AR-MIL loss, they will be detected confi-
dently in this phase. After training, we select high-confidence
predictions of snippets in abnormal videos as their snippet-level
pseudo labels. As illustrated in Fig. 4(a), we take the snippets (in
an abnormal video) with the highest quartile abnormal scores as
abnormal snippets, while those with the lowest quartile scores as
normal ones. Note that all snippets in a normal video are normal.
Then, the pseudo labels obtained on abnormal videos and labels
from normal videos are combined into a new snippet-level label
set: {yi}Ni=1, where N is the total number of snippets associated
with labels, and yi is the label of a snippet.

2) Hard Anomalies Mining: We integrate the AR-MIL loss
with a larger abnormal ratio λlarge and a classification loss in this
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Fig. 4. Illustration of the snippet-level pseudo labeled data generation (a), and
the adaptive abnormal ratio λ setting (b) for the abnormal video in the training
set. The red and blue rectangles in (a) are the selected abnormal and normal
snippets, respectively. The purple curve in (b) represents the threshold results.

phase. On the one hand, the AR-MIL loss will keep looking for
anomalies in an abnormal video as long as the ratio of detected
abnormal snippets is smaller than λlarge. Thus, more hard anoma-
lies will emerge in the training process. On the other hand, the
classification loss on the snippet-level pseudo labels will help
the model maintain good performance on easy anomalies. The
objective function of this training phase is formulated as:

L = LAR-MIL + β
1

N

N∑
i=1

LBCE(si, yi), (5)

where LBCE is a binary cross-entropy loss, si is the predicted
abnormal score of a snippet, yi is from the first training phase,
and β is a balancing hyper-parameter.

3) Adaptive Self-Training: We have set the same ratio of ab-
normal snippets for all abnormal videos in the first two phases.
But some abnormal videos contain more abnormal snippets than
others in practice. To close this gap, the last training phase learns
adaptive abnormal ratios for different abnormal videos. Fig. 4(b)
shows the adaptive abnormal ratios setting in detail. Given the
predicted abnormal scores of each snippet in an abnormal video:
{s+t }Tt=1, we set the abnormal ratio λ for this video as the esti-
mated ratio of abnormal snippets under a threshold μ:

λ =
1

T

T∑
t=1

1(s+t ≥ μ), (6)

where 1(s+t ≥ μ) is an indicator function that outputs 1 if s+t is
larger than μ, otherwise 0. Considering that snippet-level pre-
dictions are generated by the previous model, we directly use
the abnormal ratio used in the previous phase as the threshold μ.
Then, based on pseudo labels generated in the previous training
phase, we update the model in this phase using the loss function
in (5).

In summary, we constantly update the pseudo labeled data and
adaptive abnormal ratios based on the estimates in the previous
self-training iteration to achieve better anomaly detection perfor-
mance. We summarize our proposed multi-phase self-training in
Algorithm 1.

The baseline method integrates the prior MS-MIL loss with
the traditional self-training procedure. It includes several self-
training iterations, and each iteration alternates between pseudo
labeling and model re-training. However, the baseline method
focuses on easy normal and abnormal snippets, making hard
anomalies easily missed. We contribute a multi-phase self-
training framework (ARMS) to address this important but

Fig. 5. Proposed network architecture. It includes a temporal convolution
layer, a standard multi-head self-attention block, two linear layers, and a sig-
moid function. The temporal convolution is applied to learn the local temporal
dependencies between neighboring video snippets. The multi-head self-attention
block is adopted to learn global temporal dependencies between non-local video
snippets.

largely ignored problem. Our multi-phase self-training paradigm
adopts three training phases and the AR-MIL loss with differ-
ent abnormal ratios λ to help in detecting hard anomalies. The
bootstrapping phase first uses a small abnormal ratio to detect
easy anomalies and obtain a small number of high-confidence
pseudo-labeled snippets. As the following hard anomalies min-
ing phase uses a larger ratio, the AR-MIL loss becomes non-zero
and keeps looking for hard anomalies to meet the abnormal ratio.
Meanwhile, a small number of high-confidence pseudo-labeled
snippets help the model maintain good predictions on easy nor-
mal and abnormal snippets. In the adaptive self-training phase,
more suitable abnormal ratios for different abnormal videos are
set adaptively to detect different numbers of abnormal snippets.
With the proposed three phases, we can train a model to detect
more hard anomalies while maintaining good performance on
easy anomalies.

F. Network Architecture

We design a network architecture to capture both local
and global temporal dependencies between video snippets. As
shown in Fig. 5, we first extract RGB features for each snippet
in a video via a pre-trained feature extraction network. Then, a
temporal convolution is applied to learn the local temporal de-
pendencies between neighboring video snippets. Afterward, a
standard multi-head self-attention block [42] is adopted to learn
global temporal dependencies between non-local video snip-
pets. Finally, we apply two linear layers and a sigmoid function
over the encoded features to predict the abnormal scores of each
snippet. For better performance, we also apply a score correc-
tion module [15] in the inference stage to fine-tune the predicted
snippet-level abnormal scores.

IV. EXPERIMENTS

We perform extensive experiments and compare experimen-
tal results with previous works in this section. Moreover, we
conduct comprehensive ablation studies to verify our main con-
tributions.

A. Datasets and Metrics

1) Evaluation Datasets: We evaluate our method on three
popular video anomaly detection datasets: ShanghaiTech [43],
UCF-Crime [1], and XD-Violence [13].
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ShanghaiTech is a dataset of 13 scenes with complex lighting
conditions and camera angles. It contains 437 campus surveil-
lance videos (330 normal videos, 107 abnormal videos) and
over 270,000 training frames. There are various types of anoma-
lies, including cycling, car, fighting, running, etc. The original
dataset [43] is proposed for one-class VAD that only uses nor-
mal videos for training. To adapt it to W-VAD, we follow the
data organization in [41], i.e., 238 training videos and 199 test-
ing videos. UCF-Crime is a large-scale video anomaly detection
dataset [1] containing 128 hours of videos. It consists of 1900
long and untrimmed real-world surveillance videos (950 nor-
mal videos and 950 abnormal videos), with 13 realistic anoma-
lies such as fighting, road accident, burglary, robbery, etc. The
video length varies greatly, and each video may contain diverse
backgrounds. By convention [1], [7], we use 1,610 videos in
the training set for training and 290 videos in the testing set for
evaluation.

XD-Violence is a large-scale and multi-scene dataset [13]
with a total duration of 217 hours, containing 4,754 untrimmed
videos (2,349 normal videos and 2,405 abnormal videos) with
audio signals and weak labels. It contains six physically vio-
lent classes, namely, Abuse, Car Accident, Explosion, Fighting,
Riot, and Shooting. The videos in this dataset are captured from
multiple scenarios, e.g., real-life movies and surveillance cam-
eras. Following the common practice [13], [14], we train our
model on the training set with 3,954 videos and test it on the
testing set with 800 videos.

2) Evaluation Metrics: Following previous works [1], [7],
[13], we use the frame-level area under the ROC curve (AUC)
as the primary metric for ShanghaiTech and UCF-Crime, and
the frame-level area under the PR curve (AP) as the evaluation
metric for XD-Violence. Note that larger AUC and AP values
indicate better performance.

B. Implementation Details

We follow [14] to divide each video into 32 snippets and
extract 2048-dimensional features for each snippet from the
“mix_5c” of the pre-trained I3D [44] network. The kernel size of
the temporal convolution is 3, and the number of self-attention
heads is 8. Two fully connected layers have 32 and 1 nodes, re-
spectively. We train the network with the Adam optimizer [45]
using a weight decay of 0.0005. Each mini-batch consists of sam-
ples from 30 randomly selected normal and abnormal videos.
Moreover, we train the new model in each self-training iteration
for 300 epochs on ShanghaiTech with a learning rate of 0.001
and 50 epochs on UCF-Crime and XD-Violence with a learn-
ing rate of 0.0001. We empirically set λsmall as 0.1 for Shang-
haiTech and XD-Violence, and 0.22 for UCF-Crime, λlarge as 0.4
for UCF-Crime and XD-Violence, and 0.42 for ShanghaiTech.
To balance the loss magnitudes for normal and abnormal videos,
we set α as the reciprocal of λ and set β as 0.5.

C. Comparison With State-of-the-Art Methods

In Table I, we compare our multi-phase self-training method
with state-of-the-art weakly-supervised video anomaly detec-
tion methods [1], [3], [7], [9], [11], [12], [13], [14], [15], [37],

TABLE I
COMPARISON WITH STATE-OF-THE-ART METHODS IN AUC (%) ON

UCF-CRIME (UCFC) AND SHANGHAITECH (STECH)

[41] on UCF-Crime and ShanghaiTech. Selected unsupervised
and one-class methods [2], [10], [29], [46], [47] are presented
for reference. We also report the results of our baseline that ex-
plores traditional self-training with the top-1 and top-k MS-MIL
loss for W-VAD (we set k=3 following [14]). Note that we use
the same network architecture for the baseline and the proposed
method for a fair comparison. We observe that our method out-
performs all the previous methods and establishes a new state of
the art on UCF-Crime with 85.79% AUC and ShanghaiTech with
97.48% AUC. In particular, our method outperforms MIST [7]
and Li et al. [15], which also utilize pseudo labels to guide the
model self-training but neglect hard anomalies. Compared with
the baseline, our method achieves a remarkable improvement of
3.5% on UCF-Crime and 1.9% on ShanghaiTech.

We also conduct experiments on XD-Violence, and the results
are summarized in Table II. Again, our method obtains a new
state-of-the-art performance of 83.11% AP, outperforming the
latest works (e.g., RTFM [14] and Li et al. [15]). Note that our
method even outperforms the multimodal method Wu et al. [13]
that uses I3D RGB and audio features for training.

Our AR-MIL loss-based multi-phase self-training method
performs better than top-1 and top-k ranking MIL loss-based
methods on three datasets. This is because both the top-1 and
top-k ranking MIL losses only take a small number of snippets
corresponding to the top-k or top-1 abnormal scores to update
the model. They can only learn a limited range of normal and
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TABLE II
COMPARISON WITH STATE-OF-THE-ART METHODS IN AP (%) ON

XD-VIOLENCE

abnormal patterns. Moreover, the lack of high-quality pseudo
labels for anomalies prevents these methods from learning hard
anomalies and remedying this limitation. In contrast, our AR-
MIL loss can learn comprehensive normal and abnormal patterns
because all snippets in a video are used to update the model until
the predicted abnormal ratio meets a specific ratio. Moreover, our
multi-phase self-training paradigm adopts three training phases
and the AR-MIL loss with different abnormal ratios λ to help in
detecting more easy and hard anomalies, which leads to better
performance than the other loss methods.

D. Ablation Studies

In this section, we conduct several ablation studies to verify
our main contribution, including the value of λsmall and λlarge,
performance on different iterations, ablation studies of differ-
ent designs in ARMS, hard abnormal snippet mining, adaptive
self-training analysis, model computational complexity, visual-
ization results, and failure analysis. Note that the aforementioned
network architecture is used in all experiments.

1) The Value of λsmall and λlarge: The abnormal ratio λsmall

and λlarge are two important hyper-parameters in our method. We
set a relatively small λsmall for the bootstrapping phase because
the AR-MIL loss can be easily satisfied under this setting (easy
anomalies tend to have high abnormal scores). A larger ratio
λlarge in the hard anomalies mining phase enforces the AR-MIL
loss is non-zero and keeps looking for hard anomalies. Here we
test its sensitivity to these two hyperparameters on UCF-Crime.
Considering that the abnormal events are rare, we set the range of
λlarge as 0.3-0.5, and the range of λsmall as 0.1-0.3. The results are
presented in Table III. Our method consistently achieves AUC
higher than 85%. Thus, our method is insensitive to λsmall and
λlarge.

2) Performance on Different Iterations: For our ARMS,
there is one self-training iteration in the bootstrapping and hard
anomalies mining phase, and more than one iteration in the adap-
tive self-training phase. To demonstrate the performance change
of our method in different iterations, we report AUC and the
Score Gap (Δs) on UCF-Crime in Table IV. Δs is calculated

TABLE III
ABLATION STUDY ON DIFFERENT VALUES OF ABNORMAL RATIOS λSMALL AND

λLARGE

TABLE IV
SCORE GAP (Δs) AND AUC (%) COMPARISON IN DIFFERENT SELF-TRAINING

ITERATIONS OF THE BASELINE AND OUR METHOD ON UCF-CRIME

by subtracting the average abnormal score of normal snippets
from the average abnormal score of abnormal snippets. A larger
score gap indicates that the model can better distinguish anoma-
lies from normal events [7].

Results of the baseline are also reported for reference. We can
see that our method achieves higher AUC and Δs performance
than the baseline in each training iteration. This verifies the ef-
fectiveness of our AR-MIL loss and multi-phase self-training.
Note that our method achieves a smaller Δs in iteration 1 (boot-
strapping) compared with the baseline. The reason is that by
training with a small abnormal ratio, only a small number of
high-quality anomalies can be detected, leading to a small aver-
age score of abnormal snippets. Moreover, AUC and Δs of our
method increase obviously from iteration 1 to 3 while having
a small variation in self-training from iteration 3 to 6. This is
because our method utilizes the AR-MIL loss and an increas-
ing abnormal ratio in iterations 1–3 to guide the hard anomalies
mining, which will discover more hard abnormal snippets. Iter-
ations 3–6 aim to find the optimal abnormal ratios for different
abnormal videos to achieve better performance. Here we take the
iteration with the best testing performance for baseline to report,
while the last iteration for our method because its performance
increases with more iterations and finally converges.

3) Ablation Studies of Different Designs in ARMS: We con-
duct ablation studies of different designs in our method on
UCF-Crime and ShanghaiTech, as shown in Table V. Our
multi-phase self-training method involves three training phases:
bootstrapping (BST), hard anomalies mining (HAM), and adap-
tive self-training (AS). The baseline that integrates the tradi-
tional self-training and the MS-MIL loss (top-1) achieves only
82.25% AUC on UCF-Crime and 95.61% AUC on Shang-
haiTech, which are similar to the results obtained by another
self-training method [7]. The performance of integrating tradi-
tional self-training and our AR-MIL loss is comparable to or
even better than the baseline on UCF-Crime, which is a dif-
ficult dataset and contains complex abnormal events and di-
verse backgrounds. It validates the effectiveness of our AR-MIL
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Fig. 6. Visualization cases of ground truth and anomaly score curves of different methods on UCF-Crime. The white, gray, and black triangles denote the locations
of the normal, easy abnormal, and hard abnormal frames displayed on the left, respectively. The blue curves represent the anomaly predictions of different methods.
The pink background corresponds to the ground-truth abnormal regions.

TABLE V
ABLATION STUDIES IN AUC (%) ON UCF-CRIME (UCFC) AND

SHANGHAITECH (STECH)

loss in terms of robustness to the hard anomalies in abnormal
videos, while the MS-MIL loss fails to address such hard ab-
normal events. The bootstrapping phase achieves comparable
or inferior performance on UCF-Crime and ShanghaiTech be-
cause this phase aims to initialize the training model with a small
anomaly ratio. By mining hard anomalies with a larger abnor-
mal ratio in the AR-MIL loss, the model can learn sufficient
abnormal patterns to detect anomalies, especially the hard ones.
The AUC is boosted to 84.45% and 94.29% on UCF-Crime and
ShanghaiTech, respectively. When the adaptive self-training is
directly applied after the bootstrapping, we obtain better per-
formance than the fixed abnormal ratio in the hard abnormal
mining phase on the two datasets. This is because different ab-
normal videos contain different numbers of abnormal snippets,
and our adaptive self-training phase is able to learn suitable ab-
normal ratios for different abnormal videos to help in learning
different numbers of abnormal snippets. When all three phases
are included, the AUC increases to 95.79% and 97.48% on the
two datasets, respectively.

4) Hard Abnormal Snippet Mining: To quantify the difficulty
of abnormal snippets, we divide the estimated abnormal scores
into three intervals as small S [0, 0.4], middle M (0.4, 0.8], and
large L (0.8, 1]. We focus on the abnormal scores of true abnor-
mal snippets and calculate the percentage of snippets that fall
into these three groups. A large percentage of snippets falling

Fig. 7. Ablation studies of hard anomalies mining over different self-training
iterations of the baseline and our method. The range of the abnormal score is
divided into three groups: small S [0, 0.4], middle M (0.4, 0.8], and large L (0.8,
1]. PCT represents the percentage of true abnormal snippets’ abnormal scores
that fall into S interval, M interval, and L interval.

Fig. 8. Visualizations of ground truth and pseudo labels generated by different
methods on ShanghaiTech. The red and blue diamonds denote snippets with
abnormal and normal pseudo labels, respectively. The white, gray, and black
triangles denote the locations of the normal, easy abnormal, and hard abnormal
frames displayed on the left, respectively. The pink background corresponds to
the ground-truth abnormal regions.

into S means that many hard abnormal snippets have been pre-
dicted incorrectly. We present the quantitative results of the base-
line and our method in Fig. 7. We can see that, as the number
of self-training iterations increases, the percentage in the L in-
terval of our method has an obvious increase, while the percent-
ages in the S and M intervals decrease greatly. In contrast, the
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Fig. 9. Visualization of abnormal ratios (text on the legend) used in different self-training iterations of our method on training abnormal videos.

Fig. 10. Visualization of the testing results of the baseline and ARMS on UCF-Crime. Predictions higher than 0.5 are selected as abnormal frames. Transparent
frames represent normal frames.

percentages in all three intervals of the baseline have small vari-
ations in different self-training iterations. This verifies that our
method has the ability to discover more hard abnormal snippets
in each new training iteration, thanks to our AR-MIL loss and
multi-phase self-training. Meanwhile, the better AUC and Score
Gap (Δs) performance in Table IV indicate that the normal snip-
pets can also be detected well.

In order to provide a more comprehensive comparison for de-
tecting hard anomalies, Fig. 6 visualizes the detection results of
the proposed ARMS and other state-of-the-art methods [7], [14].
As we can see, our method detects more easy and hard abnormal

frames than other two methods, especially in RoadAccidents022
where our method predicts higher scores for the hard anomalies
of the car accident than other two methods. Moreover, the vi-
sualized detection results in Figs. 1 and 10 also verify that our
method predicts more hard abnormal frames than baseline, e.g.,
the shooting frames in Shooting047, the imperceptible explosion
frames in Explosion010.

5) Pseudo Label Analysis: In order to analyze the generated
pseudo labels, we present the precision of pseudo labels (Prec.)
and testing AUC in three self-training iterations of our method
and baseline in Table VI. Results are obtained on the training
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TABLE VI
PRECISION OF PSEUDO LABELS (PREC.) AND TESTING AUC IN THREE

SELF-TRAINING ITERATIONS OF OUR METHOD (GREEN) AND BASELINE

(TRANSPARENT) ON SHANGHAITECH

TABLE VII
COMPARISON OF MODEL SIZE AND COMPUTATIONAL COMPLEXITY ON

SHANGHAITECH

set of ShanghaiTech, which provides frame-level annotations.
We also provide some examples of pseudo labels generated by
the baseline and our method in Fig. 8. We can see that higher-
quality pseudo labels improve the performance, and our method
performs better than baseline with higher-quality pseudo labels.
Moreover, the visualized cases demonstrate that both baseline
and our method can recognize easy anomalies, but our method
generates pseudo labeled data with more true normal and hard
abnormal frames than baseline. For example, in 01_0132, our
method generates a correct label for the hard abnormal frame
with a running bike present at the panel boundaries.

6) Adaptive Self-Training Analysis: We present several ex-
amples in Fig. 9 to show the predicted results and the adaptive
abnormal ratios (text on the legend) in different training phases
of our method, where the visualized videos are abnormal videos
in the UCF-Crime training set. As the adaptive self-training con-
tinues, we actually generate appropriate abnormal ratios λ for
different abnormal videos in the AR-MIL loss. In the last it-
eration of the adaptive self-training, we also achieve the best
anomaly detection performance.

7) Model Size, Speed, and Computational Complexity: We
present the comparison of model size and computational com-
plexity between our method and other methods [7], [14] on
ShanghaiTech in Table VII. The results of all methods are ob-
tained by running their official code on a single NVIDIA RTX
3090 GPU. We report the results of MIST [7] including only its
second stage, where an I3D network is fine-tuned by pseudo la-
bels. RTFM [14] and our method directly adopt I3D features as
the model input. This explains why our method and RTFM have
much lower FLOPs than MIST. Moreover, when the I3D extrac-
tion time is included in our method and RTFM, three methods
have similar speeds as 21 snippets per second. The results in
Table VII demonstrate that our model is light and efficient.

8) Visualization Results: We visualize the predictions of the
baseline and our method in Fig. 10. Our method can detect the
abnormal events exactly and predict abnormal scores of the nor-
mal frames very close to zero. In Fig. 10(a), the baseline method
predicts small abnormal scores for the abnormal frames of Road-
Accidents004, while our method detects all abnormal frames,
including hard abnormal frames of over-speed car rushing and
easy abnormal frames of two cars crashing. This is because the

Fig. 11. Failure case of our method on UCF-Crime. Predictions higher than 0.5
are selected as abnormal frames. Transparent frames represent normal frames.

Fig. 12. Receiver Operating Characteristic (ROC) curves of the baseline and
our method on the testing set of UCF-Crime.

abnormal ratio-based loss in our ARMS helps discover more
hard anomalies. Furthermore, our method can detect almost all
explosion frames in Fig. 10(c) Explosion010, while the baseline
method has an incomplete prediction.

9) Failure Analysis: We present a failure case in Fig. 11.
As we can see, there could be over-predictions at the abnor-
mal/normal boundary w.r.t. annotation. This is because our
method focuses on detecting more hard anomalies and the ab-
normal event boundary is prone to have hard anomalies. What’s
more, the boundary is ambiguous (even to humans), and pre-
cisely locating the boundary is still an unsolved problem. How-
ever, our method does not lead to increased false positives. We
draw Receiver Operating Characteristic (ROC) curves of the
baseline and our method in Fig. 12. It shows that our method
decreases FPR at all TPRs. As our AR-MIL loss looks for both
easy and hard anomalies in the whole video, more anomalies
(true positives) and thus fewer normal snippets (false positives)
will be retrieved at a given number of anomaly detections.

E. Limitation and Future Work

Although our method has the great advantage of detecting
hard anomalies, there are still some limitations in our method.
As the abnormal ratios in the first two training phases are set
manually, we still need to predefine these two values, though our
multi-phase self-training method is insensitive to λ in the first
two phases (as shown in Table III). In addition, as our method
focuses on detecting hard anomalies and the abnormal event
boundary is prone to have hard anomalies, our method could
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have over-predictions at the abnormal boundary w.r.t. annota-
tions. In our further work, we will improve our study in two
aspects. On the one hand, we will consider the intra-video and
inter-video differences to explore the intrinsic normal and ab-
normal differences to overcome the over-prediction problem. On
the other hand, we will take into account the self-paced learn-
ing paradigm to explore the knowledge of continuous epochs to
learn the abnormal ratios and the abnormal scores at the same
time.

V. CONCLUSION

This paper introduces a novel Abnormal Ratios guided Multi-
phase Self-training (ARMS) for W-VAD. It includes a new ab-
normal ratio-based MIL (AR-MIL) loss and a new multi-phase
self-training paradigm. The AR-MIL loss enforces a minimum
ratio of abnormal snippets in an abnormal video and no abnormal
snippets in a normal. It better finds hard anomalies in abnormal
videos than the prior MS-MIL loss. Three training phases (boot-
strapping, hard anomalies mining, and adaptive self-training) in
our method address pseudo labeling on easy anomalies, mining
hard anomalies and setting adaptive abnormal ratios for different
videos in a unified framework. Extensive experiments indicate
that ARMS outperforms prior state-of-the-art methods and has
a great advantage of detecting hard anomalies, which is one of
the greatest challenges in W-VAD.
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