systematic code to $q$-ary systematic code. One simply needs to change $B=\left(C^{T} I_{k}\right)$ into $B=\left(-C^{T} I_{k}\right)$ and generalize Definition 4.1 to the following Definition 4.2, and then Theorems 4.1, 4.2, and 4.3 are also hold.

Definition 4.2: If the stabilizer and normalizer matrices of $\mathcal{Q}=$ $[[n, k, d]]_{q}$ are $\mathfrak{S}=\left(I_{(n-k)} C \mid\left(I_{(n-k)} C\right) S\right)$ and

$$
N(\mathfrak{S})=\left(\begin{array}{cc}
I_{n} & S \\
0_{k \times n} & B
\end{array}\right)
$$

respectively, where $S$ is symmetric and $B=\left(-C^{T} I_{k}\right)$, then $\mathcal{Q}$ is called a systematic quantum code, and its stabilizer matrix $\mathfrak{S}$ and normalizer matrix $N(\mathfrak{S})$ are called in standard form.

Remark 4.2: In [10], Tonchev proved that the subspaces generated by matrices of the form $\left(I_{n} \mid S\right)$ are maximum totally isotropic subspaces, where $S$ is the adjacency matrix of an undirected graph. He also pointed out that the number of trace self-dual additive codes with generator matrix $\phi\left(I_{n} \mid S\right)$ is much smaller than the total number of trace self-dual additive codes. Our Theorem 4.3 shows that it suffices to study trace self-dual additive codes with generator matrix $\phi\left(I_{n} \mid S\right)$ for dealing with trace self-dual additive codes.
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# On The Classification of Binary Optimal Self-Orthogonal Codes 

Ruihu Li, Zongben Xu, and Xuejun Zhao


#### Abstract

The classification of binary $[n, k, d]$ codes with $d \geq s 2^{k-1}$ and without zero coordinates is reduced to the classification of binary $\left[\left(2^{k}-\right.\right.$ 1) $c(k, s, t)+t, k, d]$ code for $n=\left(2^{k}-1\right) s+t, s \geq 1$ and $1 \leq t \leq$ $2^{k}-2$, where $c(k, s, t) \leq \min \{s, t\}$ is a function of $k, s$, and $t$. Binary $[15 s+t, 4]$ optimal self-orthogonal codes are characterized by systems of linear equations. Based on these two results, the complete classification of $[15 s+t, 4]$ optimal self-orthogonal codes for $t \in\{1,2,6,7,8,9,13,14\}$ and $s \geq 1$ is obtained, and the generator matrices and weight polynomials of these 4-dimensional optimal self-orthogonal codes are also given.


Index Terms—Binary linear code, self-orthogonal code, optimal code.

## I. INTRODUCTION

Since the pioneer work of Pless in [6], people paid much attention on self-dual codes-a subclass of self-orthogonal codes (SO codes, for short), and a vast number of papers have been devoted to the study of self-dual codes, as shown in the excellent survey of [7] and [4] for an overview of these results and the references therein.
But, very little has previously been known about the minimum distance and number of general $[n, k]$ SO codes of rate less than $\frac{1}{2}$, except the binary $[2 k+1, k]$ SO codes for $k \leq 9$ in [6].

Recently, people begin to study general optimal $[n, k]$ SO codes of rate less than $\frac{1}{2}$ and use these optimal $[n, k]$ SO codes to study self-dual codes, see [1]. In [2] Bouykliev et al. studied the classification of optimal SO codes of length $\leq 29$ and dimension less than 7 over $F_{3}$ and $F_{4}$. In [3] Bouykliev et al. studied the classification of binary optimal SO codes of length $\leq 40$ and dimension less than 10 , and gave complete classification of three-dimensional (3-D) optimal SO codes. However, their classification are based on two algorithms and no unified proofs for dimension greater than 4 , and most of the generator matrices of their optimal SO codes of length $\geq 25$ and dimension greater than 6 are not given.
In this correspondence, we discuss the classification of $k$-dimensional binary optimal SO codes. This correspondence is arranged as follows. First, we give some notations and make some preparation in this section. In Section II, we give the proof of our main result. In Section III, we give the relations of binary SO codes and some systems of linear equations, and explain how to determine the $[15 s+t, 4]$ optimal SO codes. In Section IV, we give the classification of $[15 s+t, 4]$ optimal SO codes for $t \in\{1,2,6,7,8,9,13,14\}$ and $s \geq 1$.

[^0]Let $F_{2}^{n}$ be the $n$-dimensional row vector space over the binary field $F_{2}$. A binary linear $[n, k]$ code $\mathcal{C}$ is a $k$-dimensional subspace of $F_{2}^{n}$. The weight $w(x)$ of $x \in \mathcal{C}$ is the number of its nonzero coordinates. A code $\mathcal{C}$ is called even if the weights of $x \in \mathcal{C}$ are even and odd otherwise. Two binary codes $\mathcal{C}$ and $\mathcal{C}^{\prime}$ are equivalent if one can be obtained from the other by permuting the coordinates. If two matrices $G_{1}$ and $G_{2}$ generate equivalent codes, we denote them as $G_{1} \cong G_{2}$.

The dual code $\mathcal{C}^{\perp}$ of $\mathcal{C}$ is defined as $\mathcal{C}^{\perp}=\left\{x \in F_{2}^{n} \mid x \cdot y=x y^{T}=\right.$ Ofor all $\mathbf{y} \in \mathcal{C}\}$. A code $\mathcal{C}$ is self-orthogonal if $\mathcal{C} \subseteq \mathcal{C}^{\perp}$, and self-dual if $\mathcal{C}=\mathcal{C}^{\perp}$. All SO codes are even, but an even code is not always self-orthogonal.

Definition 1.1: An $[n, k]$ SO code $\mathcal{C}$ is called optimal if it has the highest weight among all $[n, k]$ SO codes.

Let $N(n, k)$ be the number of nonequivalent optimal $[n, k]$ SO codes, and $N_{0}(n, k)$ and $N_{1}(n, k)$ be the number of nonequivalent optimal $[n, k]$ SO codes with zero coordinates and without zero coordinates, respectively. Then $N(n, k)=N_{0}(n, k)+N_{1}(n, k)$. If the minimum distance of an optimal $[n, k]$ SO code equal the minimum distance of an optimal $[n-1, k]$ SO code, then $N_{0}(n, k)$ $=N(n-1, k)$, otherwise $N_{0}(n, k)=0$. Thus, in the following we usually focus on optimal SO codes without zero coordinates.

We use $G_{k}$ to denote the generator matrix of $\left[2^{k}-1, k\right]$ simplex code, and $\mathbf{1}_{\mathbf{n}}=(1,1, \cdots, 1)_{1 \times n}$ and $\mathbf{0}_{\mathbf{n}}=(0,0, \ldots, 0)_{1 \times n}$ to denote the all-ones vector and the zero vector of length $n$, respectively. And use $i G=(G, G, \cdots, G)$ to denote the juxtaposition of $i$ copies of $G$ for given matrix $G$.
Our main result of this correspondence is as follows.
Theorem 1.1: Suppose $k \geq 3, s \geq 1,1 \leq t \leq 2^{k}-2$ and $n=\left(2^{k}-1\right) s+t$. Then, every $[n, k, d]$ binary code $\mathcal{C}$ with $d \geq s 2^{k-1}$ and without zero coordinates is equivalent to a code with generator matrix $G=\left((s-c(k, s, t)) G_{k} H\right)$, where $c(k, s, t) \leq \min \{s, t\}$ is a function of $k, s$ and $t$, and $H$ has $\left(2^{k}-1\right) c(k, s, t)+t$ columns.

According to Theorem 1.1, the classification of $[n, k]$ optimal SO codes can be reduced to the classification of $\left[\left(2^{k}-1\right) c(k, s, t)+t, k\right]$ optimal SO codes.

## II. Proof of Theorem 1.1

In order to prove Theorem 1.1, we need some preparation.
Let $\alpha_{i}$ be the $k$-dimensional binary column vector representation of $i$ for $0 \leq i \leq 2^{k}-1$, i.e., $\alpha_{0}=(0,0, \ldots, 0)^{T}=0_{\mathbf{k}}^{\mathrm{T}}$, $\alpha_{1}=(0,0, \ldots, 1)^{T}, \cdots, \alpha_{2^{k}-1}=(1,1, \ldots, 1)^{T}$. Then $G_{k}=$ $\left(\alpha_{1}, \ldots, \alpha_{2^{k}-1}\right)$ is a generator matrix of $\left[2^{k}-1, k\right]$ simplex code. Using the columns of $G_{k}$, we construct a $\left(2^{k}-1\right) \times\left(2^{k}-1\right)$ matrix $D_{k}$, where $D_{k}=\left(\frac{1}{2}\left(1-(-1)^{\alpha_{i} \cdot \alpha_{j}}\right)\right)_{1 \leq i, j \leq 2^{k}-1}$.

Let $1 \leq i, j, m \leq 2^{k}-1$. For each $\alpha_{i}$, there are $2^{k-1}-1 \alpha_{m}$ 's such that $\alpha_{i} \cdot \alpha_{m}=0$ and $2^{k-1} \alpha_{m}$ 's such that $\alpha_{i} \cdot \alpha_{m}=1$, and if $\alpha_{i} \neq \alpha_{j}$, there are $2^{k-2}-1 \alpha_{m}$ 's such that $\alpha_{i} \cdot \alpha_{m}=\alpha_{j} \cdot \alpha_{m}=0$. Thus each row of $D_{k}$ has weight $2^{k-1}$, and the distance of any two different rows of $D_{k}$ is $2^{k-1}$. Hence, the rows of $D_{k}$ are just the nonzero vectors of the $\left[2^{k}-1, k\right]$ simplex code generated by $G_{k}$.

Suppose $G$ is a generator matrix of an $[n, k]$ code $\mathcal{C}$. If the columns of $G$ have $l_{i}$ copies of $\alpha_{i}$ for $0 \leq i \leq 2^{k}-1$, we denote $G$ as $G=\left(l_{0} \alpha_{0}, l_{1} \alpha_{1}, \ldots, l_{2^{k}-1} \alpha_{2^{k}-1}\right)$ for short, and call $L_{G c}=\left(l_{0}, l_{1}, \ldots, l_{2^{k-1}}\right)$ the complete define vector of $G$ and $L_{G}=\left(l_{1}, l_{2}, \ldots, l_{2^{k-1}}\right)$ the define vector of $G$. If the code generated by $G$ without zero coordinates, then $L_{G c}=L_{G}$. Let $Y^{T}=D_{k} L_{G}^{T}$, where $Y=\left(y_{1}, y_{2}, \ldots, y_{2^{k}-1}\right)$. Then the nonzero weights of $\mathcal{C}$ are $y_{1}, y_{2}, \ldots, y_{2^{k}-1}$.

Lemma 2.1: If $k \geq 3$, then $D_{k}$ is invertible over the rational field $\mathbb{Q}$, and $\left.D_{k}^{-1}=-\frac{1}{2^{k-1}}\left((-1)^{\alpha_{i} \cdot \alpha_{j}}\right)\right)_{1 \leq i, j \leq 2^{k}-1}$. And each row (or column) of $2^{k-1} D_{k}^{-1}$ has $2^{k-1} 1$ 's and $\left(2^{k}=1-1\right)-1$ 's.

Proof: Let $\left.E_{k}=-\frac{1}{2^{k-1}}\left((-1)^{\alpha_{i} \cdot \alpha_{j}}\right)\right)_{1 \leq i, j \leq 2^{k-1}}, a_{i}$ be the $i$ th row of $D_{k}$ and $b_{m}$ be the $m$ th column of $E_{k}$. From the above discussion, it is easy to check that

$$
\begin{aligned}
a_{i} b_{m} & =-\frac{1}{2^{k}} \sum_{j}\left[1-(-1)^{\alpha_{i} \cdot \alpha_{j}}\right](-1)^{\alpha_{j} \cdot \alpha_{m}} \\
& \left.=-\frac{1}{2^{k}}\left[\sum_{j}(-1)^{\alpha_{j} \cdot \alpha_{m}}-\sum_{j}(-1)^{\alpha_{j} \cdot\left(\alpha_{i}+\alpha_{m}\right.}\right)\right] \\
& =-\frac{1}{2^{k}}\left[-1-\left(-1+2^{k} \delta_{i, m}\right)\right] \\
& =\delta_{i, m}
\end{aligned}
$$

Hence, the Lemma holds.
Proof of Theorem 1.1: Let $G=\left(l_{1} \alpha_{1}, \cdots, l_{2^{k-1}} \alpha_{2^{k}-1}\right)$ be a generator matrix of $\mathcal{C}$. The nonzero weights $y_{1}, y_{2}, \ldots, y_{2^{k}-1}$ of $\mathcal{C}$ are given by

$$
\left(\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{2^{k}-1}
\end{array}\right)=D_{k}\left(\begin{array}{c}
l_{1} \\
l_{2} \\
\vdots \\
l_{2^{k}-1}
\end{array}\right)
$$

Let $z_{i}=y_{i}-s 2^{k-1}$. Then

$$
\begin{aligned}
\left(\begin{array}{c}
z_{1} \\
z_{2} \\
\vdots \\
z_{2 k-1}
\end{array}\right) & =D_{k}\left(\begin{array}{c}
l_{1} \\
l_{2} \\
\vdots \\
l_{2 k-1}
\end{array}\right)-D_{k}\left(\begin{array}{c}
s \\
s \\
\vdots \\
s
\end{array}\right) \\
& =D_{k}\left(\begin{array}{c}
l_{1}-s \\
l_{2}-s \\
\vdots \\
l_{2^{k}-1}-s
\end{array}\right)
\end{aligned}
$$

i.e.

$$
\left(\begin{array}{c}
l_{1}-s \\
l_{2}-s \\
\vdots \\
l_{2^{k}-1}-s
\end{array}\right)=D_{k}^{-1}\left(\begin{array}{c}
z_{1} \\
z_{2} \\
\vdots \\
z_{2^{k}-1}
\end{array}\right)
$$

Since $z_{i} \geq 0$, we have

$$
\begin{aligned}
& l_{i}-s \geq-\frac{1}{2^{k-1}}\left(z_{1}+z_{2}+\ldots+z_{2^{k}-1}\right) \\
& =-\frac{1}{2^{k-1}}\left[\left(y_{1}+y_{2}+\ldots+y_{2^{k}-1}\right)-s 2^{k-1}\left(2^{k}-1\right)\right] \\
& =-\frac{1}{2^{k-1}}\left[2^{k-1}\left(\left(2^{k}-1\right) s+t\right)-s 2^{k-1}\left(2^{k}-1\right)\right] \\
& =-t
\end{aligned}
$$

Let $c(k, s, t)=-\min \left\{l_{i}-s \mid 1 \leq i \leq 2^{k}-1\right\}$. Then $c(k, s, t) \leq$ $\min \{s, t\}$, and the conclusion follows.

Using Theorem 1.1, one can deduce the following corollary.
Corollary 2.2: If $k \geq 3$, every $\left[\left(2^{k}-1\right) s, k, s 2^{k-1}\right]$ code is equivalent to the SO code with generator matrix $s G_{k}$.

## III. Binary Self-Orthogonal Codes and Systems of Linear EQUATIONS

We will use systems of liner equations to characterize SO codes of given minimum distance, and explain how to determine the generator
matrices of all $[n, 4]$ optimal SO codes, where $n=15 s+t, s \geq 1$ and $1 \leq t \leq 14$. And, we will give a method of determining $c(4, s, t)$ at the end of this section.

Let $\mathcal{C}=[n, k+1,2 m]$ be a SO code. From the definition of equivalence of binary codes, we can assume that $\mathcal{C}$ has generator matrix $G$, where

$$
G=\left(\begin{array}{cc}
\mathbf{1}_{\mathbf{2 m}} & \mathbf{0}_{\mathbf{n}-\mathbf{2 m}} \\
X & Y
\end{array}\right) .
$$

Lemma 3.1: Let $\mathcal{C}=[n, k+1,2 m]$ be a SO code with generator matrix $G$ as above, and let the codes generated by $\left(\begin{array}{ll}X & Y\end{array}\right), X$ and $Y$ be $\mathcal{C}_{0}, \mathcal{C}_{1}$ and $\mathcal{C}_{2}$, respectively. Then $\mathcal{C}_{0}$ is an $[n, k]$ SO code, $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are even codes. And the following holds.

1) If $(u \mid v) \in \mathcal{C}_{0}$ with $u \in \mathcal{C}_{1}$ and $v \in \mathcal{C}_{2}$, then $w(u) \leq w(v)$.
2) $d\left(\mathcal{C}_{1}\right) \leq d\left(\mathcal{C}_{2}\right)$ and $d\left(\mathcal{C}_{2}\right) \geq 2\left\lceil\frac{m}{2}\right\rceil$.
3) $\mathcal{C}_{2}$ is an $[n-2 m, k]$ code.

Proof: Since $\mathcal{C}$ is self-orthogonal, it is obviously that $\mathcal{C}_{0}$ is an [ $n, k]$ SO code, $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are even codes.

1) Let $(u \mid v) \in \mathcal{C}_{0}$ with $u \in \mathcal{C}_{1}$ and $v \in \mathcal{C}_{2}$, and $w(u)=2 a$ and $w(v)=2 b$. Then $w\left(u+\mathbf{1}_{\mathbf{2 m}} \mid v\right)=2 m-2 a+2 b \geq d(\mathcal{C})=$ $2 m$, thus $w(u) \leq w(v)$.
2) If $v_{1} \in \mathcal{C}_{2}$ with $w\left(v_{1}\right)=d\left(\mathcal{C}_{2}\right)$, then there is a $u_{1} \in \mathcal{C}_{1}$ such that $\left(u_{1} \mid v_{1}\right) \in \mathcal{C}_{0}$, and $d\left(\mathcal{C}_{1}\right) \leq w\left(u_{1}\right) \leq w\left(v_{1}\right)=d\left(\mathcal{C}_{2}\right)$. Since $2 d\left(\mathcal{C}_{1}\right) \geq w\left(u_{1}\right)+w\left(v_{1}\right) \geq d(\mathcal{C})$ and $d\left(\mathcal{C}_{2}\right)$ is even, thus we have $d\left(\mathcal{C}_{2}\right) \geq 2\left\lceil\frac{m}{2}\right\rceil$.

It is obviously that 3 ) also holds from the discussion of 1 ) and 2 ).
Using Lemma 3.1 and the Griesmer bound, one can deduce the following corollary easily.

Corollary 3.2: There are no $[15 s+5,4,8 s+2]$ and $[15 s+12,4,8 s+6]$ SO codes.

Now, we focus our discussion on $[n, 4]$ optimal SO codes without zero coordinates, where $n=15 s+t$ and $s, t \geq 1$, and let $\mathcal{C}=$ [ $n, 4,2 m$ ] be such a code.
Let $G$ be a generator matrix of $\mathcal{C}$, where $G, X, Y$ as in Lemma 3.1. And, let $X=\left(l_{0} \alpha_{0}, l_{1} \alpha_{1}, \ldots, l_{7} \alpha_{7}\right)$ and $Y=$ $\left(r_{1} \alpha_{1}, r_{2} \alpha_{2}, \ldots, r_{7} \alpha_{7}\right)$. Then, $L_{0}=\left(l_{0}, l_{1}, \cdots, l_{7}\right)$ is the complete define vectors of $X, L=\left(l_{1}, l_{2}, \cdots, l_{7}\right)$ and $R=\left(r_{1}, r_{2}, \cdots, r_{7}\right)$ are the define vectors of $X$ and $Y$, respectively. Since $G$ can be completed determined by $\left(L_{0}, R\right)$, we call $\left(L_{0}, R\right)$ the define vectors of $G$. Let $W_{X}^{T}=D_{3} L^{T}$ and $W_{Y}^{T}=D_{3} R^{T}$, where $W_{X}=\left(x_{1}, x_{2}, \ldots, x_{7}\right)$ and $W_{Y}=\left(y_{1}, y_{2}, \ldots, y_{7}\right)$. Then, we change the problem of determine $G$ into that of determine $X$ and $Y$ (or $\left(L_{0}, R\right)$ ).

Since $G L(3,2)$ acts double transitively on $\left\{\alpha_{1}, \cdots, \alpha_{7}\right\}$, so, in the following, we can assume $r_{1} \geq r_{2} \geq r_{i}, i=3,4, \cdots, 7$, and $r_{4} \geq r_{j}$, $j=5,6,7$ as in [3].

Since $y_{1}+y_{2}+\cdots+y_{7}=4(n-2 m)$, we have the following system of linear equations:

$$
\left\{\begin{array}{l}
R^{T}=D_{3}^{-1} W_{Y}^{T}  \tag{1}\\
y_{i} \equiv 0(\bmod 2), i=1,2, \cdots, 7 \\
2\left\lceil\frac{m}{2}\right\rceil \leq y_{i} \leq n-2 m \\
y_{1}+y_{2}+\cdots+y_{7}=4(n-2 m) \\
r_{1} \geq r_{2} \geq r_{i}, i=3,4, \cdots, 7 \\
r_{4} \geq r_{j}, j=5,6,7
\end{array}\right.
$$

For each given $W_{Y}=\left(y_{1}, y_{2}, \cdots, y_{7}\right)$ satisfying $y_{1}+y_{2}+\cdots+y_{7}=$ $4(n-d(\mathcal{C})), y_{i} \equiv 0(\bmod 2)$ and $y_{i} \geq d\left(\mathcal{C}_{2}\right)$ for $1 \leq i \leq 7$, such $Y$ exists if and only if (1) has nonnegative integer solutions. Thus, one can easily determine all the possible $Y$ (or $R$ ) by the nonnegative integer solutions of (1).

Once $R$ (or $Y$ ) satisfying (1) is given, from [3] and Lemma 3.1, we know that $r_{i}+l_{i} \equiv r_{j}+l_{j}(\bmod 2)$, and $x_{i} \leq y_{i}$ for $1 \leq i \leq 7$. Thus, $W_{X}$ and $L_{0}$ can be determined by the following system of linear equations (2):

$$
\left\{\begin{array}{l}
L^{T}=D^{-1} W_{X}^{T}  \tag{2}\\
x_{i} \equiv 0(\bmod 2) \\
x_{i}+y_{i} \geq 2 m, 1 \leq i \leq 7 \\
y_{i}-x_{i} \geq 0,1 \leq i \leq 7 \\
r_{i}+l_{i} \equiv r_{j}+l_{j}(\bmod 2), 1 \leq i, j \leq 7 \\
l_{0}=2 m-\left(l_{1}+\cdots+l_{7}\right)
\end{array}\right.
$$

Then, $X$ exists if and only if (2) has nonnegative integer solutions. Thus, one can easily determine all the possible $X$ by the nonnegative integer solutions of (2), and determine all the possible generator matrix $G$ of $[n, 4,2 m]$ optimal SO codes at last.

For given $s \geq 1$ and $1 \leq t \leq 14$. Denote the set of all the generator matrix $G$ (determined above) of [15s $+t, 4]$ optimal SO codes as $\mathcal{G}[15 s+t, 4]$, and let $\mathcal{D}[15 s+t, 4]=\left\{\left(L_{0}, R\right) \mid\left(L_{0}, R\right)\right.$ is the define vectors of $G, G \in \mathcal{G}[15 s+t, 4]\}$. Then $c(4, s, t)=$ $-\min _{0 \leq i \leq 7,1 \leq j \leq 7}\left\{l_{i}-s, r_{j}-s \mid\left(L_{0}, R\right) \in \mathcal{D}[15 s+t, 4]\right\}$.

## IV. Classification of Four-Dimensional (4-D) Optimal SO Codes

In this section, we will study the classification of optimal $[n, 4]$ SO codes for $n=15 s+t, s \geq 1$ and $t \in\{1,2,6,7,8,9,13,14\}$. According to Corollary 2.2 and 3.2, and the relations among $N(n, k)$, $N_{0}(n, k), N_{1}(n, k)$ and $N(n-1, k)$, we only need to give $N_{1}(n, 4)$.

To save space, we only explain our classification process for $[15 s+$ $1,4]$ OSO codes, other case can be deduced similarly. And, we use OSO codes to represent optimal SO codes without zero coordinates in this section.

Case 1: $n=15 s+1, s \geq 1$.
A $[15 s+1,4]$ OSO code has minimum distance $8 s$. Using MATLAB [8] program, one can easily check that there are seven solutions satisfying (1) and (2), thus $\mathcal{D}[15 s+1,4]$ has seven elements, denoted as $\left(L_{0 i}, R_{i}\right)=\left(\boldsymbol{s} \mathbf{1}_{8}, \boldsymbol{s} \mathbf{1}_{\boldsymbol{7}}\right)+\left(L_{0 i}^{\prime}, R_{i}^{\prime}\right)$, $1 \leq i \leq 7$, where $L_{01}^{\prime}=(-1,1,1,-1,1,-1,-1,1)=-L_{02}^{\prime}$, $L_{03}^{\prime}=\mathbf{0}_{8}, L_{04}^{\prime}=(1,-1,-1,1,0,0,0,0)=-L_{05}^{\prime}, L_{06}^{\prime}=$ $-L_{07}^{\prime}=(0,0,0,0,1,-1,-1,1), R_{i}^{\prime}=(1,1,-1,1,-1,-1,1)$ for $1 \leq i \leq 3$, and $R_{i}^{\prime}=(1,1,-1,0,0,0,0)$ for $4 \leq i \leq 7$. Thus $c(4, s, 1)=1$. Accordingly, the generator matrices $G_{n(i)}, 1 \leq i \leq 7$, of these 7 OSO codes are determined.

Let the define vectors of $H_{16, j}$ be $\left(L_{0, j}, R\right)$ and $G_{n, j}=((s-$ 1) $\left.G_{4} H_{16, j}\right), j=1,2$, where $L_{0,1}=(0,2,2,0,2,0,0,2), L_{0,2}=$ $(1,1, \ldots, 1), R=(2,2,0,2,0,0,2)$. It is easy to check that $G_{n(i)} \cong$ $G_{n, 1}$ for $1 \leq i \leq 2$, and $G_{n(i)} \cong G_{n, 2}$ for $3 \leq i \leq 7$. Thus, we have the following theorem.

Theorem 4.1: If $n=15 s+1, s \geq 1$, then $N_{1}(n, k)=2$. The two nonequivalent $\left[n, 4,8 s\right.$ ] OSO codes have generate matrices $G_{n, 1}$ and $G_{n, 2}$, their weight polynomials are $1+14 y^{8 s}+y^{8 s+8}$ and $1+13 y^{8 s}+$ $2 y^{8 s+4}$, respectively.

Case 2: $n=15 s+2, s \geq 1$.
Let the define vectors of $H_{17, i}$ be $\left(L_{0, i}, R_{1}\right)$ and $H_{32, i}=((s-$ 1) $G_{4} H_{17, i}$ ) for $i=1,2$, where $L_{0,1}$ and $L_{0,2}$ as in Case 1, and $R_{1}=(3,1, \ldots, 1)$.

Let the define vectors of $H_{32, j}$ be $\left(L_{0, j}, R_{j}\right)$ for $3 \leq j \leq 9$, where $L_{0,3}=(2,2, \ldots, 2)=L_{0,7}, L_{0,4}=(0,3,3,2,3,2,2,1)$, $L_{0,5}=(0,4,3,1,3,1,2,2), L_{0,6}=(0,3,3,2,3,2,3), L_{0,8}=$ $(3,1,1,3,1,3,3,1), \quad L_{0,9}=(0,4,4,0,4,0,0,4), \quad R_{3}=$
$(4,4,0,2,2,2,2), R_{4}=(3,3,2,3,2,2,1), R_{5}=(4,3,1,3,1,2,2)$, $R_{6}=(3,3,2,3,2,3), R_{7}=(4,4,0,4,0,0,4)=R_{8}=R_{9}$.
If $s \geq 2$, let $G_{n, l}=\left((s-2) G_{4} H_{32, l}\right)$ for $1 \leq l \leq 9$.
Theorem 4.2: Let $n=15 s+2, s \geq 1$.

1) If $s=1$, then $N_{1}(17,4)=2$. The two $[17,4,8]$ OSO codes have generate matrices $H_{17,1}$ and $H_{17,2}$, and have weight polynomials $1+11 y^{8}+4 y^{12}$ and $1+7 y^{8}+8 y^{10}$, respectively.
2) If $s \geq 2$, then $N_{1}(n, 4)=9$. The nine nonequivalent [ $n, 4,8 s$ ] OSO have generate matrices $G_{n, i}, 1 \leq i \leq 9$, their weight polynomials are $1+11 y^{8 s}+4 y^{8 s+4}, 1+7 y^{8 s}+8 y^{8 s+2}, 1+11 y^{8 s}+$ $4 y^{8 s+4}, 1+11 y^{8 s}+4 y^{8 s+4}, 1+12 y^{8 s}+2 y^{8 s+4}+y^{8 s+12}$, $1+12 y^{8 s}+2 y^{8 s+4}+y^{8 s+12}, 1+13 y^{8 s}+2 y^{8 s+8}, 1+13 y^{8 s}+$ $y^{8 s+4}+y^{8 s+12}, 1+14 y^{8 s}+y^{8 s+16}$, respectively.

Case 3: $n=15 s+6, s \geq 1$.
Let the define vectors of $H_{21}$ be $\left(L_{0, a}, R_{a}\right)$ and $H_{36,1}=\left(G_{4} H_{21}\right)$, where $L_{0, a}=(1,2,2,1,2,1,1,0), R_{a}=(2,2,1,2,1,1,2)$. Let the define vectors of $H_{36,2}$ be ( $L_{0, b}, R_{b}$ ), where $L_{0, b}=$ $(3,2,2,3,2,3,3,0), R_{b}=(3,3,2,3,2,2,3)$. For $s \geq 2$, let $G_{n, i}=\left((s-2) G_{4} H_{36, i}\right), 1 \leq i \leq 2$.

Theorem 4.3: Let $n=15 s+6, s \geq 1$.

1) If $s=1$, then $N_{1}(n, 4)=1$. The $[21,4,10]$ OSO code has generate matrix $H_{21}$ and weight polynomial $1+8 y^{10}+6 y^{12}+y^{16}$.
2) If $s \geq 2$, then $N_{1}(n, 4)=2$. The two nonequivalent $[n, 4,8 s+$ 2] OSO codes have generate matrices $G_{n, 1}$ and $G_{n, 2}$, and their weight polynomials are $1+8 y^{8 s+2}+6 y^{8 s+4}+y^{8 s+8}$ and $1+$ $7 y^{8 s+2}+7 y^{8 s+4}+y^{8 s+6}$, respectively.

Case 4: $n=15 s+7, s \geq 1$.
Let the define vectors of $H_{22, i}$ be $\left(L_{01, i}, R_{i}\right)$ and $H_{37, i}=$ $\left(G_{4} H_{22, i}\right), 1 \leq i \leq 6$, where $L_{01,1}=(1,2,2,1,2,1,1,0)$, $L_{01,2}=(0,3,3,0,3,0,0,1), L_{01,3}=(1,2,2,1,1,0,0,3)$, $L_{01,4}=(2,1,1,2,2,1,1,0), L_{01,5}=(2,0,2,2,2,2,0,0), L_{01,6}=$ $(1,2,1,2,1,2,1,0), R_{1}=(3,3,0,3,0,0,3)=R_{2}, R_{3}=$ $(3,3,0,2,1,1,2)=R_{4}, R_{5}=(2,2,2,2,2,2,0), R_{6}=$ (3, 2, 1, 2, 1, 2, 1).
Let the define vectors of $H_{37, j}$ be $\left(L_{02, j}, R_{j}\right)$ for $7 \leq j \leq 8$, where $L_{02,7}=(3,2,2,3,2,3,3,0), L_{02,8}=(2,3,3,2,2,3,3,0)$, $R_{7}=(4,4,1,4,1,1,4), R_{8}=(4,4,1,3,2,2,3)$.

Let the define vectors of $H_{52, l}$ be ( $L_{03, l}, R_{l}$ ) for $9 \leq l \leq 12$, where $L_{03,9}=(5,2,2,5,2,5,5,0), L_{03,10}=(4,3,3,4,2,5,5,0)$, $L_{03,11}=(3,4,3,4,3,4,5,0), L_{03,12}=(2,4,4,4,4,4,4,0)$, $R_{9}=(5,5,2,5,2,2,5), R_{10}=(5,5,2,4,3,3,4), R_{11}=$ $(5,4,3,4,3,4,3), R_{12}=(4,4,4,4,4,4,2)$.

Let $H_{52, m}=\left(G_{4} \mid H_{37, m}\right)$ for $1 \leq m \leq 8$, and $G_{n, p}=((s-$ 3) $\left.G_{4} \mid H_{52, p}\right)$ for $s \geq 3$ and $1 \leq p \leq 12$.

Theorem 4.4: Let $n=15 s+7, s \geq 1$.

1) If $s=1$, then $N_{1}(22,4)=6$. The six nonequivalent $[22,4,10]$ OSO codes have generate matrix $H_{22, i}, 1 \leq i \leq 6$, and their weight polynomials $W_{22, i}$ are $1+7 y^{10}+6 y^{12}+y^{16}+y^{18}$, $1+7 y^{10}+7 y^{12}+y^{22}, 1+6 y^{10}+7 y^{12}+y^{14}+y^{18}, 1+$ $6 y^{10}+6 y^{12}+2 y^{14}+y^{16}, 1+6 y^{10}+6 y^{12}+2 y^{14}+y^{20}$, $1+5 y^{10}+7 y^{12}+3 y^{14}$, respectively.
2) If $s=2$, then $N_{1}(37,4)=8$. The eight nonequivalent $[37,4,18]$ OSO codes have generate matrices $H_{37, j}, 1 \leq j \leq 8$, their weight polynomials $W_{37, j}$ are $W_{37, i}=1+y^{8}\left(W_{22, i}-1\right)$ for $1 \leq i \leq 6$, and $W_{37,7}=1+7 y^{18}+6 y^{20}+y^{22}+y^{28}, W_{37,8}=1+7 y^{18}+$ $5 y^{20}+y^{22}+2 y^{24}$, respectively.
3) If $s \geq 3$, then $N_{1}(n, 4)=12$. The twelve nonequivalent $[n, 4,8 s+2]$ OSO codes have generate matrices $G_{n, l}, 1 \leq l \leq 12$, their weight polynomials $W_{n, l}$ are
$W_{n, j}=1+y^{8(s-2)}\left(W_{37, j}-1\right)$ for $1 \leq j \leq 8$, and $1+8 y^{8 s+2}+$ $6 y^{8 s+4}+y^{8 s+16}, 1+8 y^{8 s+2}+5 y^{8 s+4}+y^{8 s+8}+y^{8 s+12}$, $1+8 y^{8 s+2}+4 y^{8 s+4}+3 y^{8 s+8}, 1+8 y^{8 s+2}+4 y^{8 s+4}+3 y^{8 s+8}$, respectively.

Case 5: $n=15 s+8, s \geq 1$.
Theorem 4.5: If $n=15 s+8, s \geq 1$, then $N(n, 4)=N_{1}(n, k)=1$. The only $[n, 4,8 s+4]$ OSO code is the juxtaposition of $s$-copies of simplex codes and the $[8,4,4]$ self-dual code, and has weight polynomial $1+14 y^{8 s+4}+y^{8 s+8}$.

Case 6: $n=15 s+9, s \geq 1$.
Let the define vectors of $H_{24, i}$ be ( $L_{0 i, c}, R_{i, c}$ ) and $G_{n, i}=$ $\left(G_{4} H_{24, i}\right), 1 \leq i \leq 4$, where $L_{01, c}=(3,0,0,3,0,3,3,0)$, $L_{02, c}=(2,1,1,2,1,2,2,1), L_{03, c}=(2,1,1,2,2,1,1,2), L_{04, c}=$ $(0,3,3,0,3,0,0,3), R_{1, c}=R_{2, c}=R_{4, c}=(3,3,0,3,0,0,3)$, $R_{3, c}=(3,3,2,1,1,2)$.

Theorem 4.6: If $n=15 s+9$ and $s \geq 1$, then $N_{1}(n, 4)=4$. The four nonequivalent $[n, 4,8 s+4]$ OSO codes have generator matrices $G_{n, i}, 1 \leq i \leq 4$, and their weight polynomials are $1+14 y^{8 s+4}+$ $y^{8 s+16}, 1+13 y^{8 s+4}+y^{8 s+8}+y^{8 s+12}, 1+12 y^{8 s+4}+3 y^{8 s+8}$, and $1+12 y^{8 s+4}+3 y^{8 s+8}$, respectively.

Case 7: $n=15 s+13, s \geq 1$.
Let the define vectors of $H_{28}$ be $\left(L_{0, d}, R_{d}\right)$ and $G_{n}=\left((s-1) G_{4} \mid\right.$ $\left.H_{28}\right)$ for $s \geq 1$, where $L_{0, d}=(0,2, \ldots, 2), R_{d}=(2, \ldots, 2)$.

Theorem 4.7: If $n=15 s+13, s \geq 1$, then $N_{1}(n, k)=1$. The only $[n, 4,8 s+6]$ SO code has generator matrix $G_{n}$, and has weight polynomial $1+8 y^{8 s+6}+7 y^{8 s+8}$.

Case 8: $n=15 s+14, s \geq 1$.
Let the define vectors of $H_{29, i}$ be ( $L_{01, e}, R_{i, e}$ ) and $H_{44, i}=$ $\left(G_{4} H_{29, i}\right)$ for $1 \leq i \leq 3$, where $L_{01, e}=(3,1,1,3,1,3,1,1)$, $L_{02, e}=(2,2,2,2,3,1,1,1), L_{03, e}=(0,2,2, \ldots, 2), R_{1, e}=$ $R_{3, e}=(3,3,1,3,1,1,3), R_{2, e}=(3,3,1,2,2,2,2)$.

Let the define vectors of $H_{44, l}$ be ( $L_{0 l, e}, R_{l, e}$ ) for $4 \leq l \leq 5$, where $L_{04, e}=(0,4,4,2,4,2,2,4)=\left(0, R_{4, e}\right), L_{05, e}=$ $(0,4,4,2,3,3,3,3)=\left(0, R_{5, e}\right)$. Let $G_{n, m}=\left((s-2) G_{4} H_{44, m}\right)$ for $s \geq 2$ and $1 \leq m \leq 5$.

Theorem 4.8: Let $n=15 s+14, s \geq 1$ as follows.

1) If $s=1$, then $N_{1}(n, 4)=3$, the three nonequivalent $[29,4,14]$ OSO codes have generate matrix $H_{29,1}, H_{29,2}$ and $H_{29,3}$, and their weight polynomials are $1+7 y^{14}+7 y^{16}+y^{22}, 1+6 y^{14}+$ $7 y^{16}+2 y^{18}, 1+7 y^{14}+6 y^{16}+y^{18}+y^{20}$, respectively.
2) If $s \geq 2$, then $N_{1}(n, 4)=5$. The five nonequivalent $[n, 4,8 s+6]$ OSO codes have generator matrices $G_{n, i}, 1 \leq i \leq 5$, and their weight polynomials are $1+7 y^{8 s+6}+7 y^{8 s+8}+y^{8 s+14}, 1+$ $6 y^{8 s+6}+7 y^{8 s+8}+2 y^{8 s+10}, 1+7 y^{8 s+6}+6 y^{8 s+8}+y^{8 s+10}+$ $y^{8 s+12}, 1+8 y^{8 s+6}+6 y^{8 s+8}+y^{8 s+16}, 1+8 y^{8 s+6}+5 y^{8 s+8}+$ $2 y^{8 s+12}$, respectively.

## V. Conclusion

We have given the complete classification of [15s $+t, 4]$ optimal SO codes for $s \geq 1$ and $t \in\{1,2,6,7,8,9,13,14\}$. Our classification results of optimal $[n, 4]$ SO codes for $n \leq 40$ in Section IV are concordant with the results of [3]. For $t \in\{3,4,5,10,11,12\}$ and $s \geq 1$, the classification of [15s $+t, 4]$ optimal SO codes can also be given as in Section IV, but a little complex and lengthy, we will discuss in another paper. The method we used in Section III can be generalized to $[n, k]$ optimal SO codes for $k \geq 4$.
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#### Abstract

This paper introduces a new rate-2, full-diversity space-time code for four transmit antennas and one receive antenna. The $4 \times 4$ codeword matrix consists of four $2 \times 2$ Alamouti blocks with entries from $Q(i, \sqrt{5})$, and these blocks can be viewed as quaternions which in turn represent rotations in $R^{3}$. The Alamouti blocks that appear in a codeword are drawn from the icosian ring consisting of all linear combinations of $\mathbf{1 2 0}$ basic rotations corresponding to symmetries of the icosahedron. This algebraic structure is different from the Golden code, but the complex entries are taken from a common underlying field. The minimum determinant is bounded below by a constant that is independent of the signal constellation, and the new code admits a simple decoding scheme that makes use of a geometric correspondence between the icosian ring and the $E_{8}$ lattice.


Index Terms-Space-time codes, icosian ring, Gosset lattice $E_{8}$, reduced complexity decoding algorithms.

## I. INTRODUCTION

Space-time codes improve the reliability of communication systems over fading channels by correlating signals across different transmit antennas. Tarokh et al. [1] developed the following two design criteria for the high SNR regime.

- Rank Criterion: Maximize the minimum rank $r$ of the difference $X_{i}-X_{j}$ over all distinct pairs of space-time codewords $X_{i}, X_{j}$; the space-time code achieves a diversity gain of $r$.

[^1]- Determinant Criterion: For a given diversity $r$, maximize the minimum product $\delta$ of the nonzero singular values of the difference $X_{i}-X_{j}$ over all distinct pairs of space-time codewords $X_{i}, X_{j}$; the product $\delta$ determines the coding gain of the spacetime code.
The construction of space-time block codes that achieve particular rate-diversity tradeoffs is an area of intense research activity (see [2]-[9]), and many authors have used algebraic techniques to guarantee full diversity (see the monograph by Viterbo and Oggier [10] connecting algebraic number theory to code design for Rayleigh-fading channels). We will follow this approach to get full diversity, and in addition, we will use the algebraic techniques to introduce a geometric structure that simplifies decoding.

Conway and Sloane [12] connected the geometry of finite-dimensional lattices with signal constellation design for the additive white Gaussian noise channel. The lattice/coset framework provides solutions to the problem of addressing the signal constellation at the encoder and the problem of decoding the received vector to the closest lattice point at the decoder. We are able to simplify decoding of the new space-time block code by associating constituent Alamouti blocks with vectors in the Gosset lattice $E_{8}$ and then applying the $E_{8}$ decoding algorithms developed by Conway and Sloane.

The new code is described by a $4 \times 4$ matrix for four transmit antennas and one receive antenna for the implementation of its low-complexity decoding algorithm. It contains four $2 \times 2$ Alamouti blocks, each of which is the quaternionic form of an icosian. The algebraic structure of the code is similar to the Golden code [2] of Belfiore et al. in that algebraic conjugation interchanging $\sqrt{5}$ and $-\sqrt{5}$ appears as the isomorphism of the Galois extension $Q(i, \sqrt{5}) / Q(i)$ used in the construction of the Golden code. The codeword matrix takes the form

$$
X=\left[\begin{array}{cc}
A & B \\
\bar{B} \cdot K & \bar{A}
\end{array}\right]
$$

where information symbols $A$ and $B$ are icosians in Alamouti blocks and $\bar{A}, \bar{B}$ are the algebraic conjugates of $A, B$. Moreover, a "magic $K^{\prime}$ " which is also an Alamouti block of an icosian will be chosen to guarantee full diversity. A similar approach to increasing diversity by rotation is given by Jafarkhani for his quasi-orthogonal code design [5].

The correspondence is organized as follows. Section II introduces the icosian ring and derives some important properties. Section III gives the construction of the new $4 \times 4$ Space-Time Block Code (STBC) based on the icosian ring and establishes full diversity. Section IV develops a coherent decoding scheme with reduced complexity, using the correspondence of the icosian ring with the $E_{8}$ lattice. Simulation results are presented in Section V and conclusions are given in Section VI.

## II. The Icosian Ring and the Lattice $E_{8}$

We assume a basic familiarity with quaternion algebra, including the classical two-to-one correspondence between unit quaternions and rotations in $\mathrm{SO}_{3}$, and we refer readers interested in more details to Conway and Sloane [12, pp. 52-55].

Definition 1: The double cover $2 I$ of the icosahedral group is a multiplicative group of order 120 consisting of the quaternions

$$
( \pm 1,0,0,0)^{E}, \frac{1}{2}( \pm 1, \pm 1, \pm 1, \pm 1)^{E}, \frac{1}{2}(0, \pm 1, \pm \sigma, \pm \tau)^{E}
$$

where $(\alpha, \beta, \gamma, \delta)$ means $\alpha+\beta i+\gamma j+\delta k, \sigma=\frac{1-\sqrt{5}}{2}, \tau=\frac{1+\sqrt{5}}{2}$, and the superscript $E$ means that all even permutations of the coordinates are permitted.
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