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ABSTRACT
This paper proposes a novel visual saliency model based on the
CovSal algorithm of the region covariance matrices and histogram
contrast (HC) method. First, we give a new CovSal algorithm of
the local saliency contrast by improving the center-surrounder
segmentation method. Second, we add the HC algorithm of the
global saliency contrast, and then we sparsify the global saliency
map using the low-rank matrix. Finally, we integrate the local and
global saliency maps through combining both the CovSal and HC
contrast. Present paper proposes a new visual saliency model that
combines the local and global saliency contrast algorithms,
simultaneously retaining their advantages and eliminating their
drawbacks. For example, the proposed model reduces the
influence of background and texture details. The experimental
results show that the performance of the visual saliency model
proposed in this paper has been improved compared to the CovSal
algorithm presented by Erdem and Erdem.

CCS Concepts
• Information systems➝Information retrieval➝Query
representation➝Document topic models➝Retrieval models
and ranking.
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1. INTRODUCTION
The human visual system (HVS) plays a crucial role in terms of
humans’ visual perception, understanding, and exploration of
external environments. The HVS receives massive amounts of
visual information every moment, but even in the face of complex
natural scenes, the HVS can also quickly search for areas of

interest. This ability is called visual attention. With the continuous
development of related fields such as neurobiology, cognitive
psychology, and computer science in recent years, the visual
attention mechanism, which usually aims to process complex
visual data by simulating the human visual perception mechanism
through mathematical models, has gradually become a research
hot topic. The saliency model of the visual attention mechanism
not only can filter out unimportant interference information in the
natural scene but also can select the most salient object in the
scene and consequently guide the movement of human eyeballs.

The research shows that the human visual attention mechanisms
can be divided into two types: (1) fast unconscious data-driven
bottom-up mechanism and (2) conscious task-driven top-down
mechanism. These two types of mechanisms exist in the process
of human visual attention simultaneously. Among them, the
bottom-up saliency model is mainly used to predict foreground
(human eye fixation) that focus on the saliency models of the
local or/and global contrast [1]. The former bottom-up model is
mainly used to define saliency through center-surrounded
segmentation contrast. This method takes less consideration of the
global impact and can only obtain some highly salient regions, so
it is not ideal for processing complex background images.
However, it can be improved through the multiscale analysis
method. The top-down model takes into account the overall image
relationship, and the significance of each part is defined by their
difference from the entire image. Thus, it creates a highlight of the
complete area, but the introduced image features are relatively
few. In order to solve the aforementioned problems, this paper
proposes a model that combines local contrast and global contrast
for a visual saliency model. Harel et al. (2006) proposed a graph
theory based visual saliency (GBVS) model [2]. Bruce (2007)
proposed a saliency model (AIM model) based on information
maximization theory [3]. After that, Zhang et al. (2008) proposed
a Bayesian detective framework of the saliency model based on
the natural statistics [4]. Hou and Zhang (2007) proposed a
frequency-domain spectral residual (SR) algorithm [5]. Cheng
(2015) proposed a saliency model based on histogram contrast
(HC) that generated each pixel’s saliency degree according to the
contrast in the color histogram; they also added the spatial
structure characteristics of an image based on the HC algorithm
and proposed an region contrast (RC) algorithm based on block
contrast [6].

The main contents of this paper are as follows: Section 2
describes relevant research and its results. Section 3 presents the
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algorithm for a novel visual saliency model. Section 4 presents
experimental results and their analysis. Section 5 gives the
conclusion and suggestions for further research.

2. RELATED VISUAL SALIENCY MODEL
2.1 Visual Saliency Model Based on the
Difference of Center-Surrounded Statistics
The saliency model based on the difference between the center-
surrounded statistics mainly uses the region covariance matrix to
integrate the features nonlinearly [7]. Firstly, the method divides
an image into non-overlapping image blocks with equal size on
every scale and extracts the feature images. The region covariance
of any an image block and the mean value of the feature image
can quickly be calculated by using the integral image. Secondly,
for one image block, we can calculate the differences between it
and its surrounding image blocks with the same size. Note that the
difference is proportional to the geodesic distance between the
region covariances of the image blocks, whereas it is inversely
proportional to the position distance between the image blocks.
Finally, the visual saliency model further projects the region
covariance matrix into the Euclidean space through the Cholesky
factorization and assembles them with the mean value as feature
vectors. Note that, when measuring the differences mentioned
previously, the Euclidean distance between the feature vectors can
be utilized to replace the geodesic distance between region
covariance. Consequently, a first-order statistic is introduced into
the visual saliency model. The saliency of the central image block
is defined as the mean value of the difference between it and its
closest m image blocks, where m is a parameter that needs to be
set manually. Because the visual saliency model achieves
multiscale saliency detection, the scale transformation can be
implemented by changing the size of the image block matrix and
the final saliency map is obtained through the multiplication and
re-smoothing of the saliency maps in each scale.

2.2 Visual Saliency Model Based on HC
Algorithm
In recent years, the HC algorithm based visual saliency model has
been one of the most typical research results that is a bottom-up
model based on global contrast analysis, which contrasts an image
block with all the other image blocks in the entire image to
achieve the calculation of the visual saliency. The visual saliency
model can strip a large number of targets out of their surroundings,
exhibit excellent performance compared to the visual saliency
model of a local contrast, and produce higher saliency values near
the edges. In the visual saliency model based on HC algorithm,
the saliency value of each pixel is defined as the color difference
of all the other pixels compared with this one, as follows [6]：
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where ci denotes a color value in a pixel position, n denotes the
number of different colors, fj stands for a frequency produced
color value ci in an image, and D(ci,cj) represents the Euclidean
distance between two kinds of color values.

2.3 Performance Evaluation Method of Visual
Saliency Model
In order to make an accurate assessment to the performance of the
visual salience model in term of predicting the performance of

human eye fixation, this paper uses a bottom-up model to create
evaluation indicators, which are described as follows.

AUC is the area under receiver operating characteristics curve [8],
NSS is normalized scanpath saliency metric, Similarity is the
similarity score proposed by Judd and colleagues [9], and EMD is
the earth mover’s distance. The bigger the former three indicators
(AUC, NSS, and Similarity) are, the better the model performance
is, whereas EMD is the dissimilarity score between two-
probability distributions, and the smaller EMD is, the better the
model performance is.

3. PROPOSED VISUAL SALIENCY
MODEL
3.1 Title Region Covariance Matric-CovSal
algorithm
Region covariance matrices (RCMs) of the feature points in a
visual image were first proposed as a compact region descriptor
by Tuzel et al. [10]. Since then, it has effectively been utilized in
high-level of computer vision applications for solving various
problems such as texture recognition, object detection, object
tracking, and so on. The region R in a RCMs model can be
represented as the covariance matrix CR of the feature points F:
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where {Fi}, i = 1,...,n denotes the d-dimensional feature points in
the region R, and  is the mean value of these points. Note that L,
a, and b denote color space; I denotes the pixels in an image; and
x and y denote image coordinates. Here we have a total of seven
parameters. The covariance matrix is a symmetric matrix with its
diagonal elements representing the feature variances and its
nondiagonal elements representing the correlations of the feature
points. In [10], the researchers also proposed a fast algorithm for
computing covariance matrices of rectangular regions by using the
first- and the second-order integral image representations with
O(d2) computational complexity [11]. Here, the covariance matrix
is a symmetric semi-positive definite matrix that can be defined as
a strictly symmetric positive definite matrix by adding a small
value to its diagonal. Note that covariance matrices lie on
Riemannian manifold space but not on Euclidean space. The
distance between two covariances C1 and C2 can be expressed as
the geodesic distance between two points in the Riemannian
manifold space [12], as follows:
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where { i(C1,C2)} i = 1,2,...,d are the generalized eigenvalues of
C1 and C2, and calculated as follows:
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where xi is the generalized eigenvector of C1 and C2, respectively.
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The region covariance is an effective regional descriptor that can
naturally fuse the features to not need to use the normalized
feature or weight parameters, suppress noises and make it easy to
calculate by subtracting the mean value μ, and possess partially
rotation invariant properties as the statistical value of feature in
the region. Otherwise, the dimensionality of their region
covariance matrix for any size areas is the same; hence, we can
compare the features in different areas directly. Therefore, we can
take advantage of the region covariance as the saliency feature of
the local contrast in difference between center-surrounded
statistics for the bottom-up models.

3.2 Low Rank Matrix and Sparse
Representation
Research on visual characteristics and sparse representation of
images was first proposed by Olshausen and Field [13], whose
work revealed that visual reception possesses multiresolution
characteristics, directional selectivity, band-pass characteristics,
and anisotropic properties because an image can be described as a
matrix such that a sparse matrix can enable it to represent an
image well using fewer data. The robust principal component
analysis (RPCA) [14] is the sparse representation method; it can
enable that matrix X is decomposed as both the low-rank matrix A
and the sparse matrix E in a constraint condition, as follows:
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Where


 denotes the nuclear norm of a matrix, ǁ·ǁ₁ denotes the

norm of ℓ1 space, and λ (λ ≥ 0) is a balance coefficient. Here, Eq.
(4) is a convex relaxation problem of rank function, matrix E
contains the full saliency region, and matrix A contains the non-
saliency region. Generally, the balance coefficient can described
as follows:
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where m and n stand for the number of pixels in an image for
horizontal and vertical directions.
When people observe a natural scene, they do not need to capture
the full information of the scene image. Rather, just some salient
areas are called to attention by human eyes. Therefore, the
saliency region can be expressed by a sparse matrix, and the
redundant information can be eliminated as noise in the visual
image. From the cognitive sciences we know that a visual image
can divide into two parts, the sparse part and the redundant part,
as follows:
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In Eq. (5), Info(Redundancy) characterizes the highly related part
in the visual information processing that represents the nonsalient
regions such as background and texture detail of an image.
Info(Saliency) characterizes the uncorrelated part that attracts the
most interest of people; it represents the salient region of a visual
image. Therefore, in this paper we can decompose the parts of
backgound and salient regions of a visual image into the low-rank
matrix and the sparse matrix. Moreover, the convex relaxation
problem is solved for Eq. (4) by using the inexact augmented
Lagrangian multiplier (IALM), and the augmented Lagrangian
function is constructed as follows:
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where the IALM updates A, E, and  iteratively to minimize
L(A,E,,μ), and ǁ·ǁF denotes the Frobenius norm.

3.3 Visual Saliency Model Based on the Local
Contrast
Generally, the initial saliency maps consist of the local and global
contrast saliency maps using the bottom-up model. In the local
contrast algorithm, we mainly aim at improving the difference
between the center-surrounded statistics. Among them, the local
contrast saliency map is obtained by dividing the original image
into non-overlapping small blocks with the same size on the five
scales, and then computing the image saliency successively by
calculating the difference between the center-surrounded statistics.
The feature vector of each small block is composed of color,
direction, and position, in which each block’s covariance is
composed of a 7  7 matrix and their mean value consists of a
7  1 vector. Here, the test images of 512  512 pixels are
adopted from the MIT 300 image database
(http://saliency.mit.edu/results_mit300.html). The size of small
blocks at the five scales are K = {8, 16, 32, 64, 128}, respectively.

This paper improved the segmentation method in Erdem and
Erdem [7] and applied simultaneously the two center-surrounded
segmentation methods for creating the local contrast saliency map.
The first segmentation, the method using the CovSal algorithm [7],
is to divide the central block into the “center,” and the “surround,”
composed of the surrounding (2 × m + 1)2 − 1 (m = 2 in Fig. 1)
squares with the same size, as shown in Fig. 1.

(a) (b)
Fig. 1: The segmentation method adopted by the CovSal

algorithm: (a) the original image; and (b) the segmentation
method

The saliency of each block is defined as the smallest value
of S(Ri) obtained from the surrounding (2 × m + 1)2 − 1 square
images, and S(Ri) can be expressed as follows:
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The three components Ri, Rj, and d(‧) denote the central block, the
surrounded block, and the distance between them, respectively.
The distance d(‧) can be calculated by

where Ci and Cj represent, respectively, the covariance matrices of
region Ri and Rj, covdist(Ci,Cj) represents the geodesic distance
between two points in Riemann space, and xi and xj stand for the
image coordinates of region Ri and Rj, respectively. Thus, the

)8(
1

),(covdist
),(

ji

ji
ji xx

CC
RRd




182



covariance distance is weighted by the opposite spatial distance
while determining the region features, thereby one can reduce the
influence of neighboring regions in terms of visually similarity.

A second segmentation method in the local contrast [15], as
shown in Fig. 2, is based on an assumption accepted widely,
namely that if an image block is salient in all the scales then it can
be regarded as saliency area. The saliency of each bolck is defined
as the smallest value of S(Ri) obtained from all the surrounding
square images, and the calculation of S(Ri) is expressed in Eq. (9):

)9(),(Dist),(covdist)( jijii MMCCRS 

where Dist(Mi,Mj) denotes the Euclidean distance between mean
values, and Mi and Mj denote the mean values of features
corresponding to both the central block and surrounding blocks,
respectively.

In this paper, we combine the preceding two kinds of
segmentation method for local contrast and simultaneously
consider that if the human’s observation is on image center, then a
saliency region is generally concentrated in the center area of the
image. Therefore, it can’t be expanded to the surrounded blocks of
the margins, so we set its saliency as zero to be the smallest value.
In this paper, we presented a new saliency map using two
different segmentation methods at each scale that the maps are
normalized and weighted according to 0.5 × S1 + 0.55 × S2, and
the final local contrast saliency map is obtained by integrating the
five initial saliency maps at different scales to be the same size,
then smoothing them, and finally achieving the map-chain
multiplication, as given by Eq. (10):

where G  (k) denotes a Gaussian filter that plays a role of
smoothing and blurring images, and Sci represents a maximum
value of normalized saliency map in different scales. The
Gaussian standard deviation  here is 0.02  W, where W is the
width of an image. MS refers to the initial local contrast saliency
map at each scale. The local contrast saliency map obtained by
our approach possesses the best performance compared with the
CovSal algorithm, as shown in Fig. 3.

Fig.2: Segmentation method proposed in [15]

(a) (b) (c)
Fig.3: Comparison of the saliency maps between CovSal and
proposed algorithm: (a) original image; (b) CovSal algorithm;

(c) local contrast saliency map proposed in this paper

3.4 Visual Saliency Model Based on Global
Contrast
Firstly, for the visual saliency model based on the global contrast,
this paper presented a new HC algorithm with the low-rank matrix.
It uses the low-rank matrix decomposition to sparsify the saliency
maps in the HC algorithm. Because the local contrast algorithm
divides an image into small blocks that results in many
disadvantages, such as the saliency map being based on the local
contrast, the algorithm can’t ensure the integrality of the saliency
map, so we hope to use a global contrast saliency map to improve
this drawback, for example using the RGB color space. From Fig.
4 we can see that the local contrast saliency maps do not provide a
highly salient representation for the large salient regions with
identical colors or texture details, for instance the body parts of
the dog, whereas the HC algorithm can effectively handle that.
However, the HC algorithm has retained completely the texture
details of the original image, but these texture details do not
contribute to the final saliency map. Therefore, we adopted low-
rank matrix decomposition to remove the background or texture
details, treating it as noise as much as possible. The effect of the
algorithm proposed in this paper is shown in Fig. 4.

(a) (b) (c)
Fig. 4; Comparison of saliency maps of different algorithms:
(a) original image; (b) saliency map proposed local algorithm;

(c) saliency map of HC algorithm
Secondly, this paper uses the IALM to obtain an initial saliency
map based on global color contrast of the HC algorithm, and then
performs the low-rank decomposition of the saliency map. The
resulting sparse matrix is normalized such that it is eventually
easy to fuse the saliency map obtained from the local contrast.
From Fig. 5 we can see that the global contrast saliency map Fig.
5(d) based on our algorithm is excellent compared with Fig. 5(b),
which adopted the normal HC algorithm. It not only effectively
restrained the background and texture details of the saliency map
but also the salient parts are fully preserved.
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(a) (b) (c) (d)
Fig.5: Saliency map based on HC and low-rank matrix

decomposition: (a) original image; (b) initial saliency map
obtained by HC algorithm; (c) low-rank part of initial saliency
map after low-rank decomposition; (d) sparse part of initial

saliency map after low-rank decomposition
Finally, the present paper fused both the local and global contrast
saliency maps through a weighted method in the ratio of 5:2 and
created a final saliency map, as shown in Fig. 6. It can be seen
from the effect of the saliency map that the visual saliency model
proposed in this paper better implemented a saliency
representation for the overall or large saliency region.

(a) (b)
Fig. 6 Saliency map of the proposed algorithm after

integration: (a)original image; (b) visual saliency map after
integration

3.5 Proposed Algorithm for the Visual
Saliency Model
The overall algorithm flowchart of this paper is shown in Fig. 7.

Fig. 7: The overall flow chart of the algorithm in this paper

4. Experimental Results and Analysis
The experimental test set used in this paper is the MIT 300
launched by the MIT Vision Group, which consists of 39 subjects’
eye tracking datasets for 300 different natural images and is an
authoritative test set for visual saliency models. The objective
comparison method for the algorithm performance uses NSS,
AUC, EMD, and Similarity score.

The performance of the visual saliency model is tested by the MIT
Saliency Benchmark Team [16-18], as shown in Table 1.
Experimental results show that the hybrid CovSal and HC
algorithm with low-rank matrix decomposition in the visual
saliency model proposed in this paper is superior to the CovSal
algorithm proposed by Erdem and Erdem [7], as follows:

1）This paper improved the CovSal algorithm. Compared to the
CovSal algorithm, the following changes were observed: AUC

decrease 0.006, NSS decrease 0.01, Similarity increase 0.003, and
EMD increase 0.049;

2） This paper proposed the hybrid CovSal and HC algorithm
with low-rank decomposition. Compared to the CovSal algorithm,
the following changes were observed: AUC is increased by 0.002,
NSS is increased by 0.01, EMD is decreased by 0.292, and
Similarity is increased by 0.005.

Table 1. Objective comparison of saliency model performance

AUC NSS EMD Similarity

Itti et al. (1998) 0.750 0.97 4.560 0.405

Harel et al. (2007) 0.801 1.24 3.574 0.472

Torralba et al. (2006) 0.684 0.69 4.715 0.343

Hou & Zhang(2007) 0.682 1.01 5.368 0.319

Zhang et al.(2008) 0.672 0.68 5.088 0.340

Bruce & Tsotsos
(2009) 0.751 0.79 4.236 0.390

Goferman et al.
(2010) 0.742 0.95 4.900 0.390

Judd et al. (2009) 0.810 1.18 4.450 0.420

RC algorithm(2014) 0.790 1.18 3.480 0.408

CNN-VLM
algorithm (2015) 0.790 1.18 4.550 0.430

Original Covsal
(2013) 0.806 1.22 3.390 0.470

Improved CovSal
algoritm 0.800 1.21 3.341 0.473

Our proposed hybrid
Covsal/HC algorithm

with low Rank
0.806 1.191 3.625 0.475

5. CONCLUSIONS
This paper combines the CovSal local saliency algorithm and the
HC global saliency algorithm to extract their respective
advantages and eliminate their drawbacks; therefore, the
performance of the bottom-up visual saliency model is improved.
A new center-surrounded segmentation approach is presented in
the local contrast visual saliency model, and a low-rank matrix
sparse representation method is added to the global contrast visual
saliency model. The experimental results show that the visual
saliency model proposed in this paper exhibits some improvement
over other representative saliency models. For future research, the
method of weighted integration of local and global saliency maps
can further be improved, for example by adding an adaptive
integration method to the weighting. The traditional visual feature
representation algorithm has reached a bottleneck period, and
deep learning and deep convolutional neural networks are
required to further improve the performance of the saliency model.
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