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\section*{ABSTRACT}
Image fusion is an important task in both image processing and computer vision research that use multisensor processing and multiscale analysis. This paper proposed a novel image fusion algorithm using a nonsubsampled contourlet transform (NSCT) and a pulse-coupled neural network (PCNN) with digital filtering. First, we decomposed two original images into a low-frequency and a series of high-frequency subband coefficients based on the NSCT and repeated that step for the next low-frequency subband. Second, each low-frequency subband coefficient in different levels in the frequency domain for both images was duplicated, and then these low-frequency subband coefficients of different levels from two different images were processed through a Laplacian filter and an average filter. The Laplacian filter can improve the performance of both edge and texture representation; the average filter can implement image smoothing for creating a superior reconstruction of an image via the low-frequency subband coefficients of the frequency domain in image processing. Moreover, the coupling coefficients from different images were fused by using the PCNN. Finally, reconstructed a fused image based on low- and high-frequency subband coefficients in different scales and directions using the inverse NSCT. Experimental results show that the proposed algorithm is superior to state-of-the-art conventional image fusion algorithms.

\section{1. Introduction}
For many kinds of images, such as visible images, multifocus images, multisensor images, synthetic aperture radar (SAR) images and infrared images, image fusion processing can make their respective advantages mutually complementary. Therefore, the image fusion algorithm is an important part of both image processing and computer vision research (Zheng et al. 2007, Yang and Li 2010, Wang et al. 2013a). In recent years, several new image fusion algorithms have been reported and widely applied in image processing, computer vision, pattern recognition and so on (Qu et al. 2008, Li and Yang 2010, Jang et al. 2012).
For an image fusion algorithm, it is crucial to select important pixels in the spatial domain from each image via corresponding subband coefficients of the frequency domain (Chan et al. 2013, Stokman and Gevers 2007). However, because an original image of nature contains much important and complex information in the spatial domain, detecting and fusing those pixels for various images is difficult. We know that the contourlet transform is a new two-dimensional extension of the wavelet transform that uses multi-scale and directional filter banks (Núñez et al. 1999, Petrovic and Xydeas 2004, Yang et al. 2010). A contourlet transform decomposes the original image into some coefficients in low- and high-frequency subbands in every level of the image. This scheme then provides sparsity to the solutions of multiscale decompositions (Yang et al. 2008). Therefore, each sparse coefficient with broad energy can easily be processed because it contains only the important information. For a developed algorithm, a nonsubsampled contourlet transform (NSCT) has been proposed by Da Cunha et al. (2006). The NSCT has a more thorough shift-invariant property than the contourlet transform, which leads to better frequency selectivity, directivity and regularity (Zhou et al. 2005, Xie et al. 2010, Wang et al. 2013b). In the field of artificial neural networks, a pulse-coupled neural network (PCNN) has been proposed by Eckhorn et al. (1990). The method was developed based on experimental observations of synchronous pulse bursts in a cat visual cortex (Johnson and Padgett 1999). Therefore, a PCNN can be characterised by the global coupling and pulse synchronisation of neurons and has excellent performance in image edge-detection applications (Wang et al. 2010, 2016). Although image fusion research has been carried out for 30 years, research results based on a hybrid NSCT and PCNN algorithm are very few and insufficient. However, recently several image fusion algorithms based on NSCT and PCNN have been developed, for example, a spatial frequency-motivated PCNN in an NSCT domain (Qu et al. 2008), a stationary wavelet-based NSCT–PCNN (Yang et al. 2009), an NSCT–PCNN for visible and infrared images (Ge and Li 2010) and a simplified PCNN in an NSCT domain (Fu et al. 2012). Those image fusion methods have resulted in improved fusion performance for various image applications.

In this paper, we first use an NSCT for implementing multiscale and multidirectional decomposition, and a PCNN to achieve image fusion. Furthermore, we propose a novel image fusion approach based on the hybrid NSCT–PCNN with digital filtering that uses two different filters: a Laplacian filter and an average filter. Because coefficient fusion was implemented before image fusion using the PCNN, we further found that the quality of a fusion image is improved by using a PCNN with digital filtering in an NSCT domain, resulting in a better image fusion performance than that with other hybrid NSCT and PCNN algorithms.

This paper is organised as follows: In Section 2, we describe an image fusion algorithm using a hybrid NSCT and PCNN method. In Section 3, we propose a new image fusion algorithm using a hybrid NSCT and a PCNN with digital filtering. In Section 4, we show the experimental results and compare them with those of the state of the art methods using the hybrid NSCT and PCNN. Finally, in Section 5, we discuss the conclusions.

2. Image fusion algorithm using the hybrid NSCT and PCNN

An image fusion algorithm using the hybrid NSCT and PCNN has three main steps of multiresolution analysis. In the first step, two original images are decomposed into some
frequency subband coefficients of different directions in every scale by using an NSCT. In the second step, every pair of coefficients generated by the different original images is compared and fused by a PCNN. Finally, the fused coefficients are reconstructed into one new image by an inverse NSCT.

In the NSCT (Zhou et al. 2005, Zhang and Guo 2009), up-sampling and down-sampling do not exist, so a PCNN can easily be used to fuse the coefficients mentioned above. In addition, the NSCT uses two different filter banks: a pyramid filter bank to implement a multiscale decomposition and a directional filter bank to implement directional decomposition, as shown in Figure 1 (Da Cunha et al. 2006). For the multiscale decomposition, an image is decomposed into low- and high-frequency subband coefficients, and those operations are repeated at different scales. Then, the coefficients are decomposed into a low-frequency component and some directional components in the high-frequency banks in different scales. Image processing accuracy can accordingly be improved by decomposing an image into large frequency levels and direction numbers, although the computational cost becomes greater. Generally, for image multiscale decomposition, in the different scales where an image can be decomposed into different numbers of directions subband, an image can be decomposed at each scale into any arbitrary power-of-twos number of directions subbands.

A PCNN was proposed by Thomas Lindblad for the application of that mechanism in 1998 (Lindblad and Kinser 2005). It is known that this method can be applied to image understanding and can also be applied to image fusion (Johnson and Padgett 1999, Wang et al. 2010). The neurons in a PCNN have a high response to image edges, so it can be effectively adapted to edge detection, feature extraction, image retrieval and so on. Image edges are important for image processing and computer vision because they contain

Figure 1. An NSCT for image decomposition.
important information and most of the energy of the image. Also, there are already very sparse subband coefficients of different scales after an NSCT operation, so when a PCNN is used in image processing, corresponding to a sparse coefficient, one pixel datum in an image can match up with one neuron. In addition, all the coefficients in the NSCT domain are done sparsely, so the use of the actual neuron number is significantly reduced. Generally, a PCNN has two main components; a feeding part and a linking part (Figure 2).

The feeding part is described by

\[ F_{ij}^{\ell,k}(n) = S_{ij}^{\ell,k}, \]  

where \( F \) is an output of the feeding part and \( S \) is an external stimulus.

The linking part is expressed by the following equation:

\[ L_{ij}^{\ell,k}(n) = e^{-\alpha_L}L_{ij}^{\ell,k}(n-1) + V_L \sum_{pq} W_{ij,pq} Y_{ij,pq}(n-1), \]  

where \( L \) is an output of the linking part, \( V \) is a normalisation coefficient and \( W \) is the weights of connections with other neurons.

An internal state is calculated by outputs of the feeding and linking parts, as shown in

\[ U_{ij}^{\ell,k}(n) = F_{ij}^{\ell,k}(n) \times \left[ 1 + \beta L_{ij}^{\ell,k}(n) \right], \]  

where \( U \) represents an internal state. The output of the neuron is calculated depending on the comparison between the internal state and a threshold, and the threshold is expressed as

![Figure 2. Block diagram of a single neuron of the PCNN.](image)
\[ \theta_{ij}^{\ell,k}(n) = e^{-\alpha \theta_{ij}^{\ell,k}(n-1)} + V_{ij} Y_{ij}(n-1), \]  

(4)

where \( \theta \) is a threshold of the PCNN and where a step function is defined as an activation function. Here, the output of the neuron is indicated by

\[ Y_{ij}(n) = \begin{cases} 1, & U_{ij}^{\ell,k}(n) > \theta_{ij}^{\ell,k}(n) \\ 0, & \text{otherwise} \end{cases}. \]  

(5)

Hence, we investigated the parameters and performance of the PCNN model (Figure 2) and finally chose those parameters by using a heuristic method whose performance of the PCNN model was excellent.

In the simulation, we input the decomposition coefficients of two images to the PCNN, whereas in an image fusion application, each neuron receives and processes only 1 pixel with the corresponding coefficient in the frequency domain. Therefore, the number of neurons depends on the image size and the sparse coefficients. The PCNN iteratively processes and fuses two types of coefficients in the frequency domain as the same number for various images. After that, the two images processed by the PCNN are analysed and fused by

\[ I_{ij}^{\ell,k} = \begin{cases} A_{ij}^{\ell,k}, & Y_{ij}^{A} > Y_{ij}^{B} \\ B_{ij}^{\ell,k}, & \text{otherwise} \end{cases}. \]  

(6)

where \( I \) is a fused coefficient, \( A \) is the coefficients of the image \( A \) and \( B \) is the coefficients of the image \( B \).

### 3. Proposed image fusion algorithm

In this paper, we propose a novel low-frequency coefficients processing approach in the first two levels for image fusion. Usually, the high-frequency region in the spatial domain for an image possesses the edge and texture information, which makes the grey value greater than the low-frequency region of some flat areas in an image. We found that most of the energy of a natural image is concentrated in the high-frequency region in the spatial domain, and these coefficients possess some greater grey values in the spatial domain, where they belong to the low-frequency region in the frequency domain. Therefore, we derived a novel idea that the quality of an image in the spatial domain might be improved by adjusting the low-frequency subband coefficients of the image in the frequency domain. The process flowchart of the proposed image fusion algorithm is shown in Figure 3.

In the proposed algorithm, two original images were decomposed into a low-frequency and several high-frequency subband coefficients in the different scales by using the NSCT. Among them, five levels of image decomposition were obtained by using a pyramidal filter, and we implemented every level number of directional subbands to be the second-power numbers of the levels passing through the directional filter banks in the NSCT. In addition, one low-frequency subband can be obtained, and 62 high-frequency subband can be obtained in whole levels. The proposed algorithm adopted mainly a digital filtering technique to process the subband coefficients in the frequency domain. Among them, the subband coefficients of the first two lower levels from NSCT...
decomposition were duplicated and then processed by using a Laplacian filter and an average filter, respectively, and the corresponding subband coefficients were generated. Moreover, we could implement the coefficients fusion of an image using the PCNN after normalising the two kinds of coefficients from the Laplacian and average filters. Finally, a fusion processing of different images was passed through Equation (6).

The Laplacian filter is an edge-detection operator; however, we found that it can also enable some low-frequency regions to become high-frequency regions in the spatial domain for an image by adjusting some low-frequency coefficients in the frequency domain, thus enhancing the edge effects and the edge information of an image. Therefore, some greater coefficients are preserved when most of the smaller coefficients in the frequency domain are cleared by using a threshold of the NSCT. In summary, the Laplacian filter can enhance borders and edges for difference contrasts, and the average filter can smooth the local information of an image. Moreover, to eliminate effects of different transformations, the low-frequency coefficients will be normalised after Laplacian and average filtering.

On the contrary, all coefficients of different bands in five levels are thereby generated for reconstructing the original image using an inverse NSCT. In addition, the matrix of the Laplacian filter is described by the following equation:

$$\text{Laplacian filter} = \begin{bmatrix} -1 & -1 & -1 \\ -1 & 9 & -1 \\ -1 & -1 & -1 \end{bmatrix}.$$  

(7)

On the other hand, here the average filter is expressed by the following equation:

$$\text{Average filter} = \begin{bmatrix} 0.11 & 0.11 & 0.11 \\ 0.11 & 0.12 & 0.11 \\ 0.11 & 0.11 & 0.11 \end{bmatrix}.$$  

(8)
Therefore, the two types of coefficients from the two different filters above are fused by using the PCNN image fusion algorithm. Based on PCNN iterative processing, we can here obtain the neuron output value by using pixel values of both the fused coefficients, which are generated from the two different filters above. Another image was processed using the same algorithm procedure. Finally, we can fuse both coefficients from two images and the high-frequency subband coefficients coming from the NSCT decomposition by using Equation (6). In addition, we can reconstruct the fused image using all the low- and high-frequency coefficients in the different levels of direction subbands by an inverse NSCT. Here, we found that the quality of a fused image was improved by filtering the low-frequency coefficients in the NSCT domain, because the Laplacian filter and the average filter increased the intensity of the image in the high-frequency region of spatial domain, and these coefficients were effectively preserved when all smaller coefficients in the frequency domain were removed using an NSCT threshold.

4. Performance evaluations

In this section, we compare the image fusion performance of a state-of-art conventional algorithm with that of the proposed algorithm. The state-of-art conventional algorithm was the NSCT–PCNN-based image fusion algorithm. Our algorithm decomposed the image into the coefficients of the low- and high-frequency subbands in various levels by using the NSCT, which can generate sparse coefficients at various-direction subbands in each level for an image, and then chose each pixel with the corresponding coefficients based on the response of the PCNN. In the experiments, we prepared three kinds of original images: multifocus images, multisensor images and SAR images, as shown in Figure 4 (including a1 and a2, b1 and b2, c1 and c2, d1 and d2, e1 and e2, and f1 and f2). For an evaluation of the image fusion performance, we used mutual information (MI), information entropy (EN) and standard deviation (STD). MI means the amount of information from both images. EN denotes the amount of information in the fused image. STD describes the edge performance in the fused image.

The experimental parameters of the PCNN were adopted as $q \times p = 3 \times 3$, $\alpha_L = 1.0$, $\alpha_\theta = 0.2$, $\beta = 3$, $V_L = 1.0$ and $V_\theta = 20$, and the linking weight $W$ for a single neuron is expressed as

$$ W = \begin{bmatrix} 0.707 & 1 & 0.707 \\ 1 & 0 & 1 \\ 0.707 & 1 & 0.707 \end{bmatrix}. $$

The number of maximum iterations was 200. The experimental results of the visual comparison are shown in Figures 5 and 6, and the experimental analysis of objective comparisons is listed in Table 1.

Figure 5 shows an image fusion performance comparison between the NSCT–PCNN-based algorithm and our proposed algorithms, which included two pairs of multifocus images, a1 and a2, and b1 and b2; two pairs of multisensor images, c1 and c2, and d1 and d2; and two pairs of SAR images, e1 and e2, and f1 and f2. In Figure 5(a1,a2), the bottom and top areas are clearer than those in the original images; however, the middle areas are not clear. That is because the middle areas of the two original images are unfocused. In Figure 5(b1,b2), there are two kinds of fused images in the right and left...
focuses, and we can see that the two image fusion algorithms can well be applied to multifocus images. Figure 5(c1,c2) and (d1,d2) are the two image fusion results of multisensor images. The testing results show that using the above two image fusion algorithms can make the image clearer than either of the two original images. Figure 5(e1,e2) and (f1,f2) are two results of the image fusion of the SAR images that make the image clearer than either of the two original images. These results show that the proposed image fusion algorithm compares favourably with the state-of-the-art conventional NSCT–PCNN-based image fusion algorithm mentioned above. In this case, Figure 5(e1,e2) and (f1,f2) are all clear images; however, we found a difference in Figure 5(f1,f2) in fused image quality using the two algorithms. For this purpose, comparing Figure 6(a) with Figure 6(b), we can see that for the state-of-the-art conventional algorithm, there is a black area in the white square area that is different from the original image. Therefore, it can be concluded that the two filters are able to elicit a much greater response to the edges of the contrast image. On the other hand, we can also see that the proposed algorithm reduces the black area in the same region mentioned above. In that region, the fused image using the proposed fusion algorithm is much more natural than that fused by the state-of-the-art conventional hybrid NSCT and PCNN algorithm. That is because the proposed image fusion algorithm added two-filter processing to the low-frequency coefficients using Laplacian and average filters in
Figure 5. Images fused by different methods. (a1) NSCT with PCNN algorithm; (a2) PCA algorithm, (a3) proposed algorithm, (b1) NSCT with PCNN algorithm, (b2) PCA algorithm, (b3) proposed algorithm, (c1) NSCT with PCNN algorithm, (c2) PCA algorithm, (c3) proposed algorithm, (d1) NSCT with PCNN algorithm, (d2) PCA algorithm, (d3) proposed algorithm, (e1) NSCT with PCNN algorithm, (e2) PCA algorithm, (e3) proposed algorithm, (f1) NSCT with PCNN algorithm, (f2) PCA algorithm and (f3) proposed algorithm.
the frequency domain. The two filters above enhanced the characteristics and contrast performance of the important coefficients in the image decomposition, whereas the PCNN had no response to the insignificant coefficients when the modulation result of the neurons was less than the threshold value of the neuron ignition.

The performance comparison between the different fusion methods for the test images is shown in Figure 7.

Finally, we can show an objective evaluation of the test images in Table 1 between the NSCT–PCNN-based fusion algorithm and the proposed fusion algorithm, which also includes the PCA method. These experimental results show that the image fusion performance of the proposed algorithm is better overall than that of the state-of-the-art conventional hybrid NSCT–PCNN algorithm and the PCA method. Among the evaluation indices, the MI is better in

<table>
<thead>
<tr>
<th>Original image set</th>
<th>Fusion algorithm</th>
<th>Mutual information</th>
<th>Information entropy</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure 4(a1,a2)</td>
<td>NSCT–PCNN</td>
<td>3.3358</td>
<td>6.5846</td>
<td>34.335</td>
</tr>
<tr>
<td></td>
<td>PCA</td>
<td>2.9981</td>
<td>5.4572</td>
<td>14.1412</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>3.4117</td>
<td>6.6395</td>
<td>34.782</td>
</tr>
<tr>
<td></td>
<td>NSCT–PCNN</td>
<td>4.0951</td>
<td>6.6160</td>
<td>29.581</td>
</tr>
<tr>
<td>Figure 4(b1,b2)</td>
<td>PCA</td>
<td>4.0666</td>
<td>5.0644</td>
<td>9.7259</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>4.4141</td>
<td>6.6293</td>
<td>30.047</td>
</tr>
<tr>
<td></td>
<td>NSCT–PCNN</td>
<td>3.4116</td>
<td>6.4332</td>
<td>32.192</td>
</tr>
<tr>
<td>Figure 4(c1,c2)</td>
<td>PCA</td>
<td>4.2708</td>
<td>6.3937</td>
<td>31.7225</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>3.7221</td>
<td>6.4690</td>
<td>32.718</td>
</tr>
<tr>
<td></td>
<td>NSCT–PCNN</td>
<td>4.5043</td>
<td>7.3016</td>
<td>46.977</td>
</tr>
<tr>
<td>Figure 4(d1,d2)</td>
<td>PCA</td>
<td>5.6891</td>
<td>7.3916</td>
<td>55.7345</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>4.8209</td>
<td>7.4043</td>
<td>48.784</td>
</tr>
<tr>
<td></td>
<td>NSCT–PCNN</td>
<td>2.8742</td>
<td>7.3450</td>
<td>43.588</td>
</tr>
<tr>
<td>Figure 4(e1,e2)</td>
<td>PCA</td>
<td>3.9304</td>
<td>7.3181</td>
<td>45.8893</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>3.0069</td>
<td>7.3640</td>
<td>44.097</td>
</tr>
<tr>
<td></td>
<td>NSCT–PCNN</td>
<td>2.9908</td>
<td>6.5740</td>
<td>37.233</td>
</tr>
<tr>
<td>Figure 4(f1,f2)</td>
<td>PCA</td>
<td>4.5052</td>
<td>5.6732</td>
<td>30.8731</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>4.4141</td>
<td>6.6293</td>
<td>30.047</td>
</tr>
</tbody>
</table>
the proposed algorithm because it is higher 0.0759–0.3190 bit than the state-of-the-art conventional hybrid NSCT–PCNN algorithm and the PCA method; the EN is higher 0.0133–0.1027 bit; the STD is higher 0.447–1.807. These results show that the proposed algorithm allows the fused image to more easily obtain both images’ information and is superior to the state-of-the-art conventional image fusion hybrid NSCT–PCNN algorithm and the PCA method.

5. Conclusion

This paper proposes a novel image fusion algorithm using NSCT and PCNN with digital filtering. We first processed the different levels of low-frequency subband coefficients that were decomposed in the frequency domain by using the NSCT. After that, the first two levels of low-frequency subband coefficients were duplicated and filtered by both Laplacian and average filters. The two filters enhanced the characteristics of the coefficients in the frequency domain because they corresponded to some pixels with the larger grey values in the spatial domain for an image decomposition. The obtained coefficients at various scales and directions in an image were then fused by the PCNN as the first-time fusion. In addition, the two kinds of decomposition coefficients, which were both low- and high frequency from the different images, were fused in a second fusion process. Finally, the fused image was reconstructed using the low- and high-

Figure 7. Performance comparison of different fusion methods for the test images. (a) Performance comparison for MI, (b) performance comparison for EN and (c) performance comparison for STD.
frequency subband coefficients at different-direction subbands in various scales by an inverse NSCT. The experimental results show that the performance of the image fusion algorithm proposed in this paper was better than that of the state-of-the-art conventional hybrid NSCT–PCNN algorithm and the PCA method.
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