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Abstract—Using classification methods to predict software defect-proneness with static code attributes has attracted a great deal of attention. The class-imbalance characteristic of software defect data makes the prediction much difficult, thus a number of methods have been employed to address this problem. However, these conventional methods, such as sampling, cost sensitive learning, bagging and boosting, could suffer from the loss of important information, unexpected mistakes and overfitting because they alter the original data distribution. This paper presents a novel method that firstly converts the imbalanced binary-class data into balanced multi-class data and then builds a defect predictor on the multi-class data with a specific coding scheme. A thorough experiment with four different types of classification algorithms, three data coding schemes, and six conventional imbalance data handling methods was conducted over the 14 NASA data sets. The experimental results show that the proposed method with 1-against-1 coding scheme is averagely superior to the conventional methods.
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I. INTRODUCTION

With the continuous increase of software size and complexity, software quality assurance is becoming increasingly important. One way to improve software quality is software defect prediction, which is also an efficient means to relieve the effort in software code inspection or testing. Under this circumstance, we only need to inspect or test a part of software artifacts and ignore the remainders. By doing so, an organization’s limited resources could be reasonably allocated with the goal of detecting and correcting the greatest number of defects in software. Therefore, software defect prediction has been widely studied and a number of methods have been proposed for addressing this problem [1], [2], [3], [4], [5], [6], [7], [8].

Of these methods, classification is a popular approach for software defect prediction, including analogy-based approaches [9], [10], tree-based methods [11], [12] and statistical procedures [13], [14], etc. These classification methods are relatively straightforward transplants from the fields of data mining and machine learning, and they follow the same path of using software metrics, which are extracted from software source code, as candidate factors to categorize the software components as defective or non-defective. This is achieved by building a binary classifier with historical defect data to predict the defect-proneness of new software components.

However, class-imbalance is always a key characteristic of software defect data, which consists of only a few defective components and a large number of non-defective ones [15], [16]. Unfortunately, most traditional classification methods, which have been used to predict software defect, almost take no account of the class-imbalance problem. Many popular classification methods have been reported to be hindered when encountering the class-imbalance problem, such as decision trees [17], [18], nearest neighbor [19], neural networks [20], support vector machines [21], [22] and Bayesian network [23]. As these classification methods tend to generate models that maximize the overall classification accuracy, the more interesting minority class is usually ignored by such models [24], [25]. For example, given a data set where only 1% of the examples belong to the defective components, a simple model classifying all examples as the non-defective components would achieve an overall accuracy of 99%. However, the minority defective components, which we want to accurately predict, are all misclassified with this simple model though it achieves a very high accuracy. Therefore the class-imbalance problem usually undermines the binary classifiers, further makes these classifiers cannot effectively predict the minority defective software components.

Actually, class-imbalance problem also exist in many other real-world domains, such as detecting oil spills from satellite images [26] and identifying fraudulent credit card transactions [27], etc. Therefore, the community of data mining and machine learning have paid much attention to this problem. Two workshops on learning from imbalanced data sets have been held in 2000 and 2003 at the AAAI and ICML conferences, respectively. In addition, the sixth issue of SIGKDD Exploration 2004 was dedicated entirely to the imbalance problem. Researchers indicated that the skewness in a data set usually results in inefficient binary classifiers for classifying the more interesting minority class and some techniques, such as sampling, cost sensitive learning, bagging and boosting, might be effective in addressing the imbalance problem [28], [29]. Hence a great many of researchers have focused on these techniques for addressing the class-imbalance problem in software defect prediction.

However, we argue that the above mentioned strategies might encounter problems when applied to the class-imbalanced software defect data. For example, sampling methods alter the distribution of the original data, where the undersampling methods may discard some potentially useful data that could be important for the induction process, and the oversampling methods may increase the likelihood of occurring overfitting. Moreover, the best sampling rate is difficult to be determined. For the cost sensitive learning methods, it is very difficult to know the accurate misclassifying cost, even
for the experienced domain experts. Furthermore, bagging and boosting still deal with the imbalance problem in context of traditional binary classification and may suffer from overfitting.

This paper presents a novel method to predict defective software components. The proposed method addresses the binary class-imbalance problem in software defect prediction by converting it into a multi-classification problem that does not suffer from the skewed data. Moreover, three different coding schemes including 1-against-1 [30], Random Correction Code [31], [32], and 1-against-all [33] are employed to generate an ensemble of multiple binary classifiers for addressing the multi-classification problem.

The experimental results on the 14 NASA data sets show that the 1-against-1 based method significantly outperforms the other two methods as well as the simple multi-class learning on the multi-class data. Furthermore, multi-classification learning with the 1-against-1 coding scheme outperforms most binary classifiers with original data, and can effectively improve the performance of the three different types of classifiers C4.5, Ripper, and Random Forest. In addition, compared with the conventional imbalance data dealing with methods (i.e., sampling, cost sensitive learning, bagging and boosting), the performance of our proposed method with 1-against-1 code outperforms most of them, especially for highly imbalanced data sets.

The remainder part of this paper is organized as follows. Section 2 introduces the related work. Section 3 presents our proposed method including the three coding based multi-class modeling methods in details. Section 4 is devoted to the experiments, discusses the setup and analyzes the results. Section 5 identifies the threats to validity of this study, and finally conclusions and future work are given in Section 6.

II. RELATED WORK

Many traditional classification methods have been directly used to predict software defect, including tree-based methods [7], [8], [11], analogy-based approaches [9], [10], neural networks [34], [35], and Bayes methods [36], [37], etc.

Menzies et al. [7] empirically found that Naïve Bayes with a log-filtering preprocessor on the numeric data outperformed those of rule or tree based learning methods and furthermore claimed that “the choice of learning method is far more important than which subset of the available data is used for learning”. However, Lessmann et al. [38] drew an inconsistent conclusion with a large scale empirical comparison of 22 binary classifiers over 10 public NASA data sets, and indicated that the importance of a particular learning method might be less than previously assumed by Menzies et al. [7] as there was no significant performance difference among the top 17 binary classifiers. In addition, Song et al. [8] argued that there might be potential bias and misleading results with the framework proposed by Menzies et al. [7], and proposed a more general and reliable framework for software defect prediction.

However, the aforementioned software defect prediction works clearly take no consideration of the class-imbalance problem. When predicting the occurrences of defect in software where the majority of components is non-defective, the binary classifiers usually fail to detect the minority defective components. Menzies et al. [39] realized that software defect data are highly prone to suffering from the class-imbalance problem, and pointed out that methodologies such as data sampling and boosting may help to improve the performance of binary classifiers. Besides this, a variety of studies have been conducted on the enhancement of classification performance with techniques including sampling [40], [41], [42], cost sensitive learning [43], [44], bagging [45], [46] and boosting [47], [48].

Sampling methods, which are employed to balance class distribution for the class-imbalanced data sets, can be divided into two groups: under-sampling and over-sampling. The under-sampling method eliminates the majority class examples while the over-sampling method increases the minority class examples for the purpose of obtaining a desired class distribution. Both sampling methods have been applied to alleviating the class-imbalance problem in software defect prediction. Pelayo et al. [40] proposed a stratification-based resampling strategy in predicting software defect-proneness. They randomly under-sampled the majority class examples without replacement and over-sampled the minority class examples with the SMOTE technique [49]. Results of their experiment showed an improvement of 23% in the average geometric mean classification accuracy on four benchmark data sets. Seiffert et al. [41] conducted a comprehensive study on the effects of class imbalance and noise on different classification algorithms and data sampling techniques when used to predict software quality. They showed that not all classification algorithms were greatly affected by the application of sampling techniques, and the random over-sampling methods outperformed other sampling methods at different levels of noise and imbalance. However, the sampling methods alter the original class distribution of software defect data. For example, under-sampling may drop some important information and oversampling may lead to overfitting.

Generally, data mining and machine learning algorithms assume that all errors in classification are equally important. However, the cost of misclassification errors is often higher when the errors are associated with the minority class in contrast with the majority class. For example, the misclassification cost of the defective software components is usually much higher than that of the non-defective software components. Cost-sensitive classifiers explicitly account for these varying costs and have been applied to the domain of software defect prediction. Khoshgoftaar et al. [43] compared the Boosting with Cost-Boosting algorithms for software quality modeling. The Cost-Boosting algorithm is an improvement of Boosting, which takes into account the misclassification cost in weight updating of Boosting algorithm. Zheng [44] employed three cost-sensitive boosting neural networks algorithms for software defect prediction and suggested that threshold-moving algorithm was the best choice among the three algorithms. However, it is hard to determine the misclassification cost when applying the cost-sensitive learning method to software defect prediction.

Bagging [50] and Boosting [51], which are not specially designed to address class-imbalance problem, have been shown
to be very effective in solving the class-imbalance problems [52]. These two ensemble methods have also been applied into software defect prediction. Seliya et al. [45] investigated the roughly balanced bagging (RBBag) algorithm for building software defect prediction models. The RBBag algorithm combines bagging and sampling techniques to improve the performance of bagged classifiers when learning from imbalanced data. The experimental results demonstrated that the RBBag algorithm could effectively address the class imbalance problem when building defect prediction models, and it significantly performed better than the benchmark binary classifiers without any bagging or data sampling techniques. Seiffert et al. [47] conducted a comprehensive study comparing sampling methods with Boosting for improving the performance of decision trees model built for identifying the defective modules. Their results showed that sampling methods were effective in improving the performance of such models while Boosting outperformed even the best data sampling methods. However, for each iteration of Bagging and Boosting methods, it may still suffer from the class imbalance problem as the sampled subset in a given iteration has the similar class distribution with the original data set.

We address the potential shortcomings of the methods mentioned above by converting the binary class-imbalance problem into a multi-class problem that no longer suffers from the class-imbalance curse, thus it is quite different from the existing methods.

III. PROPOSED DEFECT PREDICTION METHOD

A. Overview of the method

Our proposed method addresses the class-imbalance problem in software defect prediction by turning a binary classification problem into a multi-classification problem.

Specifically, the majority class data (non-defective components) is firstly split into several bins. Each bin then has the similar number of examples to that of the minority class (defective components), and is assigned a new class label. After that, the relabeled data are employed to build a multi-classifier, which no more suffers from the skewed data because the class distribution is balanced. Finally the multi-classification results are converted into the original binary, namely either defective or non-defective.

Our proposed method consists of three components: Data balancing, Multi-classifier modeling, and Defect prediction. Fig. 1 shows the details.

(1) Data balancing

A software component can be labeled as non-defective or defective according to whether it contains defects or not. It has been investigated that the majority of software system’s defects are contained in a small number of components. This means that software defect data are usually class imbalanced, and the number of non-defective components may severely outnumber that of the defective components in a given data set.

When balancing the skewed data, taking into account the fact that non-defective software components have no distinct difference and clustering might not result in groups with similar number of instances, we first randomly split the non-defective components into several bins where each bin has the similar number of components as that of the defective components. For example, suppose there are 100 defective components and 1000 non-defective components in the historical defect data. With our data balancing method, the 1000 non-defective components are randomly split into $1000/100 = 10$ bins and each bin has 100 non-defective components. Then each bin is assigned a new label. By this way, multi-class data are obtained and the size of each class has almost the same number of instances.

(2) Multi-classifier modeling

Besides multi-class learning to learn multiple concepts with the direct application of a multi-class learning algorithm, there are other methods to reduce a multi-class problem to multiple binary classification problems that could be solved separately, such as 1-against-all based method [53], [54], error-correcting output code based method [55], and 1-against-1 based method [53], [56].

When modeling the multi-classifier, instead of directly applying a multi-classification algorithm over multi-class data, we use one of the above mentioned three kinds of coding based methods to create diverse binary data from the multi-class data, and then employ a classification algorithm to construct binary predictors with the diverse binary data. Finally these binary predictors are combined into a multi-class predictor via a certain combination scheme that is corresponding to the specific coding schemes.

Thus, our multi-classifier modeling method can be viewed as a combination of the three steps: creating diverse binary data sets, learning diverse binary predictors from these binary data sets, and constructing a multi-class predictor. Refer to Section III-B for the further details.

(3) Defect prediction

When conducting the defect prediction for a given new software component, firstly the multi-classifier is applied and the classification result is obtained. Since the prediction result of the multi-classifier is not the desired binary result, it needs to be converted into the binary form, namely defective and non-defective. This is achieved by identifying which bins the result falls in. If it falls into the bins corresponding to the non-defective components, we regard it as a non-defective component, otherwise a defective component.

For example, suppose that after data balancing there are five classes in the multi-class data, in which the class label $C_1$ is corresponding to the original defective components and
the class labels $C_2$, $C_3$, $C_4$, and $C_5$ are corresponding to the original non-defective components. For a new unknown-class software component, if it is predicted as $C_1$ by the multi-classifier, it will be labeled as defective, otherwise non-defective.

B. Coding based multi-classifier modeling method

When modeling a multi-classifier, we first create diverse binary data sets with a certain coding scheme. The coding schemes include the 1-against-all, the Random Correction Code (one popular error-correcting output code), and the 1-against-1. Each of them will be detailedly introduced later. Then a binary classification algorithm is employed to construct diverse binary predictors. After that, these binary predictors are combined to form a multi-class predictor. Fig. 2 shows the detailed procedure of our multi-classifier modeling method based on a specific coding scheme.
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Fig. 2. Coding based multi-classifier modeling method

In order to facilitate the illustration of these three methods, we suppose that there are $K$ classes in the multi-class data set and the corresponding labels are $C_1, C_2, ..., C_K$. Furthermore, for each of the binary data sets transformed from the multi-class data, the corresponding instances fall into two categories: pos and neg.

(1) 1-against-all based method

This is a 1-against-all coding scheme based multi-classifier modeling method proposed by Nilsson et al. [33].

This method learns $K$ individual binary predictors $P_1, P_2, ..., P_K$ for each class from the $K$ diverse binary-class data sets, which can be obtained from the given $K$-class data set as follows.

The 1-against-all scheme first encodes each class with $K$ elements whose values are either 1 or 0, thus a $K \times K$ binary matrix is obtained. Table I shows the binary matrix for a 4-class data set with the 1-against-all code.
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**TABLE I**

<table>
<thead>
<tr>
<th>Class</th>
<th>Code Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>1 0 0 0</td>
</tr>
<tr>
<td>$C_2$</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>$C_3$</td>
<td>0 0 1 0</td>
</tr>
<tr>
<td>$C_4$</td>
<td>0 0 0 1</td>
</tr>
</tbody>
</table>

For each row of the matrix, it is referred to as a code word for a specific class. For example, in Table I, the code word for the class $C_2$ is (0, 1, 0, 0). Each column of the matrix is corresponding to a binary-class data set that consists of the original features and the new labels. In each column, the instances belonging to the class whose code element is 1 are relabeled as pos while other instances as neg. Thus the $K$ binary-class data sets are obtained, and are utilized to learn $K$ binary predictors $P_1, P_2, ..., P_K$.

For a new instance, each $P_i$ ($i = 1, 2, ..., K$) predicts it as pos with probability $Pr_i$ and as neg with probability $1 - Pr_i$. That is, the new instance is predicted as class $C_i$ with probability $Pr_i$ while as other classes with probability $1 - Pr_i$. Then for each class, the corresponding probabilities are added up, and the class label with the maximum probability is finally assigned to the new instance.

(2) Random Correction Code based method

Random correction code is a kind of randomly generated error-correcting output code [55]. This code performs as well as other excellent error-correcting output coding schemes [31], [32], and is an alternative to the widely used BCH code (Bose & Ray-Chaudhuri [57], Hoecquenghem [58]) and furthermore is much easier to generate than the latter [59].

This method learns $L$ ($L = R \cdot K$ where $R \in N^+ \land R \geq 2$) individual binary predictors $P_1, P_2, ..., P_L$ for each class from the $L$ diverse binary-class data sets, which can be obtained from the given $K$-class data set as follows.

The random correction coding scheme first encodes each class with $L$ elements whose values are randomly set to 1 or 0, thus a $K \times L$ binary matrix is obtained. Table II shows the binary matrix for a 4-class data set with the random correction code ($R=2$).
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**TABLE II**

<table>
<thead>
<tr>
<th>Class</th>
<th>Code Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>1 0 0 1 0 0 0 0 0 0</td>
</tr>
<tr>
<td>$C_2$</td>
<td>0 1 1 0 0 0 1 1 1 1</td>
</tr>
<tr>
<td>$C_3$</td>
<td>1 0 0 1 1 1 0 0 0 0</td>
</tr>
<tr>
<td>$C_4$</td>
<td>1 0 0 0 1 0 0 0 0 0</td>
</tr>
</tbody>
</table>

For a new instance, each $P_i$ ($i = 1, 2, ..., L$) predicts it as pos with probability $Pr_i$ and as neg with probability $1 - Pr_i$. If $Pr_i > 0.5$, 1 is outputted, otherwise 0. Thus with the $L$ binary predictors we obtain a $L$-bit string comprised of 0 and 1. This string is then compared to the code word of each class by calculating the corresponding Hamming distance and the class label with the minimum Hamming distance is assigned to the new instance.

(3) 1-against-1 based method

Note that for the binary-class data set used to construct the predictor $P_1$, the pos class in it is corresponding to the class $C_1$. 

1
The 1-against-1 [30] has been widely used to address multi-class problems [60], [61]. This method converts a multi-class problem into a series of binary problems, one for each pair of classes. It works as follows.

For each pair of classes \( \{C_i, C_j\} (1 \leq i < j \leq K) \) of the given \( K \)-class data set, the instances belonging to the classes \( C_i \) and \( C_j \) are chosen to create a binary data set. The instances belonging to \( C_i \) are relabeled as \( pos \), while those belonging to \( C_j \) are relabeled as \( neg \). Finally, \( K(K-1)/2 \) binary-class data sets are generated.

This method encodes each class with \( K(K-1)/2 \) elements whose values can be 1, 0, or null, thus a \( K \times K(K-1)/2 \) binary matrix, where each column corresponds to a class pair, is obtained. For each pair of classes \( \{C_i, C_j\} \) (i.e., the column corresponding to the class pair), the code element corresponding to \( C_i \) is 1 and corresponding to \( C_j \) is 0, while other code elements are null. Table III shows the binary matrix for a 4-class data set with the 1-against-1 code.

<table>
<thead>
<tr>
<th>Class</th>
<th>Code Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_1 )</td>
<td>1 1 1 1</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>0 1 1 1</td>
</tr>
<tr>
<td>( C_3 )</td>
<td>0 0 1 1</td>
</tr>
<tr>
<td>( C_4 )</td>
<td>0 0 0 1</td>
</tr>
</tbody>
</table>

From the \( K(K-1)/2 \) binary data sets, \( K(K-1)/2 \) binary predictors \( P_{ij} \) (1 \( \leq i < j \leq K \)) can be learned.

For a new instance, predictor \( P_{ij} \) (1 \( \leq i < j \leq K \)) asserts it as \( C_i \) with the probability of \( Pr_{ij} \), and as \( C_j \) with \( Pr_{ji} = 1 - Pr_{ij} \). The estimates of all the predictors on the new instance are combined and vector \( \vec{P} = (P_{i1}, P_{i2}, ..., P_{iK}) \) is obtained. Finally, the class label \( C_m \) with the maximum probability \( Pr_m \in \vec{P} \) is assigned to the new instance.

In order to couple the estimates of the \( K(K-1)/2 \) binary predictors, Friedman proposed the popular ‘max wins’ algorithm [62]. In the ‘max wins’ algorithm each classifier assigns one vote for its preferred class, and the final result is the class with most votes. However, Hastie and Tibshirani [63] proposed a novel pairwise coupling method by combining the pairwise class probability estimates into a joint probability estimate for all \( K \) classes, which could improve on the Friedman’s ‘max wins’ algorithm. Thus in our present study, Hastie and Tibshirani’s method is employed and it will be introduced detailedly next.

Let \( n_{ij} \) be the number of instances for the binary-class data set that corresponding to the pair of classes \( \{C_i, C_j\} \) (1 \( \leq i < j \leq K \)) and \( u_{ij} = Pr_{ij}/(Pr_{ij} + Pr_{ji}) \), vector \( \vec{P} \) can be obtained by minimizing the Kullback-Leibler distance of \( l(\vec{P}) \) between \( Pr_i \) and \( u_{ij} \) [63]. \( l(\vec{P}) \) is defined as:

\[
l(\vec{P}) = \sum_{1 \leq i < j \leq K} n_{ij} Pr_{ij} \log \frac{Pr_{ij}}{u_{ij}} + (1 - Pr_{ij}) \log \frac{1 - Pr_{ij}}{1 - u_{ij}}.
\]

To minimize \( l(\vec{P}) \), vector \( \vec{P} \) has to satisfy the following conditions:

\[
\sum_{j \neq i} n_{ij} Pr_i = \sum_{i \neq j} u_{ij} u_{ij} \quad (1 \leq i \leq K), \quad \sum_{i=1}^K Pr_i = 1, \text{ and } Pr_{ij} > 0.
\]

Algorithm 1 shows the details of how to calculate the vector \( \vec{P} \).

**Algorithm 1: Iterative algorithm for calculating \( \vec{P} \)**

**inputs:** \( \vec{P} \) - assigning randomly positive values  
**output:** \( \vec{P} \) - representing the final prediction probability  

1. Compute the initial \( u_{ij} = Pr_{ij}/(Pr_{ij} + Pr_{ji}) \);
2. for \( i = 1 \) to \( K \) do
   1. \( Pr_{ij}' \leftarrow Pr_{ij} \times \left( \sum_{j \neq i} (n_{ij} \times Pr_{ij}) / \sum_{j \neq i} (n_{ij} \times u_{ij}) \right) \);
3. end
4. Recompute the corresponding \( u_{ij} = Pr_{ij}'/(Pr_{ij}' + Pr_{ji}) \);
5. if the convergence condition Equation 2 is not satisfied then
   1. \( \vec{P} \leftarrow \vec{P}/(\sum_{i=1}^K Pr_{ij}) \);
5. goto step 2;
6. end
7. \( \vec{P} \leftarrow \vec{P}/(\sum_{i=1}^K Pr_{ij}) \);

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Data sets

All the 14 NASA data sets were used in our experiment. These 14 data sets are public and have been widely used for software defect prediction [7], [8], [11], [40], [44], [45], [47].

Each data set is comprised of the number of defects and some static code metrics including LOC (lines of code) counts, McCabe complexity measures and Halstead attributes etc. Software components that contain one or more defects are labeled as defective, while the others are labeled as non-defective.

Among the 14 data sets, the maximum number of total software components is 17186 while the minimum number of total software components is 125. Moreover, the minimum percentage of defective components is 0.41% and the maximum percentage of defective components is 48.80%. Table IV shows the statistic summary of the 14 defect data sets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Language</th>
<th>LOC</th>
<th>number of components</th>
<th>number of defective components</th>
<th>percentage of defective components</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM1</td>
<td>C</td>
<td>17K</td>
<td>40</td>
<td>8</td>
<td>9.50%</td>
</tr>
<tr>
<td>JM1</td>
<td>C</td>
<td>47K</td>
<td>21</td>
<td>10878</td>
<td>2022</td>
</tr>
<tr>
<td>KC1</td>
<td>C++</td>
<td>43K</td>
<td>21</td>
<td>21037</td>
<td>529</td>
</tr>
<tr>
<td>KC2</td>
<td>C++</td>
<td>19K</td>
<td>22</td>
<td>522</td>
<td>102</td>
</tr>
<tr>
<td>KC3</td>
<td>Java</td>
<td>4K</td>
<td>40</td>
<td>458</td>
<td>43</td>
</tr>
<tr>
<td>KC4</td>
<td>Python</td>
<td>25K</td>
<td>125</td>
<td>125</td>
<td>61</td>
</tr>
<tr>
<td>MC1</td>
<td>C++</td>
<td>66K</td>
<td>39</td>
<td>9460</td>
<td>68</td>
</tr>
<tr>
<td>MC2</td>
<td>C++</td>
<td>4K</td>
<td>40</td>
<td>161</td>
<td>52</td>
</tr>
<tr>
<td>MF1</td>
<td>C</td>
<td>4K</td>
<td>40</td>
<td>403</td>
<td>61</td>
</tr>
<tr>
<td>PC1</td>
<td>C</td>
<td>26K</td>
<td>40</td>
<td>1107</td>
<td>76</td>
</tr>
<tr>
<td>PC2</td>
<td>C</td>
<td>25K</td>
<td>40</td>
<td>5599</td>
<td>25</td>
</tr>
<tr>
<td>PC3</td>
<td>C</td>
<td>36K</td>
<td>40</td>
<td>1563</td>
<td>160</td>
</tr>
<tr>
<td>PC4</td>
<td>C</td>
<td>30K</td>
<td>40</td>
<td>1458</td>
<td>178</td>
</tr>
<tr>
<td>PC5</td>
<td>C++</td>
<td>182K</td>
<td>39</td>
<td>17186</td>
<td>516</td>
</tr>
</tbody>
</table>

B. Experimental setup

For the purpose of obtaining reliable and stable results, in the experiment, 10-fold cross-evaluation strategy was used. However, Fisher et al. [64] reported that many learning algorithms exhibit order effects where certain ordering possibly improves or degrades performance. Thus the 10-fold cross-evaluation was repeated 10 times, and each time the ordering of instances
was shuffled. Therefore each result is the average value of 100 experiments.

Four different types of classification algorithms including Random Forest, C4.5, Ripper and Naive Bayes were chosen to use in the study. These four basic learning algorithms could be used to learn not only from binary-class data but also from multi-class data.

Three coding schemes, which include 1-against-all, 1-against-1, and Random Correction Code, were used to create binary-class data.

Six traditional imbalance data dealing with methods including random under sampling, random over sampling, synthetic minority over-sampling technique, cost sensitive learning, bagging, and boosting were selected to compare with our proposed method.

The area under the ROC (Receiver Operating Characteristic) curve (AUC) was used as the measure of classification performance.

C. Experimental design

The experiment consists of the four investigations. The first investigation finds out which coding scheme performs best, while the second investigation explores whether or not the proposed defect prediction method with the best coding scheme outperforms the conventional imbalance data dealing with methods in the context of software defect prediction. The third investigation explores the impact of the different imbalance rates on our proposed defect prediction method and the fourth investigation identifies which classification algorithms benefit most from our proposed method.

(1) Investigation 1: which data coding scheme performs best?

This investigation intended to find out which coding scheme performs best by evaluating the proposed software defect prediction method with the three different coding schemes, and compare them with the multi-class learning method that does not need any coding work.

For this purpose, four different types of classification algorithms were used as defect predictors. Specifically, the four classification algorithms were separately employed as the base binary classifiers when evaluating the proposed method with the three coding schemes, while we directly applied them to the balanced multi-class data when conducting the experiment with the multi-class learning method.

(2) Investigation 2: is our proposed method more effective than the conventional ones?

This investigation was used to explore whether or not our proposed method is really effective or not. This was achieved by comparing our proposed method with six traditional imbalance data dealing with methods.

Random under sampling (RUS) decreases the number of majority cases in the data set by deleting majority cases randomly. Random over sampling (ROS) increases the number of minority cases in the data set by duplicating minority cases randomly. Synthetic minority over-sampling technique (SMOTE) [49] generates new minority cases based on the corresponding k-nearest neighbors. All these three sampling techniques can control the percentage of defect-prone components to all components, which was set to 50% as default in our experiment.

Cost sensitive learning assigns different misclassification costs for FP (false positive) and FN (false negative) in binary classifiers. In the experiment, we employed the MetaCost algorithm [65], and the ratio of costs for FP to FN was set as the number of positive examples to that of negative examples.

Ensemble learning methods including bagging and boosting were also used in the experiment. AUC instead of error rate was used to reweight the misclassified instances in the each iteration of boosting, and the default number of iterations was set to 10.

In addition, the binary classifiers were also evaluated which only employs the four basic classification algorithms directly on the original binary data.

Therefore, for this investigation, a total of 28 learning schemes (six traditional imbalance data dealing with methods × four basic learning algorithms + four binary classifiers with original data) were evaluated. All the above methods were implemented in the context of the machine learning tool Weka.

(3) Investigation 3: impact of the different imbalance rates on our proposed defect prediction method

This investigation was to explore whether or not our proposed method can effectively deals with class-imbalance problem in the context of software defect prediction.

From Table IV we know that the imbalance rates of the NASA data sets used in the experiments vary from 0.41% to 48.80%. This provides us a chance to explore how the imbalance rate affects our proposed defect prediction method by analyzing the prediction results of the investigations 1 and 2 under the different imbalance rates, and further to investigate the effectiveness of our proposed method on dealing with the class-imbalance problem.

(4) Investigation 4: which learning algorithms benefit most from our proposed method?

This investigation was to study which learning algorithms improve their performance most in the context of our proposed defect prediction method compared with the corresponding binary classifiers.

This was achieved by the further analysis of the results obtained by the investigations 1 and 2 from a different perspective.

D. Experimental results and analysis

(1) Defect prediction results with different coding schemes

Table V shows the defect prediction results of the proposed method with different coding schemes over the 14 NASA data sets in terms of AUC. Note that the AUC values are the average values of the 10×10-fold cross-evaluation.

From Table V we observe that for a specific classifier, different coding schemes result in different AUC values; and the 1-against-1 coding scheme performs best in terms of AUC. Compared with that without any code, the prediction performance has been improved by the proposed method with the 1-against-1 code by 7.69% for Random Forest, by 25.76%
for C4.5, by 14.08% for Ripper, and by 1.28% for Naive Bayes, respectively.

We also observe that given the 1-against-1 coding scheme, Random Forest outperforms other three classifiers. The performance of Naive Bayes, C4.5, and Ripper has been improved by Random Forest by 6.33%, 1.2%, and 3.7%, respectively. Obviously, the tree based methods outperform Naive Bayes. This is quite different from that of Menzies et al. [7].

For the purpose of formally confirming that the 1-against-1 coding scheme outperforms others in terms of AUC, we conducted a Wilcoxon signed rank test [66]. The alternative hypotheses are that for a given base classifier, the 1-against-1 coding scheme is superior to each of the other three schemes at significance level $\alpha = 0.05$.

The $p$-values of all the hypotheses are far less than 0.05 except the hypothesis 1-1 superior to None for Naive Bayes. This means that for the four base classifiers, the 1-against-1 coding scheme is significantly better than the other three coding schemes except None for Naive Bayes. This can be explained as follows. From the coding methods we can know that for the 1-against-all based method, the $K$ diverse binary-class data sets obtained via encoding are still imbalanced; and for the random correction code based method, the $L$ binary-class data sets can be either balanced or balanced as the code word of each class is generated randomly. Imbalance data usually undermines binary classifiers. However, the 1-against-1 coding scheme guarantees the resulted binary-class data sets are balanced, thus is free from class-imbalance problem.

(2) Comparison of our proposed method and the conventional imbalance data handling methods

Now that we have concluded that 1-against-1 is the best coding scheme in the context of defect prediction with our proposed method, here we only compare the prediction results of our prediction method with the 1-against-1 coding scheme with those of the conventional imbalance data handling methods.

Tables VI, VII, and IX show the AUC values of the 1-against-1 coding scheme and the conventional imbalance data handling methods with classifiers Random Forest, C4.5, Ripper, and Naive Bayes, respectively. Note that the AUC values are the average values of the 10-x 10-fold cross-evaluation.

From Table VI we observe that 1-against-1 and Bagging

rank first, and Boosting obtains the last position. The prediction performance has been improved by our proposed method with 1-against-1 code by 6.33% for Orig, by 3.70% for RUS, by 6.33% for ROS, by 2.44% for SMOTE, by 3.70% for Cost, and by 7.69% for Boost, respectively. This means the proposed method outperforms the learning method with the original binary data sets and those with conventional imbalance data dealing with methods except Bagging.

The Wilcoxon signed rank test at the significance level 0.05 was performed, in which the alternative hypotheses are that 1-1 is superior to Orig, RUS, ROS, SMOTE, Cost and Boost but unequal to Bag. All the corresponding $p$-values are less than 0.05 except the hypothesis 1-1 unequal to Bag, which means that when Random Forest is used as the base classifier, 1-against-1 is equivalent to Bagging but significantly better than other six imbalance data handling methods.

From Table VII we observe that 1-against-1 ranks first again, and Orig and ROS rank last. This means the proposed method with 1-against-1 code outperforms the learning method with the original binary data sets and those with the conventional imbalance data handling methods employed in our experiment. The prediction performance has been improved by our proposed method by 27.69% for Orig, by 12.16% for RUS, by 23.88% for ROS, by 18.57% for SMOTE, by 5.06% for Cost, by 2.47% for Bag, and by 6.41% for Boost, respectively.

For the purpose of validating our proposed method with the

<table>
<thead>
<tr>
<th>NASA</th>
<th>Random Forest</th>
<th>C4.5</th>
<th>Ripper</th>
<th>Naive Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>1-all</td>
<td>RSC</td>
<td>1-all</td>
<td>RSC</td>
</tr>
<tr>
<td>CM1</td>
<td>0.72</td>
<td>0.72</td>
<td>0.73</td>
<td>0.79</td>
</tr>
<tr>
<td>JM1</td>
<td>0.72</td>
<td>0.72</td>
<td>0.71</td>
<td>0.75</td>
</tr>
<tr>
<td>KC1</td>
<td>0.79</td>
<td>0.76</td>
<td>0.77</td>
<td>0.83</td>
</tr>
<tr>
<td>KC2</td>
<td>0.80</td>
<td>0.79</td>
<td>0.78</td>
<td>0.82</td>
</tr>
<tr>
<td>KC3</td>
<td>0.76</td>
<td>0.74</td>
<td>0.76</td>
<td>0.83</td>
</tr>
<tr>
<td>KC4</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
<td>0.78</td>
</tr>
<tr>
<td>MC1</td>
<td>0.86</td>
<td>0.72</td>
<td>0.79</td>
<td>0.97</td>
</tr>
<tr>
<td>MC2</td>
<td>0.70</td>
<td>0.70</td>
<td>0.69</td>
<td>0.71</td>
</tr>
<tr>
<td>MW1</td>
<td>0.69</td>
<td>0.68</td>
<td>0.68</td>
<td>0.77</td>
</tr>
<tr>
<td>PC1</td>
<td>0.81</td>
<td>0.79</td>
<td>0.81</td>
<td>0.88</td>
</tr>
<tr>
<td>PC2</td>
<td>0.59</td>
<td>0.44</td>
<td>0.54</td>
<td>0.50</td>
</tr>
<tr>
<td>PC3</td>
<td>0.81</td>
<td>0.79</td>
<td>0.81</td>
<td>0.85</td>
</tr>
<tr>
<td>PC4</td>
<td>0.91</td>
<td>0.90</td>
<td>0.91</td>
<td>0.94</td>
</tr>
<tr>
<td>PC5</td>
<td>0.94</td>
<td>0.83</td>
<td>0.89</td>
<td>0.98</td>
</tr>
<tr>
<td>AVG</td>
<td>0.78</td>
<td>0.74</td>
<td>0.76</td>
<td>0.84</td>
</tr>
</tbody>
</table>

1-against-1 code significantly outperforms other methods, we conducted the Wilcoxon signed rank test at the significance level 0.05. The obtained p-values of all the hypotheses except the 1-1 better than Bag are less than 0.05. This means that the 1-against-1 method is significantly better than five out of the six conventional imbalance data handling methods, including RUS, ROS, SMOTE, Cost and Boost, and the learning method with the original binary-class data.

**TABLE VIII**

**The AUC values of the different imbalance data handling methods with RIPPER**

<table>
<thead>
<tr>
<th>NASA</th>
<th>1-1</th>
<th>Orig</th>
<th>RUS</th>
<th>ROS</th>
<th>SMOTE</th>
<th>Cost</th>
<th>Bag</th>
<th>Boost</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM1</td>
<td>0.76</td>
<td>0.55</td>
<td>0.69</td>
<td>0.61</td>
<td>0.67</td>
<td>0.70</td>
<td>0.78</td>
<td>0.75</td>
</tr>
<tr>
<td>CM2</td>
<td>0.71</td>
<td>0.58</td>
<td>0.66</td>
<td>0.67</td>
<td>0.84</td>
<td>0.90</td>
<td>0.74</td>
<td>0.70</td>
</tr>
<tr>
<td>CM3</td>
<td>0.75</td>
<td>0.60</td>
<td>0.73</td>
<td>0.70</td>
<td>0.69</td>
<td>0.71</td>
<td>0.70</td>
<td>0.76</td>
</tr>
<tr>
<td>CM4</td>
<td>0.88</td>
<td>0.76</td>
<td>0.76</td>
<td>0.63</td>
<td>0.73</td>
<td>0.74</td>
<td>0.75</td>
<td>0.79</td>
</tr>
<tr>
<td>CM5</td>
<td>0.68</td>
<td>0.65</td>
<td>0.80</td>
<td>0.80</td>
<td>0.83</td>
<td>0.79</td>
<td>0.82</td>
<td>0.77</td>
</tr>
<tr>
<td>MC1</td>
<td>0.78</td>
<td>0.59</td>
<td>0.72</td>
<td>0.65</td>
<td>0.67</td>
<td>0.72</td>
<td>0.73</td>
<td>0.74</td>
</tr>
<tr>
<td>MC2</td>
<td>0.79</td>
<td>0.71</td>
<td>0.74</td>
<td>0.70</td>
<td>0.72</td>
<td>0.78</td>
<td>0.75</td>
<td>0.79</td>
</tr>
<tr>
<td>MC3</td>
<td>0.86</td>
<td>0.75</td>
<td>0.80</td>
<td>0.80</td>
<td>0.83</td>
<td>0.81</td>
<td>0.90</td>
<td>0.93</td>
</tr>
<tr>
<td>MC4</td>
<td>0.67</td>
<td>0.63</td>
<td>0.69</td>
<td>0.85</td>
<td>0.74</td>
<td>0.74</td>
<td>0.75</td>
<td>0.74</td>
</tr>
<tr>
<td>MC5</td>
<td>0.77</td>
<td>0.72</td>
<td>0.75</td>
<td>0.77</td>
<td>0.77</td>
<td>0.80</td>
<td>0.82</td>
<td>0.77</td>
</tr>
<tr>
<td>PC1</td>
<td>0.87</td>
<td>0.71</td>
<td>0.76</td>
<td>0.69</td>
<td>0.73</td>
<td>0.83</td>
<td>0.84</td>
<td>0.85</td>
</tr>
<tr>
<td>PC2</td>
<td>0.90</td>
<td>0.80</td>
<td>0.80</td>
<td>0.76</td>
<td>0.83</td>
<td>0.80</td>
<td>0.80</td>
<td>0.82</td>
</tr>
<tr>
<td>PC3</td>
<td>0.83</td>
<td>0.62</td>
<td>0.71</td>
<td>0.64</td>
<td>0.65</td>
<td>0.19</td>
<td>0.82</td>
<td>0.77</td>
</tr>
<tr>
<td>PC4</td>
<td>0.92</td>
<td>0.79</td>
<td>0.65</td>
<td>0.75</td>
<td>0.77</td>
<td>0.80</td>
<td>0.92</td>
<td>0.91</td>
</tr>
<tr>
<td>PC5</td>
<td>0.97</td>
<td>0.75</td>
<td>0.72</td>
<td>0.65</td>
<td>0.79</td>
<td>0.83</td>
<td>0.95</td>
<td>0.96</td>
</tr>
</tbody>
</table>

**AVG** 0.83 0.65 0.74 0.67 0.70 0.79 0.81 0.78

From Table VIII we observe that our proposed method with 1-against-1 code ranks first again, and the learning method with the original binary-class data holds the last position. Specially, the prediction performance has been improved by our proposed method by 30.65% for Orig, by 8.00% for RUS, by 15.71% for ROS, by 12.50% for SMOTE, by 8.00% for Cost, by 1.25% for Bag, and by 2.53% for Boost, respectively. This means that our proposed method with 1-against-1 code outperforms all the conventional imbalance data handling methods.

The Wilcoxon signed rank test with significance level 0.05 was conducted to confirm our proposed method performs significantly better than other methods. The corresponding p-values for hypotheses 1-1 superior to Orig, RUS, ROS, SMOTE, and Cost are less than 0.05, which means that these alternative hypotheses are accepted and our proposed method with the 1-against-1 code significantly outperforms five out of the seven different imbalance data dealing with methods.

From Table IX we observe that the average AUC values of of Orig and Bag are 80%, both of which slightly improve the prediction performance of our proposed method by 1.27%.

However, we observe that the AUC of our method is greater than those of Cost and Boost, whose performance has been improved by 3.95%, respectively. In addition, the performance of RUS has also been improved by our method by 1.28%.

In order to formally confirm whether or not the two methods with 80% of the average AUC are significantly better than our proposed method with the 1-against-1 code and our proposed method significantly outperforms RUS, Cost and Boost, we conducted the Wilcoxon signed rank test at the significance level 0.05. There are only three p-values corresponding to hypotheses that our proposed method with the 1-against-1 code significantly outperforms RUS, Cost and Boost are less than the significance level 0.05, which means that our proposed method performs significantly better than these three imbalance data handling methods. At the same time, Orig and Bagging are not significantly better than our proposed method as their corresponding p-values are 0.0747 and 0.1039 respectively. The little performance difference of 0.01 may be due to chance.

Based on the above results and in order to provide readers a big picture about the performance of our proposed method, we rank the eight imbalance data dealing with methods according to the prediction performance AUC of a given classifier on the NASA data. Then we summarize the ranks of the prediction methods under the four different classifiers, and give the final ranks. Table X shows the details.

**TABLE IX**

**The AUC values of the different imbalance data handling methods with Naive Bayes**

<table>
<thead>
<tr>
<th>NASA</th>
<th>1-1</th>
<th>Orig</th>
<th>RUS</th>
<th>ROS</th>
<th>SMOTE</th>
<th>Cost</th>
<th>Bag</th>
<th>Boost</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM1</td>
<td>0.74</td>
<td>0.75</td>
<td>0.73</td>
<td>0.74</td>
<td>0.74</td>
<td>0.71</td>
<td>0.75</td>
<td>0.70</td>
</tr>
<tr>
<td>CM2</td>
<td>0.68</td>
<td>0.68</td>
<td>0.67</td>
<td>0.68</td>
<td>0.68</td>
<td>0.68</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>CM3</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.76</td>
</tr>
<tr>
<td>CM4</td>
<td>0.60</td>
<td>0.51</td>
<td>0.78</td>
<td>0.51</td>
<td>0.80</td>
<td>0.75</td>
<td>0.83</td>
<td>0.77</td>
</tr>
<tr>
<td>CM5</td>
<td>0.75</td>
<td>0.75</td>
<td>0.73</td>
<td>0.75</td>
<td>0.75</td>
<td>0.80</td>
<td>0.80</td>
<td>0.76</td>
</tr>
<tr>
<td>MC1</td>
<td>0.81</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
<td>0.86</td>
<td>0.91</td>
</tr>
<tr>
<td>MC2</td>
<td>0.71</td>
<td>0.69</td>
<td>0.69</td>
<td>0.70</td>
<td>0.70</td>
<td>0.65</td>
<td>0.70</td>
<td>0.62</td>
</tr>
<tr>
<td>MC3</td>
<td>0.73</td>
<td>0.77</td>
<td>0.73</td>
<td>0.74</td>
<td>0.74</td>
<td>0.72</td>
<td>0.76</td>
<td>0.65</td>
</tr>
<tr>
<td>MC4</td>
<td>0.86</td>
<td>0.81</td>
<td>0.85</td>
<td>0.86</td>
<td>0.86</td>
<td>0.78</td>
<td>0.85</td>
<td>0.78</td>
</tr>
<tr>
<td>MC5</td>
<td>0.77</td>
<td>0.70</td>
<td>0.71</td>
<td>0.75</td>
<td>0.75</td>
<td>0.73</td>
<td>0.78</td>
<td>0.77</td>
</tr>
<tr>
<td>PC1</td>
<td>0.73</td>
<td>0.72</td>
<td>0.72</td>
<td>0.73</td>
<td>0.74</td>
<td>0.67</td>
<td>0.73</td>
<td>0.76</td>
</tr>
<tr>
<td>PC2</td>
<td>0.86</td>
<td>0.81</td>
<td>0.85</td>
<td>0.86</td>
<td>0.86</td>
<td>0.78</td>
<td>0.85</td>
<td>0.78</td>
</tr>
<tr>
<td>PC3</td>
<td>0.83</td>
<td>0.66</td>
<td>0.81</td>
<td>0.83</td>
<td>0.85</td>
<td>0.82</td>
<td>0.86</td>
<td>0.87</td>
</tr>
<tr>
<td>PC4</td>
<td>0.84</td>
<td>0.65</td>
<td>0.83</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.83</td>
<td>0.94</td>
</tr>
<tr>
<td>PC5</td>
<td>0.97</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
</tr>
</tbody>
</table>

**AVG** 0.80 0.78 0.79 0.79 0.79 0.76 0.80 0.76

From Table X we observe that (i) all the imbalance data dealing with methods perform better than the learning method with the original binary-class data. This means that when predicting software defects, the methods that are able to deal with imbalance data should be employed. (ii) Among the imbalance data dealing with methods, our proposed method
obtains the rank of 1, and Bagging is a good alternative. These two methods are much better than the other methods.

(3) Impact of imbalance rate on our proposed defect prediction method

From the investigations 1 and 2 we observe that, for a specific (base) classifiers, the performance improvements of 1-against-1 over None, Orig and the six conventional imbalance data handling methods vary with different NASA data sets. As the imbalance rates of these data sets vary from 0.41% to 48.80%, so this reveals that the performance improvements are different for different imbalance rates as well.

Fig. 3\(^2\) shows the tendencies of performance improvements of our proposed method with the 1-against-1 coding scheme over the other eight methods Orig, None, RUS, ROS, SMOTE, Cost, Bagging and Boosting, respectively. In this figure, the data sets are sorted in the increasing order of percentage of defective components, i.e., the descending order of imbalance rate.

Fig. 3 (a) shows the performance improvements of our proposed method with 1-against-1 over the binary classifiers with original data. From it we observe that with the decrease of the imbalance rate (i.e., the ascending of the percentage of defective components), the performance improvements get smaller for the classifiers except Naive Bayes. This means that our proposed method (i) can conspicuously improve the performances of the classifiers Random Forest, C4.5 and Ripper when no any imbalance data handling method is adopted especially for the highly imbalanced data; (ii) cannot improve the performance of Naive Bayes with original data regardless the imbalance rate.

Fig. 3 (b) shows the performance improvements of our proposed method with 1-against-1 over the multi-classifiers with balanced non-coding data. From it we observe that with the decrease of the imbalance rate, the performance improvements get smaller for all the four classifiers and even become negative for three of them. This means our proposed method (i) can conspicuously improve the performances of the four classifiers with balanced non-coding data for the highly skewed data even the data are balanced; (ii) generally cannot used for the classifiers with balanced data when the original imbalance rate is minor except C4.5, as these classifiers work well with the balanced or nearly balanced data. It also reveals that the data balancing method has two-sided effects: it can improve the predictions of Naive Bayes, Random Forest and Ripper when the imbalance rate is minor while cannot for highly skewed data. So it is recommended to use when the imbalance rate is small.

Figs. 3 (c)-(h) show the performance improvements of our proposed method with 1-against-1 over the binary classifiers with the data that preprocessed by the six conventional imbalance data handling methods RUS, ROS, SMOTE, Cost, Bagging and Boosting, respectively. From these figures we observe that:

- For the very highly skewed data with imbalance rate from 90% to 99.6% (i.e., the percentage of the defective components from 10% to 0.4%), our proposed method with 1-against-1 conspicuously improves the performances of the four classifiers with RUS, ROS, SMOTE, Cost, Bagging and Boosting, and the improvement increases with the increase of the imbalance rate except for Ripper with RUS and Cost and Random Forest with Cost. This reveals compared with the conventional methods, our proposed method is very effective for the highly skewed data in the context of software defect prediction.
- For the skewed data with imbalance rate less than 90%, our proposed method with 1-against-1 conspicuously improves the performances of the four classifiers with the five conventional methods RUS, ROS, SMOTE, Cost

\(^2\)For more clearly depicts the main content, the scale has been truncated.
and Boosting except for Naive Bayes with ROS and SMOTE, Random Forest with ROS and SMOTE, C4.5 with Cost and Boosting, and Ripper with Boosting. This means our proposed method generally outperforms the other methods, and some times other methods such as ROS and Boosting can effectively handle skewed data when the imbalance rate is not very high.

- **Our proposed method cannot improve the performances of the four classifiers with Bagging when the imbalance rate is smaller than 90%.** However, for the very highly skewed data, our method outperforms Bagging. This means the two methods are complementary. That is, for very highly imbalanced data, our method should be the first choice; otherwise, Bagging is a good alternative.

From the aforementioned observations and discussions we know that our proposed method with the 1-against-1 coding scheme can effectively deal with skewed data especially for the very highly imbalanced data.

**4) Statistical comparison results of the four learning algorithms with our proposed prediction method**

From the AUC of our proposed method with the four different learning algorithms we know that Random Forest performs best. In this subsection we intend to statistically confirm the conclusion.

Firstly, the Friedman test [67], which is based on the ranked performance rather than the actual performance estimates and therefore is less susceptible to outliers, was conducted to compare several different classifiers over multiple data sets. The p-value is 1.90E-12, which indicates the performance differences among the eight models are not random and therefore confirms the differences of AUC values are significant. Then a post hoc test was performed to identify which particular models significantly perform best, as suggested by Demsar [68]. This was accomplished by applying the Nemenyi test [69] at the significance level $\alpha = 0.05$. Fig. 4 shows the results of the Nemenyi test.

The critical difference is highlighted with a vertical dotted line in two cases. The left vertical line is associated with RandomForest_1−1, and all models right to this line perform significantly worse than RandomForest_1−1. The right vertical line is associated with Ripper_Orig, and all models left to this line perform significantly better than Ripper_Orig.

From Fig. 4 we observe that (i) RandomForest_1−1 obtains the rank of 1, and performs significantly better than five out of the seven models. (ii) RandomForest_1−1 almost significantly outperforms NaiveBayes_Orig, but Nemenyi’s test is unable to reject the null hypothesis that RandomForest_1−1 and NaiveBayes_Orig have the same average rank, which means that the performance differences between them are due to chance. However, it could also be caused by a Type II error as suggested by Lessmann et al. [38]; possibly the Nemenyi’s test doesn’t have enough power to detect the significant difference at $\alpha = 0.05$. In other words, the significant difference might be detected when $\alpha$ is slightly greater (i.e. $\alpha = 0.1$). (iii) RandomForest_1−1, Ripper_1−1, and C4.5_1−1 significantly outperform RandomForest_Orig, Ripper_Orig, and C4.5_Orig, respectively. This means that these binary classifiers could be improved effectively by our proposed method.

From the above results we can know that our proposed multi-class learning method to handle imbalance data via 1-against-1 coding is able to improve the performance of classifiers with original two-class data, and the Random Forest using the proposed method with 1-against-1 coding scheme performs best among the different models, though not significantly better than the C4.5 with the proposed method and Naive Bayes with the original binary data.

V. THREATS TO VALIDITY

One threat to validity is the data used to generate the experimental results. There might be some differences among the NASA data between our present study and other studies, which are possibly attributed to the different preprocessing methods employed in different studies, such as whether discarding the components with missing data or not. Recently Gray et al. [70] have questioned the quality of the NASA software defect data and therefore other defect data could be employed to validate our method.

The employed classification algorithms are another possible source of threat to validity. In our present study, we only employed four different kinds of classification algorithms. As is known to all, data mining is a large and dynamic field with large numbers of new data mining algorithms continually being developed. Thus we could not validate other classification algorithms for space limitation and we would encourage other researchers interested in our study to repeat our study with more classification algorithms.

VI. CONCLUSION

In this paper, we have presented a novel method to handle the class-imbalance data in software defect prediction. Different from the conventional sampling, cost-sensitive learning, and ensemble learning methods, the proposed method does not change the original class distribution, and does not suffer from
information loss or unexpected mistakes that may be caused by the conventional methods via increasing the majority instances or decreasing the majority ones.

The proposed method turns the class-imbalance binary classification into the balanced multi-class classification by randomly splitting the instances of the majority class into several smaller clusters. Three different coding schemes, which are 1-against-1, 1-against-all and Random Correction Code, were employed for this multi-class classification that performs essential ensemble learning and can improve the classification results effectively. The experimental results show that the 1-against-1 coding scheme significantly outperforms the other two coding schemes as well as no coding scheme.

We compared the proposed method with the conventional methods, such as sampling, cost sensitive learning, bagging and boosting, and four different types of base classifiers were employed. The experimental results on the 14 NASA data sets show that our proposed method significantly outperformed random under-sampling, random over-sampling, synthetic minority over-sampling, cost sensitive learning and boosting methods, and achieves comparable results to the bagging method. We find out that our proposed method can effectively handle skewed data especially the highly imbalanced data. We also conclude that the prediction performances of C4.5, Ripper and Random Forest are greatly improved while Naive Bayes is improved a little.

Future work will focus on generalizing our proposed approach to more domains suffering from class imbalance problems other than the domain of software defect prediction, which will help widen the usage of our proposed approach. In addition, we will also explore more basic classification algorithms with the use of our method for future study.

ACKNOWLEDGMENT

The authors would like to thank the editors and the anonymous reviewers for their insightful and helpful comments and suggestions. This work is supported by the National Natural Science Foundation of China under grant 61070006.

REFERENCES

Recognition SVMs?" in "Against all": Which one is better for handwriting recognition with 


B. Turhan and A. Bener, "Analysis of naive bayes' assumptions on soft-

"Benchmarking classification models for software defect prediction: A proposed frame-

"S. Lessmann, B. Baesens, C. Mues, and S. Pietsch, "Benchmarking clas-
sification models for software defect prediction: A proposed frame-


C. Steffert, T. Khoshgoftaar, J. Van Hulse, and A. Napolitano, "Rus-

N. V. Chawla, K. W. Bowyer, L. O. Hall, and W. P. Kegelmeyer, "S.


Y. Freund and R. Schapire, "Experiments with a new boosting algo-


A. Beygelzimer, J. Langford, and B. Zadrozny, "Weighted one-against-


J. Milgram, M. Cheriet, and R. Sabourin, "'one against one" or "one 
against all": Which one is better for handwriting recognition with svms?" in 10th International Workshop on Frontiers in Handwriting Recognition, 2006.


G. Bakiri, "Converting english text to speech: A machine learning 

R. Debath, N. Takahide, and H. Takahashi, "A decision based one-

C. Hsu and C. Lin, "A comparison of methods for multiclass support 


P. Domingos, "Metacost: A general method for making classifiers cost-
sensitive," in 5th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, 1999, pp. 155–164.


M. Friedman, "The use of ranks to avoid the assumption of normality 


P. Nemenyi, "Distribution-free multiple comparisons," Ph.D. disserta-
tion, Princeton University, 1963.


Zhongbin Sun received the BS degree in computer science from the Xi’an Jiaotong University, Xi’an, China, in 2010. He is currently a doctor student in the Department of Computer Science and Technolo-
gy, Xi’an Jiaotong University. His research focuses on software engineering and data mining.

Qinhao Song received the Ph.D. degree in computer science from Xi’an Jiaotong University, Xi’an, China, in 2001. He is currently a Professor of software technology in the Department of Computer Science and Technology, Xi’an Jiaotong University, where he is also the Deputy Director of the Department of Computer Science and Technology. He is also with the State Key Laboratory of Software Engineering, Wuhan University, Wuhan, China. He has authored or coauthored more than 80 referred papers in the areas of machine learning and software engineering.

Xiaoyan Zhu received her MS degree in computer science and technology from Xi’an Jiaotong University, Xi’an, China, in 2008. She is currently a Ph.D. candidate at Xi’An Jiaotong University, Xi’an, China. Her research interests include software engineering and data mining.