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Abstract  

Similarity measures play significant roles in machine learning and signal processing . 

In recent years, some new similarity measures were proposed, which are defined as  

certain distances in kernel space. Typical examples include the Information Potential 

(IP), Cross Information Potential (CIP), Cauchy-Schwartz Divergence, Correntropy, 

and so on. In particular, the Correntropy as a nonlinear and local similarity measure is 

directly related to the probability of how similar two random variables are in a 

neighborhood of the joint space, controlled by the kernel bandwidth, which also has 

its root in Renyi's entropy (hence the name “Correntropy"). Since Correntropy 

(especially with a small kernel bandwidth) is insensitive to outliers, it is naturally a 

robust cost for signal processing and machine learning. The Correntropy Induced 

Metric (CIM) as a nice approximation of the l0 norm can also be used as a sparsity 

penalty in sparse learning. This talk will give an overview of several similarity 

measures in kernel space, with a particular emphasis on Correntropy. The applications 

to robust regression, adaptive filtering, system identification, and deep learning will 

be discussed.    
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