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Recap: What is Al ?

Artificial intelligence (Al) is intelligence exhibited
by .In scignce, the field of Al
research defines itself as-the study of "

": any device that,perceives its environment and
takes actions that maximize its chance of success at
some goal.

--- from Wikipedia



Agents :

B An agent(Software/Hardware) is anything that can be viewed as
perceiving its environment through Sensors and acting upon that
environment though actuators.

® Human agents: eyes, ears, and other organs for sensors;
hands, legs, mouth and other'body parts for actuators.

® Robotic agents: cameras and.infrared range finders for sensors;
Various motors for actuators

Xianer Robot monk Rethink Robotics



Beyond the Human Senses -
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Sensors for Robotics and Drones
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Acceleration :The speed of technology change doubles every technology shift




Why Self-driving Car has the potential to| 2
outperform Human Driver

Night vision
- Pedestiffan Manimal detection a

Long range radar LIDAR

Active Cruise Control 3D mapping of surroundings

aptivn

Coness Conieol

Short range radar
Front & rear car parking |

Dead reckoning sensors

B Long-Range Radar Odometry
W LIDAR
Camesa
W Shert-Mediam-Range Rada ‘]
Ultra sound
Parking, SR pedestrian & . CMO‘S Image Sgnsors
obstacle detection Blind spot, side view (mirrorless cars),
accident recorder, rear, park assist
Stereo cameras: direction & distance for
LDWS & traffic signs recognition
[
Still has a long way to go ...... 6

e.g. Traffic Infrastructure, Legal issue, Computing capability



Why Self-driving Car has the potential to
outperform Human Driver

Pioneer 7t 5 L AL F 5




Agents and Environment

Sensors

percepts

actions

actuators

Agents include-humans, robots, softbots, thermostats, etc.
The agent function maps from percept sequences to actions

[£ P* > A]

The agent program is the implementation of the produce f
Agent = Architecture + program



Agents functions and programs

B An agent is completely specified by the agent function mapping
percept sequences to actions (Formulation)

B One agent function (or a small equivalence class) is rational

B Aim: find a way to implement the rational’agent function concisely

For example: Table-lookup Agent

\input{algorithms/tablesagent-algorithm}

Drawbacks:
> Huge table (Memory)
> Take a long time to build the table
> No autonomy
> Even with learning, need a long time to learn the table entries
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Vacuum Cleaner

A B Percepts: Location and Content
e.g. [A, Dirty].
a Actions: “Turn left Turn Right,
ooore ; Suck, NoOp

REFLEX-VACUUM-AGENT(location, status)

if status == Dirty
return Suck

elseif location == A
return Right

elseif /ocation ==
return Left

Y O W@ N =

=T —er



A Vacuum-cleaner Agent

t(1)

t(i+1)

t(i+2)

Percept Sequence Action
A, Clean] Right
A,Dirty] Suck
B,Clean] Left
B,Dirty] Suck

“TACleanki[ACiean] 7 Q[N Right
A,Clean],[A,Dirty]

[A,Clean},[A,Clean],[A,Clean]
[A,Clean);[A,Dirty],[A,Dirty]

B What is the right way? (Look up Table or a small agent program ?)

B What makes an agent good or bad, intelligent or stupid ?



Rationality

B Fixed performance measure evaluates the environment sequence
» one point per square cleaned up in time T?

> one point per clean square per time step, minus one.per move?
> penalize for > k dirty squares?

B A rational agent chooses whichever action maximizes the expected
value of the performance measure given-the percept sequence to date
and whatever built-in knowledge the agent has.

B Rational # omniscient s . Teslacrash: howit happened
percepts may not supply all relevant information p&== T
and all-knowingwith infinite knowledge o

m Rational # clairvoyant
action outcomes may not be as expected

B Hence, rational # successful

B Rational >> Information gathering,

exploration, learning, autonomy

Tasla‘s accident@2016



Some Cold Water: Tesla Autopilot
Misclassifies Truck as Billooard

velaar

e v . pt - >
T FEIEERNTTRRNEEN o n..--‘ﬂ":iﬁim
A dl INVESTIGAT! NT AUTOPILOT |obc
~oCA|_INVESTIGATION FOCUSED ON TESLA |8bc Bt

B W ™ T -

Problem: Why? How can you trust a

blackbox?
13



A Smart Vacuum-cleaner Agent




PEAS

To design a rational agent, we must specify the

Agent Type erformance nvironment ctuators
Measure




PEAS 2

To design a rational agent, we must specify the task‘environment.

e el 3{i) Laser Eiad




PEAS 2

To design a rational agent, we must specify the task environment.




Environment Types

Fully observable (vs. partially observable): An agent's sensors give
it access to the complete state of the environment at each point in

time.

Deterministic (vs. stochastic): The next state of the environment is
completely determined by the current state and the action

executed by the agent. (If the environment is deterministic except
for the actions of other agents, then the environment is strategic)

Episodic (vs..séquential): The agent's experience is divided into
atomic "episodes” (each episode consists of the agent perceiving
and then performing a single action), and the choice of action in
each episode depends only on the episode itself.



Environment Types

Cognitive Architecture Group

Xian J ia’ University




Environment Types :

Static (vs. dynamic): The environment is unchanged.while an agent
is deliberating. (The environment is semi-dynamic if the
environment itself does not change with the 'passage of time but
the agent's performance score does)

Discrete (vs. continuous): A limited number of distinct, clearly
defined percepts and actions.

Single agent (vs. multiagent): An agent operating by itself in an
environment.



Environment Types .

AL )
| Chess | Go | Vehicle | lmage analysis

A compatiive ‘ o singe
: | Discrete  Continuous  Discrete
\
B The environment type largely determines the agent design

B The real world is always partially observable, stochastic,
sequential, dynamic, continuous, multi-agents.




Agent Types

Four basic types in order of increasing generality
B Simple reflex agents.

B Model-based agents.
B Goal-based agents.

m Utility-based agents.

All these can be turned into learning agents



Simple Reflex Agent

/Agent R

Sensors —=

What the world
is like now

What action |
should do now

}

'@onditioﬂ—ac‘cion rules

' i
Q 1uamumgnu?3

: ! !\ Actuators /

state = INTERPRET-INPUT(percept)
rule = RULE-MATCH(state, rules)
action = rule.action

return action




Simple Reflex Agent -

Reflex-Vacuum-Agent is a simple reflex agent.
Actions rely purely on condition-action rules:
if condition then action.
Also called memory-less or state-less
Works only if the correct decision-can be made on the basis of only
the current percept.
Works only if the environment is fully observable.
Often trapped in.infinite loops if the environment is partial
observable.



Model-Based Agent

4 e

@Vhat my actions do

Condition—actien rules

@ow the world evolve@—»

S . #\&\‘

—

S~
N Sensors =

Goae

N

What the world
is like now

A\

What action |
should do now

l

' >
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Actuators

MODEL-BASED-REFLEX- AGENT( percept)

rule = RULE-MATCH(state, ru
action = rule.action
return action

S0 N =

les)

state = UPDATE-STATE(state, action, percept, model)

T

ey



Model-Based Agent -

® Handle partial observability by keepingtrack of the part of
the world it can’t see now.

B Maintain internal states to model the world.

B The model of the world ‘represents the agent’s best
guess(or prediction), can’t be exact.

B Internal states can'also be used to maintain the status of
the agent instead of the world.



Goal-Based Agent

- TS

@ow the world evolves

@Vhat my actions do

omom ST
Comoe NPT

"
(\Q@é

k gent

What the world
is like now

—

What'it will be like
if hdo action A

|

What action |
should do now

l

JUSWUOIIAUT

Actuators >

B Instead of using condition-action rules, the agent uses goals to decide

what action it does.

B Search (Chapters 3, 4 and 5) and Planning (Chapters 10 and 11).



Utility-based Agent
T N

N Sensors = ‘

\

What the world
(How the world evolves s fikeaiol ’l

. % N
What it will be like

if.| doaction A
—

@Vhat my actions do
How happy | will be
in such a state

Utility
O ;
What action |
Q | should do now

JUSWIUOIIAUT

& ent Actuators

m Utility function: Happiness of the agent.
B Maximizing the expected utility.




Learning Agents

Performance standard

[

QQgent

G

Critic

feedback

Learning
element

learning
goal

Problem
generator

chang ((\

Sensors -w-—

X\
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Performance
element
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Actuators

B Learning from rewards (or penalty).
B Learning techniques form another field called machine learning.

</



Three ways for representation |:

man.O.
OHU..OO

(a) Atomic (b) Factored (b) Structured

m Atomic representation: a state (such as B or C) is a black box with no
internal'structure;

B Factored representation: a state consists of a vector of attribute values;
values can be Boolean, real-valued, or one of a fixed set of symbols.

m Structured representation: a state includes objects, each of which may

have attributes of its own as well as relationships to other objects.



Summary -

Agents interact with environments through actuators and sensors.
The agent function describes what the agent does'in all
circumstances.
The performance measure evaluates.the environment sequence.
A perfectly rational agent maximizes expected performance.
Agent programs implement{(some) agent functions.
PEAS descriptions define task environments.
Different environments & agent types.
> observable? deterministic? episodic? static? discrete? single-agent?
> reflex, reflex with state, goal-based, utility-based, learning agents
All agents can improve their performances through learning.



