Self-Paced Co-training

FanMa' DeyuMeng”' QiXie! ZinaLi' Xuanyi Dong?

In this supplementary material, we present the condition of
e-expanding with respect to the proposed serial co-training
process, and give the proof that SPaCo is an efficient PAC
learning algorithm if such condition is satisfied.

Notation and Definition: We assume that examples are
drawn from some distributions D over an instance space
X = X; x Xy, where X; and X5 correspond to two
different “views” of examples. Let ¢ denote the target
function, and let X and X~ (for simplicity we assume
we are doing binary classification) denote the positive and
negative regions of X, respectively . For ¢ € 1,2, let
X" ={z; € X; : ¢;(x;) = 1}, so we can think of X
as X; x X ,and let X; = X; — X;. Let D* and D~
denote the marginal distribution of D over X+ and X,
respectively.

For S1 € X7 and S5 C X, let boldface S; denote the
event that an example (z1,x2) has z; € S;. The P(S})
denotes the possibility mass on example for which we are
confident under i*"* view in the n*" training round. Be-
low we give the definition of e-expanding affixing marks of
training round.

Definition 1 (Balcan et al., 2004) Let X denote the pos-
itive region and D% denote the distribution over X, and
X;(i = 1,2) is the training data set in the i*" view. For
S1 C Xy and Sy C Xo, the DT is e-expanding if the fol-
lowing inequality holds:

P(Sl EBSQ) > ETILZTL(P(Sl /\SQ),P(gl /\SE)), (1)

where P(S1 A S3) denotes the probability of examples for
being confident in both views, and P(S1 @® S3) denotes
the probability of examples for being confident in only one
view.

To present training order of classifier under each view, we
add superscript for distinguishing the order of iteration.
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Definition 2 D is e-expanding in the serial training pro-
cess if

P(S} @ Sg:il) > emin(P(Sg:il ASY), P(Sg:il /\STL))
2

This e-expanding definition is the same as that defined in
(Balcan et al., 2004) except for the round mark in each
view. When D7 satisfies e-expanding in every training
round and there are sufficient unlabeled instances, classi-
fiers under each view can acquire arbitrary accuracy with
probability 1 — § after enough training rounds as described
in Theorem 1.

Theorem 1 Let €¢;y, and 0 ¢;y, be the desired accuracy and
confidence parameters. Suppose that serial e-expanding
condition is satisfied in each training round, then we can
achieve error rate € 3, with probability 1 —6 t;y, by running
the SPaCo for N = O(%loqu%'i_%piiu ) rounds, each time
running algorithm A1 and dlgbrithm Ay with accuracy and

“€fin Ofin :
confidence parameters set to % and =3 respectively.

Similar to proof in (Balcan et al., 2004), we begin by stating
two lemmas that will be useful for the analysis. For both
lemmas, let S]* C X;r , and all probabilities are with the
respect to D7

Lemmal Suppose P(S3_, AS?™1) < P(Sy_, ASI'1),
P(S5_,|S5_; v S > 1— £ and P(S}T|Sy_; v
SITh) > 1—£, then P(S}T ASE_) > (14 5)P(S5_; A
SHE
Proof

P(Si ASE)

= P(S?—H? Sg—z v S;l_l) + P(Sg—iv Sg—? \ S:’L_l)

— P(S3_,vS;TY)
> (1= D+ P(Si_ AS; )

> (14 5)P(S5 AS! )
3)

Lemma2 Suppose P(S%_,AS'™1) > P(S;_;ASI 1) and
lety =1— P(Sy_; ASP™Y), if P(SPHY sy, vsyh) >

— % and P(S5_;|S5_;VS] ™) > 1=, then P(S7™' A
Si_:) > (L+§)P(Sy_; ASP ™)
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Proof
y=P(S5_ ;@S )+ P(S5_, ASh
> (14 ¢)P(ST, AS] ) )
> (1+€)(1—P(Sy_; VS

From inequality 4 we can get P(S5_,VSI'™!) > 1 — -
Thus

PSP AST ) > (1— 201 - 2
(817 2850 2 (1- )0 - 11

> (1-7)(1+ %) 5)

> (1+ )PS5 AS]Y

From Lemma 1 and Lemma 2, we present that with fine
tuned confidence condition, classifiers trained in a serial
way possess same character compared with classifiers built
paralleled after each iteration. Therefore, we conclude
that with the modified e-expanding condition fulfilled, after
same number of iterations, classifiers trained serially can
achieve same error rate with same confidence as shown in
the original e-expanding theorem (Balcan et al., 2004).
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