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SUMMARY

An adaptive variational multiscale method for the Stokes equations is presented in this paper. We solve
the coarse scale problem on the coarse mesh and approximate the fine scale solution by solving a series
of local residual equations defined on some local fine grids, which can be implemented in parallel. In
addition, we also propose a reliable local a posteriori error estimator and construct an adaptive algorithm
based on the corresponding a posterior error estimate. Finally, numerical examples are presented to verify
the algorithm. Copyright © 2012 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The incompressible Stokes equation is a basic and model problem in computational fluid dynamics.
The a posteriori error estimation for finite element approximations to this problem has been
studied by many researchers (see, e.g., [1–5]). Adaptive finite element methods based on rigorous a
posteriori error estimators are efficient in the simulation of problems with various singularities.

The variational multiscale (VMS) method, proposed by Hughes and his co-authors [6,7], has been
widely used in computational fluid and solid mechanics. Its main idea is the scale decomposition,
and its difficulty lies in computing a fine scale solution which has nonlocal effect on the coarse
scale solution. To overcome such a difficulty, Layton [8], Kaya, and Riviere [9], and John and Kaya
[10] construct an appropriate subspace depending on the coarse scale and on an additional viscosity
stabilized parameter in order to model the effect between the fine and the coarse scales. Following
this idea, Zheng and his co-authors [11–13] improve this method based on the Gauss integration.
Alternatively, Larson and M Palqvist [14] localize the fine scale variational equation over patches of
elements through a partition of the unity. Moreover, they derive an a posteriori error estimator in
order to improve the reliability of the localization, and their method is also applied to mixed finite
element methods [15].

The purpose of this paper is to develop an efficient a posteriori error estimator based on the local
fine scale equations for the VMS finite element approximation to the Stokes equation. It is important
to note that the fine scale solution may be regarded as not only a correction but also a residual of the
coarse scale solution. Therefore, it is natural to use the energy norm of the fine scale approximation
as an a posteriori error estimator for the coarse scale approximation. Obviously, there is no additional
computation cost for such an estimator, and hence, the corresponding adaptive algorithm is efficient.
It saves times and memories of the computer to solve a problem. In this paper, by the virtue of the a
posteriori error estimation, we show theoretically and numerically that this estimator is dominante.
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1370 L. SONG, Y. HOU AND H. ZHENG

This paper is organized as follows. Section 2 briefly introduces the Stokes equation, and Section 3
describes the VMS method and the error estimator based on the numerical realization of the method.
Representative numerical examples are carried out in Section 4 to show the efficiency of the method.
We will conclude our presentation in Section 5 with a few comments and possible future research
topics as well.

2. MODEL PROBLEM

Consider the homogeneous Dirichlet boundary value problem for the Stokes equations8<
:
���uCrp D f in �,

r � uD 0 in �,
uD 0 on � ,

(1)

where��Rd , d D 2 or 3, represents a polygonal domain with the Lipschitz continuous boundary
� D @�; f is a prescribed body force; u and p denote the velocity field and the pressure,
respectively; and � > 0 is the kinematic viscosity.

First, we introduce some notations. Set Y D X �M , where X DH 1
0 .�/

d and M is a subspace
of L2.�/ defined by

M D L20.�/D

²
q W q 2 L2.�/,

Z
�

qdx D 0

³
.

The scalar product and the induced norm inM are denoted by the usual L2 inner product and k � k0,
whereas the scalar product and the induced norm in X are denoted by ..u, v// D .ru,rv/ and
k � k1, respectively.

Then, the weak formulation for Equation (1) reads as follows: find .u,p/ 2 Y satisfying

B..u,p/I .v, q//D .f , v/ 8.v, q/ 2 Y , (2)

with

a.u, v/D �..u, v//, d.v, q/D .r � v, q/,

B..u,p/I .v, q//D a.u, v/� d.v,p/C d.u, q/.

It is well known that Y satisfies the following inf-sup condition for a certain constant ˇ0:

inf
q2M

sup
v2X

.q,r � v/

k q k0k v k1
> ˇ0 > 0. (3)

We now consider the finite element approximation to the Stokes equations in (1). Let �h be a
regular triangulation of the domain � and define the mesh parameter

hD max
T2�h
¹diam.T /º.

We choose the conforming velocity-pressure finite element space Yh D Xh �Mh � Y satisfying
the discrete inf-sup condition

inf
qh2Mh

sup
vh2Xh

.qh,r � vh/

k qh k0k vh k1
> ˇ > 0, (4)

where ˇ is a positive constant independent of h. Examples of such compatible spaces are the
mini-element spaces [16], and the Taylor–Hood spaces [17].

Then, the Galerkin finite element discretization of (2) is given by the following: find .uh,ph/ 2 Yh
satisfying

B..uh,ph/I .vh, qh//D .f , vh/, 8.vh, qh/ 2 Yh. (5)

Copyright © 2012 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2013; 71:1369–1381
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3. THE VARIATIONAL MULTISCALE METHOD

We use the VMS method proposed by Hughes [6, 7] to deal with the Stokes equations. We start by
decomposing the solution space Y D Yc ˚ Yf , where Yc is the coarse scale subspace and Yf is the
fine scale subspace. According to this space decomposition, the variational formulation Equation (2)
yields the following coupled system of the following two subproblems: find .uc ,pc/ 2 Yc and
.uf ,pf / 2 Yf such that´

B..uc ,pc/I .v, q//CB..uf ,pf /I .v, q//D .f , v/ 8.v, q/ 2 Yc ,

B..uc ,pc/I .v, q//CB..uf ,pf /I .v, q//D .f , v/ 8.v, q/ 2 Yf .
(6)

Now choose different compatible finite element spaces YH and Yh to approximate the coarse scale
space Yc and the fine scale space Yf , respectively. The corresponding mesh parameter h is much
smaller than H . Then, the finite element approximation of Equation (6) reads as follows: find�
uHc ,pHc

�
2 YH and

�
uh
f

,ph
f

�
2 Yh such that8<

:
B
��
uHc ,pHc

�
I .v, q/

�
CB

��
uh
f

,ph
f

�
I .v, q/

�
D .f , v/ 8.v, q/ 2 YH , .a/

B
��
uh
f

,ph
f

�
I .v, q/

�
CB

��
uHc ,pHc

�
I .v, q/

�
D .f , v/ 8.v, q/ 2 Yh. .b/

(7)

It is clear that the much smaller size h leads to a quite larger linear system for the fine scale problem.
To improve the computational efficiency of this large system, we approximate the fine scale problem
Equation (7)(b) based on the localized Dirichlet problems.

3.1. Approximation of the fine scale problem based on localized Dirichlet problems

We use the method described by Larson [14] to decouple and localize the fine scale problem
Equation (7)(b) for the Stokes equations.

We adopt the linear, Lagrange, basis functions ¹�iºi2N on �H to be a partition of unity, where
N is the set of coarse nodes on the mesh �H . For i 2 N , we denote by S i1 the support of the basis
function �i . Let k 2N, define nodal patches of k�th order S i

k
by

S ik WD [
®
T 2 �H jT \ NS

i
k�1 ¤ ;

¯
k D 2, 3, 4, � � � .

Figure 1 shows the nodal patches of k-th order .k D 1, 2, 3/. Each patch is uniformly refined with
the mesh parameter hD H

4
.
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Figure 1. From left to right: nodal patches of k-th order .k D 1, 2, 3/ with refinement.
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We choose S i
k

as the local domain !i about i 2 N . On each local domain !i , we define the fine
scale solution space Y i

h
by Y i

h
DX i

h �M
i
h
, where

X i
h WD

°
w 2

�
H 1
0 .!i /

�d
\Xhj!i

±
,

and

M i
h WD

®
q 2 L20.!i /\Mhj!i

¯
.

Then, the approximation of the fine scale equation on each !i reads as follows: find
�
uh
f ,i ,p

h
f ,i

�
2

Y i
h

such that

B
��
uhf ,i ,p

h
f ,i

�
I .v, q/

�
D .f , v�i /�B

��
uHc ,pHc

�
I .v�i , q�i /

�
8.v, q/ 2 Y ih . (8)

In conclusion, the VMS method for the Stokes equations reads as follows:

Find
�
uHc ,pHc

�
2 YH and

�
uh
f ,i ,p

h
f ,i

�
2 Y i

h
such that8̂<

:̂
B
��
uHc ,pHc

�
I .v, q/

�
CB

��
Ouh
f

, Oph
f

�
I .v, q/

�
D .f , v/ 8.v, q/ 2 YH , .a/

B
��
uh
f ,i ,p

h
f ,i

�
I .v, q/

�
D .f , v�i /�B

��
uHc ,pHc

�
I .v�i , q�i /

�
8.v, q/ 2 Y i

h
, .b/

(9)

where
�
Ouh
f

, Oph
f

�
D
P
i2N

�
uh
f ,i ,p

h
f ,i

�
. Then the final numerical solution is

.U ,P /D
�
uHc ,pHc

�
C
�
Ouh
f

, Oph
f

�
.

3.2. The a posteriori error estimate based on the variational multiscale method

We define two special finite element spaces.

Y i
h
.!i /: the restriction of the whole finite element space Yh on the local domain !i . This space is

identical to Y i
h

without the necessary zero boundary condition on @!i .
Y i
h
.@!i /: the restriction of Y i

h
.!i / on the boundary @!i .

We use the graph norm jjj.v, q/jjj2 D jjvjj21C jjqjj
2
0 8.v, q/ 2 Y .

Theorem 3.1
Let .u,p/ 2 Y be the solution of the Stokes equations in (2) and

�
uHc ,pHc

�
be the approximate

solution of the Galerkin finite element method. Then, the error satisfies

jjj
�
u� uHc ,p � pHc

�
jjj6 c

X
i2N

Bhf ,i C jjj
�
Ouh
f

, Oph
f

�
jjj. (10)

Here, Bh
f ,i D

�
jj Nuhf ,i jj

2
1
2 ,@!i

C jj Nph
f ,i jj

2
1
2 ,@!i

	 1
2

, and
�
Nuhf ,i , Np

h
f ,i

�
2 Y i

h
.@!i / is the piecewise

polynomial defined on @!i that uniquely solves�
Nuhf ,i , v

�
@!i
C
�
Nphf ,i , q

�
@!i
D .f , v�i /�B

��
uHc ,pHc

�
I .v�i , q�i /

�
�B

��
uhf ,i ,p

h
f ,i

�
I .v, q/

�
,

(11)
for all .v, q/ 2 Y i

h
.!i /.

Proof
We can rewrite the Stokes equation (2) as follows.

B
��
u� uHc ,p � pHc

�
I .v, q/

�
CB

��
uHc ,pHc

�
I .v, q/

�
D .f , v/ 8.v, q/ 2 Y . (12)
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For any .v, q/ 2 Yh � Y , following Equation (11) and Equation (12), we obtain,

B
��
u� uHc �

Ouh
f

,p � pHc �
Oph
f

�
I .v, q/

�

D .f , v/�B
��
uHc ,pHc

�
I .v, q/

�
�B

��
Ouh
f

, Oph
f

�
I .v, q/

�

D
X
i2N

.f , v�i /�B
��
uHc ,pHc

�
I .v�i , q�i /

�
�B

��
uhf ,i ,p

h
f ,i

�
I .v, q/

�

D
X
i2N

�
Nuhf ,i , v

�
@!i
C
�
Nphf ,i , q

�
@!i

.

By the virtue of the inf-sup condition (4),

jjj
�
u� uHc �

Ouh
f

,p � pHc �
Oph
f

�
jjj

6 2ˇ�1 sup
.v,q/2Yh

B
��
u� uHc �

Ouh
f

,p � pHc �
Oph
f

�
I .v, q/

�
jjj.v, q/jjj

6 2ˇ�1
j
P
i2N

�
Nuhf ,i , v

�
@!i
C
�
Nph
f ,i , q

�
@!i
j

jjj.v, q/jjj
. (13)

The use of the trace inequality gives

j
X
i2N

�
Nuhf ,i , v

�
@!i
C
�
Nphf ,i , q

�
@!i
j

6
X
i2N

�
jj Nuhf ,i jj 1

2 ,@!i
jjvjj 1

2 ,@!i
C jj Nphf ,i jj 1

2 ,@!i
jjqjj� 12 ,@!i

�

6 c
X
i2N

�
jj Nuhf ,i jj 1

2 ,@!i
jjvjj1,!i C jj Np

h
f ,i jj 1

2 ,@!i
jjqjj0,!i

�
(14)

6 c
X
i2N

�
jj Nuhf ,i jj 1

2 ,@!i
C jj Nphf ,i jj 1

2 ,@!i

�
.jjvjj1C jjqjj0/.

Using Equation (13), Equation (14) and triangle inequality yields

jjj
�
u� uHc ,p � pHc

�
jjj6 jjj

�
u� uHc �

Ouh
f

,p � pHc �
Oph
f

�
jjj C jjj

�
Ouh
f

, Oph
f

�
jjj

6 c
X
i2N

Bhf ,i C jjj
�
Ouh
f

, Oph
f

�
jjj.

Here, Bh
f ,i D

�
jj Nuhf ,i jj

2
1
2 ,@!i

C jj Nph
f ,i jj

2
1
2 ,@!i

	 1
2

. �

Remark
Note that the right hand of Equation (11) is equals to zero, for all .v, q/ 2 Y i

h
. That is because

the local homogenous Dirichlet subproblem Equation (8) holds. Hence, in terms of calculation,
Equation (11) is a linear system with a mass matrix defined on the boundary of the local domain !i .

It is the fact that
�
Nuhf ,i , Np

h
f ,i

�
is closely related to the normal derivative of the fine scale solution�

uh
f ,i ,p

h
f ,i

�
on the boundary of the local domain !i . The quantity

�
Nuhf ,i , Np

h
f ,i

�
could be interpreted

Copyright © 2012 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2013; 71:1369–1381
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as a variational approximation of n �
�
�ruh

f ,i C Ip
h
f ,i

�
, see [18]. Bh

f ,i will decrease as the size of

the local domain increases. Because of such property, we could use this parameter to decide the size
of the local domain.

Once the size of the local domain is decided, we use the energy norm of the fine scale
approximation as the local error estimator �T . More precisely, we define the error estimator
as follows

�T WD jjj
�
Ouh
f

, Oph
f

�
jjjT D

 
jj
X
i2N

uhf ,i jj
2
1,T C jj

X
i2N

phf ,i jj
2
0,T

! 1
2

,

where
�
uh
f ,i ,p

h
f ,i

�
is the solution of Equation (9)(b) and the subscript T of the norm means the

integration over the element T on the coarse mesh �H .

Moreover, we can define the global error estimator �D
®P

T2�H
�2T
¯ 1
2 .

4. NUMERICAL RESULTS

In this section, three experiments are presented to verify the efficiency and the reliability of the
adaptive VMS method.

The algorithm in all experiments is implemented by the public finite element software
FreefemCC [19]. Now, we state the adaptive algorithm for the VMS method.

� Step 1. Given the mesh �jH , calculate a solution
�
u
j
H ,pjH

�
by solving the problem Equation (5)

with the standard Galerkin finite element method.
� Step 2. Replace

�
u
H ,j
c ,pH ,j

c

�
in the right hand of Equation (9)(b) with

�
u
j
H ,pjH

�
and calcu-

late a series of solutions
�
u
h,j
f ,i ,p

h,j
f ,i

�
.i 2 N / by solving the local residual linear equations

Equation (9)(b).

� Step 3. Calculate Bh,j
f ,i for each i 2 N . For the large value in

°
B
h,j
f ,i

±
i2N

, increase the size of

the corresponding local domain !i , and resolve the corresponding problem Equation (9)(b) on
the extended domain.

� Step 4. Calculate
�
u
H ,j
c ,pH ,j

c

�
by solving the problem Equation (9)(a) with

�
O
u
h,j
f

,
O

p
h,j
f

	
D

P
i2N

�
u
h,j
f ,i ,p

h,j
f ,i

�
and update the solution .U j ,P j /D

�
u
H ,j
c ,pH ,j

c

�
C

�
O
u
h,j
f

,
O

p
h,j
f

	
.

� Step 5. Calculate the error estimator �j D

²P
T2�

j
H

jj
O
u
h,j
f
jj21,T C jj

O
p
h,j
f
jj20,T

³ 1
2

. Go to Step 6

or stop if �j reaches the desired tolerance �s .

� Step 6. Generate a new mesh �jC1H by the refinement strategy in [19] based on the error
estimator �j . Go back to Step 1.

4.1. A singular problem

The example is a singular problem in a circular segment with the radius 1 and the angle 2	 . We
consider � as a disk of the radius 1 with a crack joining the center to the boundary as presented in
[1, 12]. The exact velocity uD .u1,u2/ and the pressure p are given as follows:

u1 D 1.5r1=2.cos.0.5
/� cos.1.5
//,

u2 D 1.5r1=2.3sin.0.5
/� sin.1.5
//,

p D�6r�1=2cos.0.5
/,

Copyright © 2012 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2013; 71:1369–1381
DOI: 10.1002/fld
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where .r , 
/ is a polar representation of a point in the disk. It is clear that the pressure p is singular
at the end of the crack, that is, at the center of the disk. Hence, we expect that the refined meshes
appear here.

The adaptive mesh refinement starts with the initial mesh �0
h

as shown in the left part of Figure 2.

The algorithm provides a series of adaptive meshes
°
�
j

h

±
jD1,2,3

in Figures 2 and 3. It shows that

the adaptive algorithm introduces mesh refinements along the end of the crack, where the pressure
is singular. On the other hand, the algorithm decides to increase the size of the local domain !i
in the nodes marked with red dots in all mesh figures. This indicates that the normal derivative of�
uh
f ,i ,p

h
f ,i

�
on the red dot is not good enough to approximate the fine scale solution on the local

domain’s boundary. So, it decides to enlarge the corresponding local domain to improve the approx-
imation. In addition, we note that the red dots are almost around the end of crack where the
singularity arises.

Figures 4–7 show the pressure level lines on the related adaptive meshes. It is clear that the
pressure based on the VMS method is more smooth than that based on the standard Galerkin method.

In Tables I and II, we list the convergence analysis and the efficiency ratio for both the uniform
and the adaptive cases. Next, we introduce some notations in both tables.

� Type ‘G’ means that the standard Galerkin finite element method and ‘VMS’ denotes the
variational multiscale method.
� DOF j (Degree Of Freedom) is the number of elements required by the numerical methods on

the related iteration j .
� &

j
r denotes the relative L2 velocity error on the related iteration j .

� �
j
r means the relative H 1 velocity error on the related iteration j .

� "
j
r denotes the relative L2 pressure error on the related iteration j .

� e
j
r means the relative graph norm of the velocity and the pressure error on the related

iteration j .

Figure 2. Left: The initial mesh �0
h

; Right: The first adaptive mesh �1
h

.

Figure 3. Left: The second adaptive mesh �2
h

; Right: The third adaptive mesh �3
h

.

Copyright © 2012 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2013; 71:1369–1381
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Figure 4. The pressure level line on �0
h

with the Galerkin method (left) and the VMS method (right).
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Figure 5. The pressure level line on �1
h

with the Galerkin method (left) and the VMS method (right).
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Figure 6. The pressure level line on �2
h

with the Galerkin method (left) and the VMS method (right).

� Ej WD �j =jjj
�
u� u

j
H ,p � pjH

�
jjj is the effective index, that is, the ratio between the

estimated error and the standard Galerkin approximation error.

� Ratio means the experimental order of the convergence. Ratio WD
2log

�
e
j
r =e

j�1
r

�
log

�
DOF j�1

DOF j

� .
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Figure 7. The pressure level line on �3
h

with the Galerkin method (left) and the VMS method (right).

Table I. The convergence analysis and the efficiency ratio for a sequence of adaptive meshes.

j DOF j Type &
j
r Ratio �

j
r Ratio "

j
r Ratio e

j
r Ratio Ej

0 182 G 0.07781 0.35563 0.72798 0.61214 0.35935
VMS 0.04644 n 0.25055 n 0.48230 n 0.40898 n

1 396 G 0.04427 0.27514 0.46455 0.40242 0.50616
VMS 0.01487 2.92 0.15175 1.28 0.21739 2.04 0.19479 1.89

2 866 G 0.02105 0.19263 0.26203 0.23775 0.66006
VMS 0.00448 3.06 0.08825 1.38 0.10341 1.89 0.09786 1.75

3 2016 G 0.00922 0.12752 0.14457 0.13826 0.81292
VMS 0.00372 0.44 0.05081 1.31 0.05709 1.41 0.05476 1.37

VMS, variational multiscale.

Table II. The convergence analysis and the efficiency ratio for a sequence of uniform meshes.

j DOF j &
j
r Ratio �

j
r Ratio "

j
r Ratio e

j
r Ratio

0 100 0.07917 n 0.35818 n 0.74005 n 0.62147 n
1 1588 0.03787 0.52 0.24771 0.26 0.39287 0.45 0.34436 0.21
2 4876 0.02585 0.68 0.20563 0.33 0.28834 0.54 0.25967 0.25
3 9980 0.01991 0.73 0.18184 0.34 0.23673 0.54 0.21727 0.24

As shown in Table I, the VMS method is much more accurate than the standard Galerkin method.
Moreover, Ej increases from 0.35 to 0.8 successively. It shows the good quality of this estimator
according to the definition of Ej . On the other hand, Table II shows that the uniform case does
not derive a good approximation. It takes much more meshes but provides low ratios. However, the
adaptive strategy obtains much better approximation with high ratios efficiently.

4.2. The Stokes flow over a step

The flow over a step is a benchmark problem which possesses the corner singularity. We consider
the Stokes flow over a step with the small viscosity � D 1.0e � 3. The computational domain
is given by � D Œ0, 4� � Œ0, 1� � Œ1.2, 1.6� � Œ0, 0.4�. The inflow at x D 0 is the parabolic flow
u D .4y.1 � y/, 0/, whereas the outflow is the natural boundary condition. Moreover, the flow is
enforced with the Dirichlet boundary condition uD .0, 0/ at the upper and lower boundaries. In this
case, singularities arise at the step from the re-entrant corners. We expect that the adaptive strategy
can refine these regions to avoid the numerical oscillation.

Figure 8 presents the successive adaptive refined meshes. The mesh refinement appears near the
two corner of the step after a series of adaptive iterations. This meets the problem’s requirement.
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DOI: 10.1002/fld



1378 L. SONG, Y. HOU AND H. ZHENG

Figure 8. From left to right: The initial mesh, the first adaptive mesh, and the second adaptive mesh.
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Figure 9. ErrorT of the Galerkin method (left) and the VMS method (right) on �0
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Figure 10. ErrorT of the Galerkin method (left) and the VMS method (right) on �1
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Figure 11. ErrorT of the Galerkin method (left) and the VMS method (right) on �2
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.

Figures 9–11 show the local L2 pressure error of both the Galerkin method and the VMS method
on the relative adaptive mesh. The errors are computed by

ErrorT D

�Z
T

.phh � ph/
2dx

	 1
2

.

Here phh is obtained with the finest mesh (DOFD80,434) as the exact solution. As shown in these
figures, the VMS method can obtain the more accurate approximation solution.
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4.3. The driven cavity flow

The driven cavity flow is also a standard test case in computational fluid dynamics. For the driven
cavity Stokes flow, it is driven by the unit tangential velocity u D .1, 0/ at the top of the unit
square without the other force source. In addition, it is enforced zero on both lateral sides and the
bottom side. Such discontinuity boundary conditions lead the singularities of the cavity in the two
upper corners.

The left part of Figure 12 is the initial mesh. The red nodes on the mesh mean that their relevant
local problems require the larger local domain. In practice, we enlarge the local domain as shown
in Figure 1. The middle and left parts of Figure 12 are adaptive meshes provided by the algorithm.
We can see that the mesh refinement appears in the two upper corners, which meets the problem’s
requirement.

Moreover, we compare the results of the adaptive VMS method with the discrete solution obtained
with the much fine mesh (DOFD80000). In Figure 13, we draw u1.x,y/, the x component of the
velocity, along the vertical centerline x D 0.5. We also draw the y component of the velocity along
the horizon centerline. We can see that the results of adaptive VMS method approach the results of
Galerkin method on the much fine mesh.

In Figure 14, we show the pressure level line of the driven cavity flow. It is the pressure level
line of the Galerkin method on the much fine mesh in the left part. And the right part shows the
pressure level line of the VMS method on the adaptive mesh. We can also see that the adaptive
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Figure 12. From left to right: The initial mesh, the first adaptive mesh, and the second adaptive mesh.
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Figure 13. The centerlines for the cavity Stokes flow for ReD1.
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Figure 14. The pressure level lines of the Galerkin method on the much fine mesh(left) and the VMS method
on the adaptive mesh (right).

VMS method uses less elements (DOFD514) to obtain the results, which are similar to that of the
Galerkin method on the much fine mesh (DOFD80000). In this sense, the adaptive algorithm saves
lots of memories of the computer to solve this fluid problem.

5. CONCLUSION

In this paper, we have designed and analyzed an a posteriori error estimator based on the numerical
realization of the VMS method for the Stokes equations. Numerical tests showed the efficiency and
reliability of the adaptive VMS method. However, there still remain some open questions, such as
the parallel computation of the local problems for the fine scale equations, the correct extension of
this method to the other models in fluid dynamics.
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