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Summary: Objective. To realize an accurate and automatic on/off control of electrolarynx (EL), an artificial neural
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network (ANN) was introduced for switch identification based on visual information of lips and implemented by an
experimental system (ANN-EL). The objective was to confirm the feasibility of the ANN method and evaluate the per-
formance of ANN-EL in Mandarin speech.
Study Design and Methods. Totally five volunteers (one laryngectomee and four normal speakers) participated in
the whole process of experiments. First, trained ANN was tested to assess switch identification performance of ANN
method. Then, voice initiation/termination time, speech fluency, and word intelligibility were measured and compared
with button-EL and video-EL to evaluate on/off control performance of ANN-EL.
Results. The test showed that ANN method performed accurate switch identification (>99%). ANN-EL was as fast as
normal voice and button-EL in onset control, but a little slower in offset control. ANN-EL could provide a fluent voice
source with rare breaks (<1%) for a continuous speech. The results also indicated that on/off control performance of
ANN-EL had a significant impact on perception, lowering the word intelligibility compared with button-EL. However,
the words produced by ANN-EL were more intelligible than video-EL by approximately 20%.
Conclusions. The ANN method was proved feasible and effective for switch identification based on visual informa-
tion of lips. The ANN-EL could provide an accurate on/off control for fluent Mandarin speech.
Key Words: Artificial neural network–Electrolarynx–On/off control–Visual information.
INTRODUCTION

Speech is the most important and efficient way of communica-
tion. Owing to laryngeal cancer or trauma, people are prone to
remove their entire larynx and, therefore, lose their physiolog-
ical structure for normal speech. However, taking advantage of
the remaining vocal tract and principle of speech production,
electrolarynx (EL) speech is an effective way for voice rehabil-
itation and alaryngeal communication.

The EL is a handheld and battery-powered device, which
transmits mechanical vibration into laryngopharynx through
the neck or into posterior oral cavity with a tube or denture.1

Owing to easy learning and no additional surgery required,
EL speech has been widely accepted for daily communication
by more than one-half of the laryngectomees.1–3 However,
the conventional EL is not convenient for users. The
occupation of one hand to hold EL and control an on/off
button during speech is ranked in the top five deficits of EL
communication.4 Therefore, many methods have been reported
on switch control for hands-free EL.

There are three representative methods used for on/off con-
trol of EL without hands: tongue, electromyography (EMG),
and visual information (video) control. Knorr, Zwitman, and
colleagues5,6 designed a wireless intraoral EL, which was
ted for publication October 22, 2012.
the The Key Laboratory of Biomedical Information Engineering of Ministry of
n, Department of Biomedical Engineering, School of Life Science and Technol-
n Jiaotong University, Xi’an 710049, P. R. China.
ss correspondence and reprint requests to Mingxi Wan or Supin Wang, The Key
ry of Biomedical Information Engineering of Ministry of Education, Department
dical Engineering, School of Life Science and Technology, Xi’an Jiaotong Uni-
i’an 710049, P. R. China. E-mail: mxwan@mail.xjtu.edu.cn or spwang@mail.
cn
l of Voice, Vol. 27, No. 2, pp. 259.e7-259.e16
997/$36.00
3 The Voice Foundation
x.doi.org/10.1016/j.jvoice.2012.10.011
switched on/off by the tongue. Although hands were not
required for holding the device and pushing the button, users
still had to control on/off actively. Goldstein et al7 found that
it was feasible to control initiation and termination of EL voice
automatically by EMG signals from neck strap muscles. EMG-
EL realized the hands-free control and was easy to master after
proper training.8 However, the biggest disadvantage of EMG
control was an additional surgery to preserve the omohyoid
strap muscles.9 This would result in more pain and expenditure
to the patients. To address this problem, Stepp et al10 used neck
and face surface EMG (sEMG) to control onset and offset of
EL, and found that individuals were able to use sEMG from
multiple recording locations to produce running speech per-
ceived as natural as that produced with a typical handheld EL.

Visual information, especially the shape information of lips,
has been extensively used in speech recognition,11,12 speaker
identification,13,14 and perceptual evaluation15,16 because of
its close relationship with speech production. Recently,
a noncontact method based on lip deformation was proposed
for automatic on/off control of an EL (video-EL) by Wan
et al.17 The shape of lip outer contour was extracted through
real-time video processing and presented by an ellipse with
two parameters, namely the semimajor (a) and semiminor
axes (b). Finally, the ratio of b to a (b/a) was used to determine
switch on/off through a single threshold judgment. Wan et al17

reported that video-EL was effective in the automatic on/off
control and could produce fluent Mandarin speech as intelligi-
ble as button-EL. However, owing to the single parameter (b/a)
and single threshold used in b/a method, video-EL could not
generate voice initiation and termination as fast as button-EL,
which affected the perception of isolated word. First, only
one parameter (b/a) is limited to represent and differentiate
all the lip shapes of phonation from silence. Second, the
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parameters (b/a) of phonation and silence are not linearity sep-
arable, so linear classification with a fixed single threshold
could not absolutely distinguish one from the other, such as
some closed-mouth phonemes mentioned by Wan et al.17

To realize an accurate voice initiation and termination, an ar-
tificial neural network (ANN) was introduced for switch identi-
fication and on/off control based on visual information of lips.
ANN is a mathematical model widely applied in statistical pat-
tern recognition.18 The nonlinear nature of ANNwill satisfy the
mapping between lip features and voice on/off. Besides, the
ANN has a strong robustness against noises. In this article, we
implementedANNmethod in a newvideo-controlled EL system
(ANN-EL), which captured visual information of lips and con-
trolled on/off of a wearable EL in real time. Furthermore, the
performance of ANN method and ANN-EL were evaluated
and compared with normal voice, button-EL, and video-EL.
METHODS

A schematic diagram of the experimental EL (ANN-EL) sys-
tem is shown in Figure 1. The video signal of lips was captured
and processed in real time to control on/off of EL. The proce-
dure contained two main steps, which were lip-parameter ex-
traction and on/off control.

Extraction of visual information of lips

There are two approaches widely used for extracting visual fea-
tures, namely image-and model-based approaches. Considering
the computational complexity and real-time implementation,
model-based method was used to represent the lips by geomet-
ric parameters. The processes of parameters extraction were as
follows: First, each frame of facial video image was prepro-
cessed to decrease background noise and illumination. Second,
the color image was filtered by a chromatic operator of lips and
FIGURE 1. Schematic diagram of the ANN-EL system. The dash line bo

with artificial neural network.
transformed to gray-scale image,19 fromwhich the lips was seg-
mented by a threshold of gray-level histograms.20 Finally, the
lip outer contour was matched with an ellipse model and the
shape parameters were extracted, namely semimajor (a) and
semiminor axes (b).

On/off control with ANN

A two-layer feed-forward network was used in this article. It
has been proved that with a sufficient number of hidden neu-
rons, a multilayer perceptron neural network is capable of ap-
proximating an arbitrarily complex mapping within a finite
support.21 In the input layer, four inputs were normalized,
namely semimajor axis (a/a0), normalized semiminor axis (b/
b0), ratio of b to a (b/a), and normalized area of the ellipse
(ab/a0b0). The parameters a0 and b0 represented the lip param-
eters of silence assigned during system initialization. Normal-
ized parameters had advantages of distance and rotational
invariances, so the influence of head movement could be re-
duced. For each neuron, the net function and the activation
function were a weighted linear combination and a hyperbolic
tangent activation function, respectively, which provided a non-
linear mapping between its input and output. The number of
neurons was set as an empirical value of 20 in hidden layer.
The network was trained using the scaled conjugate gradient
back-propagation algorithm. The switch control depended on
the two outputs, namely phonation and silence. The output of
silence determined switch-off, and the other determined
switch-on. Because the ANN algorithm was easy and fast, the
real-time implementation was satisfied in our system.

The ANN-EL system

The ANN-EL system included three parts as shown in Figure 2.
The first part was a microphone headset (Danyin DT-2699,
xes represent the extraction process of lip parameter and switch signal



FIGURE 2. The experimental electrolarynx (ANN-EL) system, which is used by an individual for hands-free EL speech.
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Guangdong, China), which was modified to keep a camera (Le-
novo, Beijing, China) in a fixed position to the lips via an adjust-
able metal support. This device can avoid the influence of head
movement on video capture during speaking. When the headset
was worn by an individual as shown in Figure 2, the camera was
set about 10 cm in front of the lips, whereas the microphonewas
5 cm away from the lips. The camera was used to capture the
video of lips in 20 frames per second. The second part was
a computer (KaiTian A6000, Lenovo), which was connected
with camera via USB port. A program was developed to imple-
ment the before-mentioned methods and output switch signals.
The last part was a driving circuit and a wearable EL vibrator
(neck-type; XinYu, Daqing, China). The driving circuit re-
ceived the switch signals via parallel port from the computer
and then generated the driving signals to vibrate the EL.
EXPERIMENTS

Participants

One male laryngectomee and four normal speakers (two men
and two women) participated in the following experiments.
The laryngectomee, aged 74 years, underwent a total laryngec-
tomy because of laryngeal cancer and had 2 years’ experience
of using button-EL. The normal subjects, aged from 22 to 26
years (averaging 24.25 years), had no reported history of speech
language problems and were moderately proficient at using
button-EL. All subjects were native Mandarin Chinese
speakers.

Ten young adult listeners (five men and five women) aged
from 22 to 28 years (averaging 25.3 years) participated in the
perception task. All listeners had no reports of any hearing
and language disorder and no previous exposure to alaryngeal
speech.
ANN test

To train the ANN, sets of lip parameters (a and b) were col-
lected as samples from normal subjects speaking with normal
voice and laryngectomee with button-EL. All subjects were
asked to pronounce sustained vowels (/ɑ/, /i/, /e/, /ɔ/, and /u/)
after few seconds of silence. Meanwhile, the lip parameters
were extracted and recorded synchronously with speech. In
each recording, the mean values of parameters during the
silence were set as a0 and b0, which were used to transform
the lip parameters into the pairs of inputs and outputs for
ANN. The data were selected as two types of samples (phona-
tion and silence) according to speech signal, manually ruling
out the situation as smile and yawn, and so on. Then, all selected
data were randomly mixed and equally divided into two groups,
one of which was used for ANN training and the other for ANN
testing.

During the testing, two types of errors were calculated to
evaluate the switch identification performance of ANN. Type
I error was defined as the percentage of misidentified phonation
samples, whereas type II error was the percentage of misidenti-
fied silence samples. Moreover, the errors were also calculated
from b/a method using the empirical threshold (135% of b0/
a0).

17 Then, the results of the two methods were compared in
both normal subjects and laryngectomee.

Reaction time test

The reaction time experiment was adopted to evaluate on/off
control performance of ANN-EL.7,17 The experimental
procedure was as follows: at the beginning, each subject sat
in front of a display screen and had 10 seconds to relax. Then
a ‘‘get ready’’ cue was displayed to indicate the subject to be
ready for voicing. After a random 1–2 seconds, the subject
was instructed to start voicing as soon as a ‘‘voicing’’ cue
displayed on the screen. The voicing period lasted randomly
for 2–4 seconds followed by a ‘‘stop’’ cue, which instructed
the subject to stop voicing as soon as possible.

All the recordings were carried out in a soundproof room.
The display (Lenovo) was placed 1 m away from the subject
and controlled by LabView software (National Instrument).
Speech and cue signals were collected synchronously using
a data acquisition system (BioPac MP150) with a dynamic mi-
crophone (Salar M9, China) mounted 10 cm away from the
mouth.

Two sets of materials were selected for reaction time test.
One set contained five single vowels (/ɑ/, /e/, /i/, /ɔ/, and /u/),
which were used for comparison with button-EL, video-EL,
and EMG-EL. The other set contained 75 syllables (15 con-
sonants3 5 vowels) with consonant-vowel (CV) structure,
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which were used to estimate the influence of word-initial con-
sonants on voice initiation time (VIT).

All subjects were asked to read the materials with four voice
sources (ANN-EL, button-EL, video-EL, and normal voice).
Each voice source was tested for 10 times by each subject. Fi-
nally, the VIT and voice termination time (VTT), standing for
the time interval between the cue and voice initiation and termi-
nation, were measured and compared with different voice
sources.

Fluency test

A passage entitled ‘‘Beifeng he Taiyang’’ (Boreas and Sun) was
chosen for fluency test.22 This passage contained all theManda-
rin vowels and consonants, with 163 words and 18 pauses. All
subjects were instructed to read this passage at a normal speed
with ANN-EL and video-EL, respectively. Speech signals were
collected with a dynamic microphone (Salar M9) mounted
10 cm away from the mouth.

Two cases were taken into account for fluency evaluation of
EL speech. First case was unwanted break within a continuous
phonation. Second case was unwanted voicing in the pause.
Therefore, two corresponding errors were measured. One was
break error in first case, which was measured as the percentage
of words with undesired breaks. The other one was voicing er-
ror in second case, which was measured as the percentage of
pauses without stopping voicing. The errors were judged sub-
jectively according to the recording waveforms by all listeners,
yielding a high interjudge reliability (97%).

Intelligibility test

A list of words was chosen from the National Standards of Peo-
ples Republic of China: Acoustic-Speech articulation testing
method (GB/T 15508-1995). The list contained 46 syllables
with CV structure and 24 syllables with CVC structure. All sub-
jects were asked to read the materials with ANN-EL, button-
EL, and video-EL, respectively. EL Speech was recorded
FIGURE 3. Two type errors of switch identification for ANN and b/a me

errors with standard deviation for four normal subjects and errors for a lary
with a dynamic microphone (Salar M9) mounted 10 cm away
from the mouth.
There were totally 15 sets (5 subjects3 3 voice sources) of

70 words recorded, which were played to listeners at a comfort-
able volume in the sound field of a quiet room. To avoid learn-
ing and experience effects, the order of words was set randomly.
The listeners were instructed to transcribe the syllables using
broad phonetic transcription. The intelligibility score was cal-
culated as the mean percentage of correct responses to words
for all listeners.
RESULTS

ANN test

The two types of errors for ANN and b/a method are shown in
Figure 3. For normal subjects, the type I and type II errors of
ANN method were 0.27 ± 0.05% and 0.47 ± 0.07%, respec-
tively. For laryngectomee, the type I and type II errors of
ANN method were almost 0% and 0.3%, respectively. In con-
trast, the errors of b/a method were significantly larger than
that of ANN method in all subjects (t test, P < 0.05, N¼ 5).
The type I and type II errors of b/a method were
23.06 ± 5.04% and 6.01 ± 4.27% in normal subjects, whereas
19.71% and 7.2% in laryngectomee, respectively.
To reveal the differences between the two methods and dif-

ferent subjects, the confusion matrices23 of one male normal
subject and laryngectomee are listed in Tables 1 and 2, respec-
tively. Each row represents the test samples in an actual class,
whereas each column represents the samples in an identified
class. For ANN method, the samples of phonation and silence
were hardly misidentified (<1%), and there were no significant
differences between individuals (analysis of variance [AN-
OVA], P > 0.05). For b/a method, 90.8% of /i/ samples were
misidentified as silence in the normal subject, which was larger
than 49.8% in laryngectomee. Moreover, 7.2% of silence sam-
ples misidentified as phonation in laryngectomee were much
thod in normal subjects and laryngectomee. The bars show the mean

ngectomee.



TABLE 1.

Confusion Matrix of Switch Identification for ANN and b/a Method in One Male Normal Subject

Testing Samples

Phonation Silence

b/a, N (%) ANN, N (%) b/a, N (%) ANN, N (%)

Phonation samples

/ɑ/ 5010 (100) 5010 (100) 0 0

/i/ 483 (9.2) 5253 (100) 4770 (90.8) 0

/e/ 5118 (97.8) 5233 (100) 115 (2.2) 0

/ɔ/ 5182 (100) 5182 (100) 0 0

/u/ 2212 (42.6) 5131 (98.8) 2981 (57.4) 62 (1.2)

Silence samples 62 (0.37) 84 (0.5) 16 787 (99.63) 16 765 (99.5)

Each column represents the samples in an identified class, whereas each row represents the samples in an actual class. The entry in the table is the number of

identified samples; the number in parentheses is percentage of sample number.

Liang Wu, et al On/Off Control of EL Using ANN 259.e11
larger than 0.37% in the normal subject. Post hoc tests showed
that the confusion matrices of b/a method were significantly
different across subjects (P < 0.05).

Reaction time test

Figure 4 shows the VIT and VTT of ANN-EL, video-EL,
button-EL, and normal voice. For each subject, both the VIT
and VTTwere significantly different across voice sources (AN-
OVA, P < 0.05). For normal subjects, the VITand VTTof ANN-
EL were 311.8 and 409.8 milliseconds, respectively, which
were significantly larger than normal voice and button-EL
(post hoc, P < 0.05), but were significantly smaller than
video-EL (post hoc, P < 0.05). For laryngectomized subject,
the VITof ANN-ELwas 409.3 milliseconds, which was smaller
than button-EL (469.5 milliseconds) and video-EL (575.6 mil-
liseconds). Meanwhile, the VTT of ANN-EL in laryngectomee
was 667.85 milliseconds, which was also smaller than the 833
milliseconds of video-EL but much larger than the 386.9 milli-
seconds of button-EL.

During experiments, it was observed that the precedence re-
lationship between lips opening/closing and voice starting/stop-
ping was closely related to on/off control of EL. Therefore, the
relative time (RT) of lips opening/closing to voice starting/stop-
ping was measured according to the video of lips movement and
synchronous speech. For normal subject, the voice starting/
TABLE 2.

Confusion Matrix of Switch Identification for ANN and b/a Me

Testing Samples

Phonation

b/a, N (%) ANN,

Phonation samples

/ɑ/ 4740 (100) 4740

/i/ 2276 (50.2) 4536

/e/ 4776 (98.5) 4848

/ɔ/ 4772 (100) 4772

/u/ 2428 (51.0) 4758

Silence samples 1026 (7.2) 43

Each column represents the samples in an identified class, while each row repre

identified samples; the number in parentheses is percentage of sample number.
stopping referred to the voice initiation/termination of normal
speech production. But the normal speech was impossible to
be produced in laryngectomee. Because the reaction time of
button-EL for normal subjects was not significantly different
from that of normal voice in this work and previous reports,7,17

the voice initiation/termination of button-EL speech was re-
garded as the voice starting/stopping of normal speech.
Figure 5 showed that the RT of all subjects were not signifi-
cantly different across vowels (ANOVA, P > 0.05). At voice
starting, the average RT of normal subjects was �7 millisec-
onds, which was significantly larger than �103.2 milliseconds
of laryngectomee (t test, P < 0.05). But at voice stopping, the
average RT of normal subjects was 114.9 milliseconds, which
was significantly smaller than 205.8 milliseconds of laryngec-
tomee (t test, P < 0.05).

ForChinese syllables, the consonant inword-terminal position
can only be /n/ or /nɡ/, so only the influence of word-initial con-
sonants is listed in Table 3. The VITof ANN-EL were measured
and compared with that of normal voice, which was also
substituted by button-EL in the case of laryngectomee. The influ-
ences were summarized into three categories: ‘‘+’’ standing for
significantly slowerVIT thannormal voice, ‘‘�’’ for significantly
faster VIT, and ‘‘±’’ for equal VIT. The results in normal subjects
were different across consonants,whereas the results in laryngec-
tomee almost belonged to the same ‘‘�’’ category.
thod in the Laryngectomee

Silence

N (%) b/a, N (%) ANN, N (%)

(100) 0 0

(100) 2260 (49.8) 0

(100) 72 (1.5) 0

(100) 0 0

(100) 2330 (49.0) 0

(0.3) 13 296 (92.8) 14 279 (99.7)

sents the samples in an actual class. The entry in the table is the number of



FIGURE 4. Voice initiation time and voice termination time measured for normal voice, button-EL, video-EL, and ANN-EL in normal subjects

and laryngectomee. Box plots show themedian, interquartile, andminimum-maximum values for four normal speakers; solid triangles show reaction

times of the laryngectomized subject.
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Fluency test

The results of speech fluency are listed in Table 4. The break
errors of ANN-EL were 0.71% in normal subjects and 0.99%
in laryngectomee, which were much less than that of video-
EL. The voicing errors of ANN-EL were 6.25% in normal sub-
jects and 12.5% in laryngectomee, which were also less than
that of video-EL.

Intelligibility test

The average intelligibility scores of all subjects are shown in
Figure 6. The intelligibility scores of ANN-EL were 31.94%
FIGURE 5. Relative time of lips opening/closing to voice starting/

stopping across vowels. The normal speech is used as a reference of

voice starting/stopping for normal subjects, whereas alaryngeal speech

with button-EL is used for laryngectomee.
for CV words and 46.07% for CVC words, respectively, which
were significantly higher than that of video-EL and lower than
that of button-EL (post hoc, P < 0.05). For normal subjects, the
intelligibility scores of ANN-EL were 33.02% for CV words
and 49.97% for CVC words, which were significantly higher
than that (27.79% for CV words and 43.22% for CVC words)
of laryngectomee (t test, P < 0.05). On the contrary, the intelli-
gibility scores of button-EL and video-EL were not signifi-
cantly different across subjects (t test, P > 0.05).
In addition, to study the influence of on/off control perfor-

mance on intelligibility, initial and terminal misinterpretation
errors were calculated. The initial misinterpretation error was
defined as the percentage of incorrect response to word-initial
consonants within all words. The terminal misinterpretation er-
ror was defined as the percentage of incorrect response to CV
words with a nasal rhyme ending. The results are shown in
Figure 7. For initial misinterpretation, the ANN-EL error of
normal subjects was 38.7%, which was significantly lower
than 63.21% of laryngectomee (t test, P < 0.05). In contrast,
the initial misinterpretation errors of button-EL and video-EL
were not significantly different across subjects. For terminal
misinterpretation, the ANN-EL errors of normal subjects and
laryngectomee were 20.76% and 26.27%, respectively, which
were significantly lower than that of video-EL, but higher
than that of button-EL (post hoc, P < 0.05).
DISCUSSION

Switch identification performance of ANN

The average total error of ANN (0.65%) in all subjects was sig-
nificantly lower than that of b/a method (28.64%), which



TABLE 3.

The Influence of Word-Initial Consonants on Voice

Initiation Time

Word-Initial

Consonants

Normal

Subjects Laryngectomee

Lateral

/l/ ± �
Nasal

/m/ + +

/n/ ± �
Fricative

/f/ + �
/h/ ± �
/sh/ ± �

Affricate

/j/ ± �
/zh/ ± �
/ch/ ± �

Plosive

/p/ + +

/b/ + +

/t/ � �
/d/ � �
/k/ � �
/ɡ/ � �

The sign ‘‘+’’ means a slower VIT with the consonant in word-initial posi-

tion than normal voice; the sign ‘‘�’’ means a faster VIT; the sign ‘‘±’’

means an equal VIT. For laryngectomee, alaryngeal speech with button-

EL is substitute for normal voice as a reference.
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indicated a more accurate switch identification of ANN
method. All of these were mainly because of multiple parame-
ters selection and nonlinear nature of ANN. For single param-
eter b/a, the clustering of phonation and silence were
overlapped, so misidentification was inevitable. The strong ev-
idence was high type I errors of /i/ and /u/ samples, which had
a similar b/a value with silence samples and were hardly iden-
tified from silence using a linear threshold. For ANN method,
four parameters separated phonation from silence in high-
dimensional parameters space; meanwhile, nonlinear classifi-
cation can identify phonation from silence as much as possible.

Another difference between ANN and b/amethod was the in-
dividual differences of switch identification. For b/a method,
the large standard deviation of error indicated significant differ-
ences from individual to individual, which mainly resulted from
the threshold judgment. The threshold used in this article was an
empirical value with 135% of baseline.17 However, the baseline
was set as parameter value of silence, which was different be-
TABLE 4.

Break and Voicing Errors of Speech Produced by Video-EL and

EL

Normal Subjects

Break Errors (%) Voicing Errors (%

Video-EL 15.30 18.75

ANN-EL 0.71 6.25
tween individuals according to different lips. For instance, in
Table 1, the thick lips of normal subject resulted in a large base-
line and high threshold, which required more lip deformation to
be identified as phonation. Therefore, the /i/ samples with small
lip deformation were prone to be identified as silence, and si-
lence samples were not easy to be misidentified. On the con-
trary, in Table 2, the thin lips of laryngectomee had a relative
lower error of /i/ samples and higher error of silence samples.
But ANN method can eliminate individual differences through
ANN training to get accurate switch identification. Conse-
quently, ANN method has more potential to control on/off of
EL than b/a method.
On/off control performance of ANN-EL

The VITand VTTare the most important parameters to evaluate
on/off control performance. In this work, the VIT and VTT of
normal voice were 279.5 and 253.9 milliseconds, respectively,
which were approximately equal to the 274 and 240 millisec-
onds reported by Goldstein et al,7 and the 282 and 269 millisec-
onds by Wan et al.17 Meanwhile, the VIT (244.4 milliseconds)
and VTT (263.9 milliseconds) of normal subjects using button-
EL were also close to the measurements of Goldstein et al7 and
Wan et al.17 Based on all of the extremely similar results with
those reported by other researchers, it was concluded that our
procedure of collecting VIT and VTTwas valid and the results
were comparable. In the case of laryngectomee, both VIT
(469.5 milliseconds) and VTT (386.9 milliseconds) of button-
EL were prominently larger than normal subjects, which might
be explained by slower reaction resulting from the older age of
the laryngectomee.

For normal subjects, the ANN-EL produced a slightly slower
voice initiation than normal voice and button-EL. But in the
case of laryngectomee, it was notable that the ANN-EL voice
initiation was approximately 60 milliseconds faster than that
of button-EL. This significant difference was closely related
to the precedence relationship between lip-shape opening and
voice starting. The RT results showed that the lips opening of
normal subjects and voice starting were almost at the same
time. But the laryngectomee opened lips much earlier than
speech production, which was probably owing to the habits
and mastery of using button-EL for a long time. Laryngecto-
mized speaker was used to constructing the shape of vocal tract
and lips before pressing the button. Therefore, taking the time
of program processing (<50 milliseconds) into account, the
voice initiation differences of ANN-EL from normal voice
and button-EL can be well explained by the precedence rela-
tionship between lips opening and voice starting.
ANN-EL

Laryngectomee

) Break Errors (%) Voicing Errors (%)

19.04 18.75

0.99 12.50



FIGURE 6. Intelligibility scores of CV/CVC words produced by

button-EL, video-EL, and ANN-EL. The bars show the mean scores

and standard deviations of word intelligibility for all listeners.
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The VIT results showed that the video-EL voice initiation
was slower than ANN-EL in all subjects, which was owing to
the hysteresis of the b/a method. For video-EL, it took a little
time for lips to deform over a fixed degree (the threshold) before
EL switching on.17 In contrast, ANN-EL was more sensitive to
detect lips deformation because of nonlinear classification in
multiparameter space, which hardly introduced any hysteresis.
Besides, the large standard deviation of video-EL VIT also in-
dicated the individual differences of hysteresis, yet which was
not found in ANN-EL.

On the other hand, the VTT results showed that ANN-ELwas
not as fast as normal voice and button-EL in all subjects. The
FIGURE 7. Initial and terminal misinterpretation errors of words produce

gectomee. The bars show the mean errors and standard deviations for all lis
precedence relationship between lip closing and voice stopping
also had an important impact on the performance of voice termi-
nation. As shown in Figure 5, each subject closed lips signifi-
cantly later than voice stopping, which could be explained by
actual process of speech production that the shape of vocal tract
and lips was necessary to keep longer for a complete expression,
and lip closing was not as fast as lip opening.24 Furthermore, the
ANN-EL voice termination was faster than ANN-EL in all sub-
jects. Slow VTT of video-EL was mainly because of the 300-
milliseconds off-delay, which was used to improve fluency
through decreasing the unwanted breaks resulting from instanta-
neous drop below the threshold.17 However, ANN-ELwasmore
robust to noise than video-EL because of the accurate switch
identification of ANN method. Subjects using ANN-EL were
not only able to produce a faster VTT but also keep a good flu-
ency, which will be discussed in the Speech Fluency section.
Although the results were obtained from different experi-

mental subjects, the comparison with EMG-EL was possible
and valuable based on the relative value to normal voice and
button-EL in each experiment. For voice initiation, the EMG-
EL was as fast as normal voice and button-EL, which indicated
that ANN-EL voice initiation might not be slower than EMG-
EL, especially in the laryngectomized subject. This might be
explained by the fact that the neck trap muscle EMG precedes
voice by 70 or 120 milliseconds,25 which was approximately
equal to the RT of lip opening before voicing started in the lar-
yngectomee. For voice termination, the RT to button-EL
showed that ANN-EL VTT might be much smaller than
EMG-EL in laryngectomized subject. This finding can be ex-
plained by the fact that lip closing is an active process, whereas
EMG-EL lacks a corresponding activemechanism for voice ter-
mination, and postphonatory activity of laryngectomized sub-
ject’s trap muscles lingers EMG-EL phonation.7,26
d by button-EL, video-EL, and ANN-EL in normal subjects and laryn-

teners.
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All the above-mentioned experiments were discussed in the
case of single vowel, which was uncommon in daily communi-
cation. The consonant is an indispensable phoneme to express
a meaningful word, and also has some lip-shape pattern during
phonation, which has an impact on the on/off control of EL. The
results showed that the plosive consonants /t/, /d/, /k/, and ɡ/
produced a faster voice initiation than normal voice in all sub-
jects. Because it should block vocal tract and shape lips before
a sudden release of the compressed air, these plosive consonants
are all with open mouth. In contrast, the plosive consonants /p/
and /b/ and nasal consonant /m/ with initial closed mouth were
identified to be silence samples, supposed to be phonation sam-
ples, and led to a slower voice initiation. For other consonants,
there were no significant differences between ANN-EL and
normal voice in normal subjects, whereas most of the conso-
nants made a faster voice initiation in laryngectomee. This ob-
servation might relate to much earlier lip opening than voice
starting in laryngectomee. In the case of word-terminal conso-
nants, the nasal rhymes /n/ and /nɡ with closed mouth might
switch ANN-EL off a little earlier, which however could not
completely offset the delay of lip closing to voice stopping.
So the voice termination of ANN-EL was closer to normal
voice, but still slower.

Speech fluency

The fluency results showed that subjects produced a fluently
long sentence using ANN-EL. First, the less break error of
ANN-EL indicated a better continuity of alaryngeal speech
than video-EL. The phonemes with closed mouth, such as /i/,
were easily identified as silence in video-EL, which caused
more breaks in the continuous speech. Second, the less voicing
error showed that enough pause intervals could be produced by
ANN-EL to distinguish two sentences. The more voicing error
of video-EL was owing to the 300-milliseconds off-delay,
which decreased the pause interval.

Furthermore, the 300-milliseconds off-delay of video-EL
was set to improve the continuity of speech, consequentially,
which caused a slower voice termination and more voicing
error.17 However, ANN-EL without off-delay can make a better
fluency, which can be explained by the following reasons. First,
lip closing is slower than voice stopping, which ensures the con-
tinuity of speech on its own. Second, the shape of lips deforms
continuously and hardly returns to that of silence during contin-
uous speech. Therefore, off-delay is not necessary for ANN-EL.
In addition, the influence of speaking rate is not discussed in
this article, which however is an important influential factor
for both ANN-EL and video-EL.17 Although the speech fluency
of ANN-EL was satisfied at normal speed, it was clear that the
current frame rate of video was not enough for high speaking
rate, which might affect the lip shape of phonation and reduce
on/off control performance of ANN-EL.27

Speech intelligibility

The intelligibility results showed that there were significant dif-
ferences across voice sources, which indicated a strong impact
of on/off control method on word intelligibility. For both CV
and CVC word, subjects using ANN-EL produced a more intel-
ligible word than video-EL, but less intelligible word than
button-EL, which was identical with the ranking of on/off con-
trol performance. Therefore, the intelligibility differences
across voice sources can be explained by differences of on/off
control performance, which was mainly reflected in two as-
pects: misinterpretations of word-initial consonants and nasal
rhymes ending.

The results showed that normal subjects produced a more in-
telligible word than laryngectomee using ANN-EL, which was
related to the more initial misinterpretation error of laryngecto-
mee than normal subjects. The more initial misinterpretation in
laryngectomee was probably owing to the faster voice initiation
of ANN-EL resulting from the much earlier lip opening. Be-
sides, the ANN-EL initial misinterpretation of normal subjects
was equal to that of button-EL, which was probably attributed
to the synchronous lip opening with voice starting in normal
subjects. This indicated that the synchronism of on/off control
and voice starting/stopping was important for on/off control
performance and intelligibility. Thus, the slowest voice initia-
tion of video-EL led to the highest initial misinterpretation er-
rors and least intelligibility scores.

On the other hand, the intelligibility of CVCwords was a sig-
nificantly higher than CV words for ANN-EL and video-EL (t
test, P < 0.05) owing to the slower off-control than voice stop-
ping. The delayed voice termination of EL leads to an extended
ending, which is always misinterpreted as nasal rhymes /n/ or
/nɡ/ followed by CV words. The terminal misinterpretation re-
sults showed that the nasal rhyme ending was more likely to oc-
cur in CV words produced by video-EL and easily perceptible
with longer VTT. The terminal misinterpretations of ANN-EL
were lower than video-EL, but higher than button-EL, which
made a contribution to the lower intelligibility of ANN-EL
than button-EL. As for CVC words, the influence of delayed
voice termination was smaller. This is mainly because of the
fact that Chinese CVC syllables can only end with nasal rhymes
/n/ or /nɡ/. But word-terminal consonants in CVC words were
still confusing owing to nasal rhymes ending, so the intelligibil-
ity of ANN-EL was still lower than button-EL.

Therefore, the lower intelligibility of ANN-EL than button-
EL is mainly owing to the asynchronism of on/off control and
voice starting/stopping, which might be improved through
training and practice. In addition, the perception in our testing
confined to a single word. When producing a sentence, the in-
telligibility of words in the sentence might be higher with the
fluent voice source of ANN-EL.17
CONCLUSION

In this work, ANN was proposed to control the on/off mecha-
nism of EL based on visual information of lips. The switch iden-
tification of ANN was proved to be more accurate than b/a
method. The ANN-EL system was developed to implement
the real-time on/off control. On/off control performance,
speech fluency, and word intelligibility of ANN-EL were eval-
uated and compared with other voice sources. For on/off control
performance, ANN-EL was as fast as normal voice and button-
EL in voice initiation, but slower in voice termination.
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Furthermore, the intelligibility of ANN-EL was not as high as
button-EL owing to the worse performance of on/off control.
However, ANN-EL could provide a more fluent and intelligible
speech than video-EL. The current ANN-EL system based on
a personal computer is not suitable for direct application in
daily communication. Now a portable ANN-EL device is being
developed, and our future work will focus on the training effect
and the ANN-EL performance in daily life.
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