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#### Abstract

This paper is concerned with the uniqueness in inverse acoustic and electromagnetic scattering problems with phaseless near-field data generated by superpositions of two incident plane waves at a fixed frequency. It can be proved that the unknown scatterer can be uniquely determined by the phaseless near-field data. The proof is based on the analysis of the phase information and the application of Rellich's lemma together with the Green's formula for the radiating solutions to the Helmholtz equation or the Stratton-Chu formula for the radiating solutions to the Maxwell equations.


1. Introduction. Inverse scattering problem is to reconstruct unknown scatterers from the measured scattering data generated by incident waves. It has many practical applications such as medical imaging, geophysics, radar, sonar and nondestructive testing (see $[4,8]$ ). However, it is usually difficult to accurately measure the phase information of the scattering data. This motivates us to reconstruct the unknown scatterer from the modulus (intensity) of the scattering data. This kind of problem is called phaseless inverse scattering problem. In the past decades, forward scattering problem and phased inverse scattering problem have been extensively studied. However, there are still many unsolved issues in phaseless inverse scattering problem (see [15]).

The main difficulty of inverse scattering problem with phaseless far-field data is the translation invariance property (see [42, 48]). More precisely, the phaseless far-field patterns generated by a single incident plane wave corresponding to the scatterers of the same shape and physical property, but with different locations, are identically the same. As a consequence, it is impossible to recover the location of an unknown scatterer from phaseless far-field data generated by single incident plane waves. This is quite different from the phased case since Rellich's lemma (see [8, Theorem 2.14]) implies the one-to-one correspondence between a radiating

[^0]wave and its far-field pattern. Nevertheless, many algorithms based on phaseless far-field data have been proposed to reconstruct the shape of the scatterer (see $[1,16,26-28])$. Due to the translation invariance property, there are not many results on uniqueness in inverse scattering problem with phaseless far-field data. It is proved in [31] that the shape of a convex obstacle and the nature of the boundary condition can be uniquely determined by the high frequency limit of phaseless farfield data. Under the assumption that the obstacle is a sound-soft ball or disk centered at the origin, the radius can be uniquely determined by the modulus of a single far-field datum (see [29]). Recently, it has been proved in [48] that the translation invariance property can be broken if superpositions of two plane waves are chosen as the incident fields. Following this idea, a Newton-type recursive numerical method has been proposed to reconstruct the scatterers with phaseless far-field data generated by superpositions of two incident plane waves in [47, 48]. Furthermore, a fast imaging method based on phaseless far-field data incited by superpositions of two incident plane waves is presented in [49]. Recently, the idea of superposition has been extended to locally rough surface scattering problems (see $[28,44]$ ). Motivated by this idea, a uniqueness result in inverse scattering problem with phaseless far-field data is established by making use of the spectral properties of the far-field operator in [42], that is, the shape and location of an impenetrable obstacle and the refractive index of an inhomogeneous medium can be uniquely determined by phaseless far-field data generated by superpositions of two incident plane waves under the assumption that the obstacle is a priori known to be a sound-soft or nonabsorbing impedance obstacle or the refractive index $n$ of the inhomogeneous medium satisfies $n>1$ or $n<1$ in the support of $n-1$. In a similar manner, the uniqueness result based on phaseless far-field data generated by superpositions of a plane wave and a point source has been established in [51], where a reference ball has been added into the scattering system. To remove the a priori assumptions on the unknown scatterers in [42], by adding a reference ball, a simple proof based on Rellich's lemma and Green's formula for radiating solutions to the Helmholtz equation is given in [43]. This new proof carries over to inverse acoustic locally rough surface scattering problem. This uniqueness result has also been extended to the case of electromagnetic scattering with a similar proof based on Rellich's lemma and Stratton-Chu formula for radiating solutions to the Maxwell equations in [46]. Furthermore, by adding a reference ball or a reference point source into the model, corresponding uniqueness results and numerical methods with phaseless far-field data have been given in $[10,11,13,17-19]$. Note that the reference ball or point source can be viewed as background scatterers. With known background information, uniqueness results with phaseless far-field data to single incident waves can be found in [35]. A corresponding stability result is given in [39].

Different from phaseless far-field data, the translation invariance property does not hold for phaseless near-field data. Several numerical approaches based on phaseless near-field data have been developed (e.g., $[2,6,7,12,55]$ ). Klibanov was the first one, who has started the study of phaseless inverse scattering problems of the recovery of coefficients of partial differential equations (see [20,21]). Based on the high frequency asymptotic behavior of the scattered field, some uniqueness results with multi-frequency phaseless near-field data are proved in [22, 25]. Moreover, explicit phase retrieval formulas based on phaseless near-field at a fixed frequency has been given in [33], and corresponding numerical methods are developed in [24,34,36]. [23] also numerically reconstructs the scatterer from phaseless near-field, which is the
first and probably unique publication, in which the phaseless inverse scattering problem of the recovery of the coefficient of the Helmholtz equation is solved for the experimentally collected data. This is unlike the conventional case of the computationally simulated data. Recently, an approximate factorization method based on the approximate far-field operator given in terms of phaseless data is developed in [50]. Following the idea of superposition in [42,48], some uniqueness results based on phaseless near-field data at a fixed frequency have been established in [45,52,53]. It should be noted that [38] is also dedicated to phaseless inverse problem based on interference of the incident waves, where the unknown coefficients are recovered from phaseless near-field data by making use of the high-frequency asymptotics introduced in [22].

Now, a brief summary on the uniqueness in inverse scattering problem based on the idea of superposition at a fixed frequency can be given. Inverse problem with phaseless far-field data generated by superpositions of incident plane waves has been considered in $[42,43,46]$. Inverse problem with phaseless far-field data generated by superpositions of incident point sources has been considered in [40]. Inverse problem with phaseless near-field data generated by superpositions of incident point sources has been considered in $[45,52,53]$. Inverse problem with phaseless data generated by superpositions of a point source and a plane wave has been considered in [51]. The problem considered in this paper is the inverse problem with phaseless nearfield data generated by superpositions of incident plane waves. More precisely, it can be proved that the shape and location of an impenetrable obstacle as well as its boundary condition or the refractive index of an inhomogeneous medium can be uniquely determined by phaseless near-field data generated by superpositions of two incident plane waves. The proof is based on the analysis of the phase information similar to $[42,45]$, together with the application of Rellich's lemma, and Green's formula or Stratton-Chu formula for radiating solutions similar to [43, 46]. Since this proof carries over to inverse acoustic locally rough surface problem, it can also be proved that the shape of a locally sound-soft or sound-hard rough surface can be uniquely determined by phaseless near-field data generated by superpositions of two incident plane waves.

The outline of this paper is as follows. The precise description for the mathematical models of scattering problems will be introduced in section 2. The uniqueness results in inverse acoustic scattering problem with phaseless near-field data generated by superpositions of plane waves are proved in section 3, and section 4 is devoted to the electromagnetic case. Finally, a conclusion will be given in section 5 .
2. The forward scattering problems. Several acoustic and electromagnetic scattering problems that considered in this paper will be introduced in this section.
2.1. Acoustic scattering. Three models of acoustic scattering will be considered in this paper, that is, the scattering by an impenetrable obstacle, the scattering by an inhomogeneous medium and the scattering by a locally rough surface.

In the first model, we consider the scattering of acoustic waves by an impenetrable obstacle $D$ where $D$ is assumed to be a bounded domain in $\mathbb{R}^{3}$ with $C^{2}$ boundary $\partial D$ and the exterior $\mathbb{R}^{3} \backslash \bar{D}$ of $\bar{D}$ is connected. The forward scattering problem is to find the total field $u$ such that

$$
\begin{equation*}
\Delta u+k^{2} u=0 \quad \text { in } \mathbb{R}^{3} \backslash \bar{D} \tag{1}
\end{equation*}
$$

$$
\begin{align*}
\mathscr{B} u=0 & \text { on } \partial D  \tag{2}\\
\lim _{r \rightarrow \infty} r\left(\frac{\partial u^{s}}{\partial r}-i k u^{s}\right)=0, & r=|x| \tag{3}
\end{align*}
$$

where the total field $u=u^{i}+u^{s}$ is the sum of the incident field $u^{i}$ and the scattered field $u^{s}$ and $k=\omega / c>0$ is the wave number with $\omega$ and $c$ being the wave frequency and speed in the homogeneous background medium in $\mathbb{R}^{3} \backslash \bar{D}$, respectively. Here, (1) is called the Helmholtz equation and (3) is called the Sommerfeld radiation condition. The boundary condition $\mathscr{B}$ in (2) depends on the physical property of the obstacle $D$, that is, $\mathscr{B} u=u$ on $\partial D$ if $D$ is a sound-soft obstacle, $\mathscr{B} u=\partial_{\nu} u+\eta u$ on $\partial D$ if $D$ is an impedance obstacle, and $\mathscr{B} u=u$ on $\Gamma_{D}, \mathscr{B} u=\partial_{\nu} u+\eta u$ on $\Gamma_{I}$ if $D$ is a partially coated obstacle, where $\nu$ is the unit outward normal to the boundary $\partial D$ or $\Gamma_{I}$, and $\eta$ is the impedance coefficient satisfying $\operatorname{Im}[\eta(x)] \geq 0$ for all $x \in \partial D$ or $\Gamma_{I}$. In this paper, we assume $\eta \in C(\partial D)$ or $C\left(\bar{\Gamma}_{I}\right)$. When $\eta=0$, the impedance boundary condition is reduced to the Neumann boundary condition (a sound-hard obstacle). For a partially coated obstacle $D$, we assume that the boundary $\partial D$ has a Lipschitz dissection $\partial D=\Gamma_{D} \cup \Pi \cup \Gamma_{I}$, where $\Gamma_{D}$ and $\Gamma_{I}$ are disjoint, relatively open subsets of $\partial D$, having $\Pi$ as their common boundary in $\partial D$ (see [32, p. 99 and p. 128] and [4, Section 8.1]). Furthermore, Dirichlet and impedance boundary conditions are specified on $\Gamma_{D}$ and $\Gamma_{I}$, respectively.

In the second model, we consider the scattering of acoustic waves by an inhomogeneous medium of compact support which is modeled by

$$
\begin{align*}
\Delta u+k^{2} n(x) u & =0 \quad \text { in } \mathbb{R}^{3}  \tag{4}\\
\lim _{r \rightarrow \infty} r\left(\frac{\partial u^{s}}{\partial r}-i k u^{s}\right) & =0, \quad r=|x|, \tag{5}
\end{align*}
$$

where the total field $u=u^{i}+u^{s}$ is the sum of the incident field $u^{i}$ and the scattered field $u^{s}$. Here, $n$ in the reduced wave equation (4) is the refractive index of the inhomogeneous medium. In acoustic medium scattering problem of this paper, we assume that the compact support of $n-1$ is contained in a bounded domain $D$ of class $C^{2}$. We assume further that $n \in L^{\infty}(D)$ satisfies $\operatorname{Re}[n(x)] \geq n_{\text {min }}$ for a constant $n_{\text {min }}>0$ and $\operatorname{Im}[n(x)] \geq 0$ for almost all $x \in D$.

A solution to the Helmholtz equation is called radiating if it satisfies the Sommerfeld radiation condition (3) and (5). For the above two models, it is well known that the scattered field $u^{s}$ is a radiating solution to the Helmholtz equation and has the asymptotic behavior $[8,(2.13)]$ :

$$
\begin{equation*}
u^{s}(x)=\frac{e^{i k|x|}}{|x|}\left\{u^{\infty}(\hat{x})+O\left(\frac{1}{|x|}\right)\right\}, \quad|x| \rightarrow \infty \tag{6}
\end{equation*}
$$

uniformly for all observation directions $\hat{x}=x /|x| \in \mathbb{S}^{2}$, where $\mathbb{S}^{2}$ denotes the unit sphere in $\mathbb{R}^{3}$ and $u^{\infty}(\hat{x})$ is called the far-field pattern of the scattered field $u^{s}(x)$. Further, for the above two models, we will consider the incident field $u^{i}$ given by the time-harmonic plane wave

$$
\begin{equation*}
u^{i}(x, d):=e^{i k x \cdot d} \tag{7}
\end{equation*}
$$

where $d \in \mathbb{S}^{2}$ is the incident direction. Accordingly, the total field, the scattered field and the far-field pattern are denoted by $u=u(x, d), u^{s}=u^{s}(x, d)$ and $u^{\infty}=u^{\infty}(\hat{x}, d)$, respectively.

The existence of a unique solution to the acoustic obstacle scattering problem (1)(3) has already been established (see [4, Theorem 8.5], [9, Theorem 3.21, Theorem
3.25 and Theorem 3.39] and [8, Theorem 3.11]). For the well-posedness of the acoustic medium scattering problem (4)-(5), we refer to [8, Theorem 8.7].

In the third model, we will consider the acoustic locally rough surface scattering problem. To characterize a locally perturbed plane surface, we introduce a function $h \in C^{2}\left(\mathbb{R}^{2}\right)$ with a compact support in $\mathbb{R}^{2}$. Now we can represent the locally rough surface by $\Gamma:=\left\{x=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{3}=h\left(x_{1}, x_{2}\right)\right\}$ and the half-space above the locally rough surface $\Gamma$ by $D_{+}:=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{3}>h\left(x_{1}, x_{2}\right)\right\}$. The half-space below the locally rough surface $\Gamma$ is denoted by $D_{-}:=\mathbb{R}^{3} \backslash \bar{D}_{+}$. Assume that $D_{+}$is filled with a homogeneous medium and the wave number in $D_{+}$is $k>0$. Then the acoustic scattering by the locally rough surface $\Gamma$ can be described as:

$$
\begin{align*}
\Delta u+k^{2} u & =0 & & \text { in } D_{+},  \tag{8}\\
\mathscr{B} u & =0 & & \text { on } \Gamma,  \tag{9}\\
\lim _{r \rightarrow \infty} r\left(\frac{\partial u^{s}}{\partial r}-i k u^{s}\right) & =0, & & r=|x|, \tag{10}
\end{align*}
$$

where the total field $u=u^{i}+u^{r}+u^{s}$ is the sum of the incident field $u^{i}$, the reflected field $u^{r}$ and the scattered field $u^{s}$, and the boundary condition in (9) depends on the physical property of the locally rough surface $\Gamma$ :

$$
\mathscr{B} u= \begin{cases}u & \text { if } \Gamma \text { is a sound-soft surface } \\ \partial_{\nu} u & \text { if } \Gamma \text { is a sound-hard surface }\end{cases}
$$

Here, $\nu$ is the unit normal on $\Gamma$ directed into $D_{+}$. Further, the scattered field $u^{s}$ has the asymptotic behavior (6) uniformly for all observation directions $\hat{x} \in \mathbb{S}_{+}^{2}:=$ $\left\{\left(d_{1}, d_{2}, d_{3}\right) \in \mathbb{S}^{2}: d_{3}>0\right\}$, where $u^{\infty}(\hat{x})$ is called the far-field pattern of the scattered field $u^{s}(x)$ (see $\left.[37,41,54]\right)$. For this model, the incident field is the plane wave $u^{i}(x, d)$ given by (7) with the downward incident direction $d \in \mathbb{S}_{-}^{2}:=\left\{\left(d_{1}, d_{2}, d_{3}\right) \in\right.$ $\left.\mathbb{S}^{2}: d_{3}<0\right\}$. Then the corresponding reflected field $u^{r}$ by the infinite plane $x_{3}=0$ is given by

$$
u^{r}=u^{r}(x, d):= \begin{cases}-e^{i k x \cdot d^{\prime}} & \text { if } \Gamma \text { is a sound-soft surface }  \tag{11}\\ e^{i k x \cdot d^{\prime}} & \text { if } \Gamma \text { is a sound-hard surface } .\end{cases}
$$

Here, $d^{\prime}=\left(d_{1}, d_{2},-d_{3}\right) \in \mathbb{S}_{+}^{2}$ denotes the reflection of $d$ with respect to the infinite plane $x_{3}=0$. Accordingly, the total field, the scattered field and the far-field pattern are also denoted by $u=u(x, d), u^{s}=u^{s}(x, d)$ and $u^{\infty}=u^{\infty}(\hat{x}, d)$, respectively. We note that the well-posedness of the scattering problem (8)-(10) has been established in $[3,37,41,54]$.

In this paper, we assume that the wave number $k>0$ is arbitrarily fixed. Following $[42,48,49]$, we will also make use of the superposition of two acoustic plane waves as the incident field. To be more specific, in the case of impenetrable obstacle scattering and the case of inhomogeneous medium scattering, we will consider the incident field given by

$$
\begin{equation*}
u^{i}\left(x, d_{1}, d_{2}\right):=u^{i}\left(x, d_{1}\right)+u^{i}\left(x, d_{2}\right)=e^{i k x \cdot d_{1}}+e^{i k x \cdot d_{2}} \tag{12}
\end{equation*}
$$

with the incident directions $d_{1}, d_{2} \in \mathbb{S}^{2}$. It follows from the linear superposition principle that the total field corresponding to this incident field satisfies

$$
\begin{equation*}
u\left(x, d_{1}, d_{2}\right)=u\left(x, d_{1}\right)+u\left(x, d_{2}\right) \tag{13}
\end{equation*}
$$

where $u\left(x, d_{j}\right)$ is the total field corresponding to the incident plane wave $u^{i}\left(x, d_{j}\right)$ for $j=1,2$. Further, in the case of locally rough surface scattering, we will consider the
incident field $u^{i}=u^{i}\left(x, d_{1}, d_{2}\right)$ given by (12) with the incident directions $d_{1}, d_{2} \in$ $\mathbb{S}_{-}^{2}$. Again using the linear superposition principle, the corresponding total field $u=u\left(x, d_{1}, d_{2}\right)$ satisfies (13).
2.2. Electromagnetic scattering. Two models of the scattering of electromagnetic waves will be considered in this paper, that is, the scattering by an impenetrable obstacle and the scattering by an inhomogeneous medium.

In the first model, we consider the scattering of electromagnetic waves by an impenetrable obstacle. Let $D$ be the same as in the scattering of acoustic waves by an impenetrable obstacle. The forward problem is to find the total field $[E, H]$ such that

$$
\begin{align*}
\operatorname{curl} E-i k H & =0 \quad \text { in } \mathbb{R}^{3} \backslash \bar{D},  \tag{14}\\
\operatorname{curl} H+i k E & =0 \quad \text { in } \mathbb{R}^{3} \backslash \bar{D},  \tag{15}\\
\mathscr{B} E & =0 \quad \text { on } \partial D,  \tag{16}\\
\lim _{r \rightarrow \infty}\left(H^{s} \times x-r E^{s}\right) & =0, \quad r=|x|, \tag{17}
\end{align*}
$$

where the total electric field $E=E^{i}+E^{s}$ is the sum of the incident electric field $E^{i}$ and the scattered electric field $E^{s}$, the total magnetic field $H=H^{i}+H^{s}$ is the sum of the incident magnetic field $H^{i}$ and the scattered magnetic field $H^{s}$, and $k=\omega / \sqrt{\varepsilon_{0} \mu_{0}}>0$ is the wave number with $\omega, \varepsilon_{0}, \mu_{0}>0$ denoting the wave frequency, electric permittivity and magnetic permeability of the homogeneous background medium in $\mathbb{R}^{3} \backslash \bar{D}$, respectively. Here, (14) and (15) are called the Maxwell equations and (17) is called the Silver-Müller radiation condition. The boundary condition $\mathscr{B}$ in (16) depends on the physical property of the obstacle $D$, that is, $\mathscr{B} E=\nu \times E$ on $\partial D$ if $D$ is a perfect conductor, $\mathscr{B} E=\nu \times \operatorname{curl} E+i \lambda(\nu \times E) \times \nu$ on $\partial D$ if $D$ is an impedance obstacle, and $\mathscr{B} E=\nu \times E$ on $\Gamma_{D}, \mathscr{B} E=\nu \times \operatorname{curl} E+i \lambda(\nu \times E) \times \nu$ on $\Gamma_{I}$ if $D$ is a partially coated obstacle, where $\nu$ is the unit outward normal to the boundary $\partial D$ or $\Gamma_{I}$ and $\lambda$ is the impedance coefficient satisfying $\lambda(x) \geq 0$ for all $x \in \partial D$ or $\Gamma_{I}$. In this paper, we assume that $\lambda \in C(\partial D)$ or $C\left(\bar{\Gamma}_{I}\right)$. For a partially coated obstacle $D$, we assume that the boundary $\partial D$ has a Lipschitz dissection $\partial D=\Gamma_{D} \cup \Pi \cup \Gamma_{I}$ with $\Gamma_{D}, \Pi$ and $\Gamma_{I}$ defined as in subsection 2.1.

In the second model, we consider the electromagnetic inhomogeneous medium scattering problem. We assume that the magnetic permeability of the inhomogeneous medium is a constant $\mu_{0}>0$, then the scattering problem is modeled by

$$
\begin{align*}
\operatorname{curl} E-i k H & =0 \quad \text { in } \mathbb{R}^{3}  \tag{18}\\
\operatorname{curl} H+i k n E & =0 \quad \text { in } \mathbb{R}^{3}  \tag{19}\\
\lim _{r \rightarrow \infty}\left(H^{s} \times x-r E^{s}\right) & =0, \quad r=|x| \tag{20}
\end{align*}
$$

where the total field $[E, H]=\left[E^{i}, H^{i}\right]+\left[E^{s}, H^{s}\right]$ is the sum of the incident field [ $\left.E^{i}, H^{i}\right]$ and the scattered field $\left[E^{s}, H^{s}\right]$. Here, $n$ in (19) is the refractive index of the inhomogeneous medium given by

$$
n(x):=\frac{1}{\varepsilon_{0}}\left(\varepsilon(x)+i \frac{\sigma(x)}{\omega}\right)
$$

where $\varepsilon(x)$ and $\sigma(x)$ are the electric permittivity and conductivity of the inhomogeneous medium, respectively. In this model, we assume that the compact support of $n-1$ is contained in a bounded domain $D$ of class $C^{2}$. We assume further that
$n \in C^{2, \gamma}\left(\mathbb{R}^{3}\right)$ with $0<\gamma<1, \operatorname{Re}[n(x)] \geq n_{\text {min }}$ for a constant $n_{\text {min }}>0$ and $\operatorname{Im}[n(x)] \geq 0$ for almost all $x \in D$.

The existence of a unique solution to the electromagnetic impenetrable obstacle scattering problem (14)-(17) has been established in [5, Theorem 2.7] and [8, Theorem 6.21 and Section 9.5], while the well-posedness of the electromagnetic inhomogeneous medium scattering problem (18)-(20) has been established in [8, Theorem 9.5].

A solution to the Maxwell equations is called radiating if it satisfies the SilverMüller radiation condition (17) and (20). Analogous to (6), the scattered field [ $E^{s}, H^{s}$ ] is a radiating solution to the Maxwell equations and has the asymptotic behavior [8, (6.23)]:

$$
\begin{array}{ll}
E^{s}(x)=\frac{e^{i k|x|}}{|x|}\left\{E^{\infty}(\hat{x})+\left(\frac{1}{|x|}\right)\right\}, & |x| \rightarrow \infty  \tag{21}\\
H^{s}(x)=\frac{e^{i k|x|}}{|x|}\left\{H^{\infty}(\hat{x})+\left(\frac{1}{|x|}\right)\right\}, & |x| \rightarrow \infty
\end{array}
$$

uniformly for all observation directions $\hat{x}=x /|x| \in \mathbb{S}^{2}$, where $E^{\infty}(\hat{x})$ and $H^{\infty}(\hat{x})$ are called the far-field pattern of $E^{s}(x)$ and $H^{s}(x)$, respectively. For the above two models, we will consider the incident field given by the electromagnetic plane waves with incident direction $d \in \mathbb{S}^{2}$ and polarization vector $p \in \mathbb{S}^{2}$ as described by the matrices $E^{i}(x, d)$ and $H^{i}(x, d)$, that is, $\left[E^{i}, H^{i}\right]=\left[E^{i}(x, d) p, H^{i}(x, d) p\right]$ with

$$
\begin{align*}
E^{i}(x, d) p & :=\frac{i}{k} \operatorname{curl} \operatorname{curl} p e^{i k x \cdot d}=i k(d \times p) \times d e^{i k x \cdot d}  \tag{22}\\
H^{i}(x, d) p & :=\operatorname{curl} p e^{i k x \cdot d}=i k d \times p e^{i k x \cdot d} . \tag{23}
\end{align*}
$$

Accordingly, the total field, the scattered field and the far-field pattern are denoted by $[E, H]=[E(x, d) p, H(x, d) p],\left[E^{s}, H^{s}\right]=\left[E^{s}(x, d) p, H^{s}(x, d) p\right]$ and $\left[E^{\infty}, H^{\infty}\right]=$ $\left[E^{\infty}(\hat{x}, d) p, H^{\infty}(\hat{x}, d) p\right]$, respectively. It should be noted that, due to the linearity of the forward scattering problem with respect to the incident field, we can express total fields by matrices $E(x, d)$ and $H(x, d)$, the scattered fields by matrices $E^{s}(x, d)$ and $H^{s}(x, d)$, and the far-field patterns by matrices $E^{\infty}(\hat{x}, d)$ and $H^{\infty}(\hat{x}, d)$, respectively (see [8, Section 6.6]).

Analogous to the acoustic case, the wave number $k>0$ is assumed to be arbitrarily fixed. We will also make use of the superposition of two plane waves as the incident (electric) field, that is,

$$
\begin{aligned}
E^{i}\left(x, d_{1}, p_{1}, d_{2}, p_{2}\right) & :=E^{i}\left(x, d_{1}\right) p_{1}+E^{i}\left(x, d_{2}\right) p_{2} \\
& =\frac{i}{k} \operatorname{curl} \operatorname{curl} p_{1} e^{i k x \cdot d_{1}}+\frac{i}{k} \operatorname{curl} \operatorname{curl} p_{2} e^{i k x \cdot d_{2}}
\end{aligned}
$$

where $d_{1}, d_{2} \in \mathbb{S}^{2}$ are the incident directions and $p_{1}, p_{2} \in \mathbb{S}^{2}$ are the polarizations. It follows from the linear superposition principle that the total electric field corresponding to this incident (electric) field satisfies

$$
\begin{equation*}
E\left(x, d_{1}, p_{1}, d_{2}, p_{2}\right)=E\left(x, d_{1}\right) p_{1}+E\left(x, d_{2}\right) p_{2}, \tag{24}
\end{equation*}
$$

where $E\left(x, d_{j}\right) p_{j}$ is the total electric field corresponding to the incident (electric) field $E^{i}\left(x, d_{j}\right) p_{j}$ for $j=1,2$.
3. Uniqueness for inverse acoustic scattering. The inverse acoustic impenetrable obstacle or inhomogeneous medium scattering problem considered in this
section is to reconstruct the impenetrable obstacle $D$ as well as its boundary condition or the refractive index $n$ of the inhomogeneous medium from the phaseless near-field data, while the inverse acoustic locally rough surface scattering problem considered in this section is to recover the locally rough surface $\Gamma$ from the phaseless near-field data. The aim of this section is to prove the uniqueness results for these inverse problems. Throughout the paper, define the infinite plane $\Gamma_{H}:=\left\{x=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{3}=H\right\}$ for $H \in \mathbb{R}$.
3.1. Uniqueness for inverse acoustic obstacle scattering. Denote by $u_{j}, u_{j}^{s}$ and $u_{j}^{\infty}$ the total field, the scattered field and its far-field pattern, respectively, for the impenetrable obstacle $D_{j}$ corresponding to the incident wave $u^{i}, j=1,2$. Then we have the following theorem.

Theorem 3.1. Suppose that $D_{1}$ and $D_{2}$ are two impenetrable obstacles with boundary conditions $\mathscr{B}_{1}$ and $\mathscr{B}_{2}$, respectively. Assume further that both $\bar{D}_{1}$ and $\bar{D}_{2}$ are located in the lower half space $\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{3}<H\right\}$ (see Figure 1). If the corresponding total fields satisfy

$$
\begin{align*}
\left|u_{1}(x, d)\right| & =\left|u_{2}(x, d)\right| & & \text { for all } x \in \Gamma_{H}^{\prime}, d \in \mathbb{S}^{2},  \tag{25}\\
\left|u_{1}\left(x, d, d_{0}\right)\right| & =\left|u_{2}\left(x, d, d_{0}\right)\right| & & \text { for all } x \in \Gamma_{H}^{\prime}, d \in \mathbb{S}^{2}, \tag{26}
\end{align*}
$$

where $\Gamma_{H}^{\prime}$ is a nonempty open subset of the infinite plane $\Gamma_{H}$ and $d_{0} \in \mathbb{S}^{2}$ is arbitrarily fixed. Then $D_{1}=D_{2}$ and $\mathscr{B}_{1}=\mathscr{B}_{2}$.


Figure 1. Geometry of the problem in Theorem 3.1.
Proof. Without loss of generality, we may assume that there exists a ball $B_{R}$ centered at the origin with radius $R>0$ large enough such that $\left(\bar{D}_{1} \cup \bar{D}_{2}\right) \subset B_{R}$. Define $r_{j}(x, d):=\left|u_{j}(x, d)\right|, j=1,2$. By the analyticity of $x \mapsto u_{j}(x, d)$ in $\Gamma_{H}$, we deduce from (25) that $r_{1}(x, d)=r_{2}(x, d)=: r(x, d)$ for all $x \in \Gamma_{H}, d \in \mathbb{S}^{2}$. Therefore, the total field can be written as $u_{j}(x, d)=r(x, d) e^{i \theta_{j}(x, d)}$ for all $x \in \Gamma_{H}$, $d \in \mathbb{S}^{2}, j=1,2$, where $\theta_{1}(x, d)$ and $\theta_{2}(x, d)$ are real-valued continuous functions. By (13) and the analyticity of $x \mapsto u_{j}(x, d)$ in $\Gamma_{H}$ for any $d \in \mathbb{S}^{2}, j=1,2$, it is easy to see that (26) is equivalent to

$$
\left|u_{1}(x, d)+u_{1}\left(x, d_{0}\right)\right|=\left|u_{2}(x, d)+u_{2}\left(x, d_{0}\right)\right| \quad \text { for all } x \in \Gamma_{H}, d \in \mathbb{S}^{2}
$$

This implies that

$$
\begin{equation*}
\operatorname{Re}\left\{u_{1}(x, d) \overline{u_{1}\left(x, d_{0}\right)}\right\}=\operatorname{Re}\left\{u_{2}(x, d) \overline{u_{2}\left(x, d_{0}\right)}\right\} \quad \text { for all } x \in \Gamma_{H}, d \in \mathbb{S}^{2} \tag{27}
\end{equation*}
$$

Let $\tilde{d} \in \mathbb{S}^{2}$ be arbitrarily fixed. Note that (6) implies $u_{1}^{s}(x, \tilde{d})=O(1 /|x|)$ as $|x| \rightarrow \infty$, $x \in \Gamma_{H}$. Due to the fact that $\left|u^{i}(x, \tilde{d})\right|=1$ for all $x \in \Gamma_{H}$, we have $r(x, \tilde{d}) \not \equiv 0$ for $x \in \Gamma_{H}$. Therefore, by the analyticity of $u_{j}(x, d), j=1,2$, we can choose two relatively open and connected sets $U \subset \Gamma_{H} \backslash \bar{B}_{R}$ and $V \subset \mathbb{S}^{2}$ such that $r\left(x, d_{0}\right) \neq 0$,
$r(x, d) \neq 0$ for all $x \in U, d \in V$ and $\theta_{j}\left(x, d_{0}\right), \theta_{j}(x, d), j=1,2$, are analytic functions of $x \in U$ and $d \in V$, respectively. Now, it follows from (27) that

$$
\begin{equation*}
\cos \left[\theta_{1}(x, d)-\theta_{1}\left(x, d_{0}\right)\right]=\cos \left[\theta_{2}(x, d)-\theta_{2}\left(x, d_{0}\right)\right] \quad \text { for all }(x, d) \in U \times V \tag{28}
\end{equation*}
$$

Since $\theta_{1}(x, d)$ and $\theta_{2}(x, d)$ are real-valued analytic functions of $x \in U$ and $d \in V$, respectively, (28) implies that there holds either

$$
\begin{equation*}
\theta_{1}(x, d)-\theta_{1}\left(x, d_{0}\right)=\theta_{2}(x, d)-\theta_{2}\left(x, d_{0}\right)+2 l \pi \quad \text { for all }(x, d) \in U \times V \tag{29}
\end{equation*}
$$

or

$$
\begin{equation*}
\theta_{1}(x, d)-\theta_{1}\left(x, d_{0}\right)=-\left[\theta_{2}(x, d)-\theta_{2}\left(x, d_{0}\right)\right]+2 l \pi \quad \text { for all }(x, d) \in U \times V \tag{30}
\end{equation*}
$$

for some $l \in \mathbb{Z}$.
For the case when (29) holds, we have

$$
\theta_{1}(x, d)-\theta_{2}(x, d)=\theta_{1}\left(x, d_{0}\right)-\theta_{2}\left(x, d_{0}\right)+2 l \pi=: \alpha(x) \quad \text { for all }(x, d) \in U \times V
$$

Hence

$$
u_{1}(x, d)=r(x, d) e^{i \theta_{1}(x, d)}=r(x, d) e^{i \alpha(x)+i \theta_{2}(x, d)}=e^{i \alpha(x)} u_{2}(x, d)
$$

By the analyticity of $d \mapsto u_{1}(x, d)-e^{i \alpha(x)} u_{2}(x, d)$ in $\mathbb{S}^{2}$, we get

$$
\begin{equation*}
u_{1}(x, d)=e^{i \alpha(x)} u_{2}(x, d) \quad \text { for all } x \in U, d \in \mathbb{S}^{2} \tag{31}
\end{equation*}
$$

Making use of the mixed reciprocity relation $4 \pi w_{j}^{\infty}(-d, x)=u_{j}(x, d)$ for $j=1,2$ (see $[8,(3.64)]$ ), we deduce from (31) that

$$
\begin{equation*}
w_{1}^{\infty}(\hat{x}, y)=e^{i \alpha(y)} w_{2}^{\infty}(\hat{x}, y) \quad \text { for all } y \in U, \hat{x} \in \mathbb{S}^{2} \tag{32}
\end{equation*}
$$

Here $w_{j}^{\infty}(\hat{x}, y)$ denotes the far-field pattern of the total field $w_{j}(x, y)$ for the impenetrable obstacle $D_{j}$ corresponding to the incident point source $w^{i}(x, y):=\Phi(x, y)$ located at $y \in \mathbb{R}^{3} \backslash \bar{D}_{j}, j=1,2$. Here, $\Phi(x, y):=e^{i k|x-y|} /(4 \pi|x-y|)$ denotes the fundamental solution to the Helmholtz equation (see $[8,(2.1)]$ ). To be more specific, $w_{j}(x, y)=w^{i}(x, y)+w_{j}^{s}(x, y)$ and $w_{j}^{s}(x, y)$ is the scattered field to the scattering problem (1)-(3) with the incident plane wave (7) replaced by the incident point source $w^{i}(x, y)$. Obviously, $w_{j}(\cdot, y)$ is a radiating solution to the Helmholtz equation in $\mathbb{R}^{3} \backslash\left(\bar{D}_{j} \cup\{y\}\right), j=1,2$.

For the case when (30) holds, an argument similar to the above gives

$$
\begin{equation*}
w_{1}^{\infty}(\hat{x}, y)=e^{i \beta(y)} \overline{w_{2}^{\infty}(\hat{x}, y)} \quad \text { for all } y \in U, \hat{x} \in \mathbb{S}^{2} \tag{33}
\end{equation*}
$$

where $\beta(y):=\theta_{1}\left(y, d_{0}\right)+\theta_{2}\left(y, d_{0}\right)+2 l \pi$ for all $y \in U$.
We will show that (33) does not hold. Let $y \in U \subset \Gamma_{H} \backslash \bar{B}_{R}$ be arbitrarily fixed. The Green's formula for the radiating solution $w_{2}(\cdot, y)$ in $\mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(y)\right)$ (see [8, Theorem 2.5]) gives

$$
w_{2}(x, y)=\int_{\partial B_{R} \cup \partial B_{\varepsilon}(y)}\left\{w_{2}(z, y) \frac{\partial \Phi(x, z)}{\partial \nu(z)}-\frac{\partial w_{2}(z, y)}{\partial \nu(z)} \Phi(x, z)\right\} d s(z)
$$

for $x \in \mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(y)\right)$. Here $\underline{B_{\varepsilon}}(y)$ is a ball centered at $y$ with radius $\varepsilon>0$ small enough such that $\bar{B}_{\varepsilon}(y) \cap \bar{B}_{R}=\emptyset$. The unit normal vector $\nu$ is directed into $\mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(y)\right)$. The far-field pattern of $w_{2}(x, y)$ is thus given as follows (see $[8,(2.14)])$ :
$w_{2}^{\infty}(\hat{x}, y)=\frac{1}{4 \pi} \int_{\partial B_{R} \cup \partial B_{\varepsilon}(y)}\left\{w_{2}(z, y) \frac{\partial e^{-i k \hat{x} \cdot z}}{\partial \nu(z)}-\frac{\partial w_{2}(z, y)}{\partial \nu(z)} e^{-i k \hat{x} \cdot z}\right\} d s(z), \hat{x} \in \mathbb{S}^{2}$.

From this and (33) it follows that

$$
\begin{aligned}
& w_{1}^{\infty}(\hat{x}, y) \\
& =\frac{e^{i \beta(y)}}{4 \pi} \int_{\partial B_{R} \cup \partial B_{\varepsilon}(y)}\left\{\overline{w_{2}}(z, y) \frac{\partial e^{i k \hat{x} \cdot z}}{\partial \nu(z)}-\frac{\partial \overline{w_{2}}}{\partial \nu}(z, y) e^{i k \hat{x} \cdot z}\right\} d s(z) \\
& =\frac{e^{i \beta(y)}}{4 \pi} \int_{\partial B_{R} \cup \partial B_{\varepsilon}(-y)}\left\{\overline{w_{2}}(-z, y) \frac{\partial e^{-i k \hat{x} \cdot z}}{\partial \nu(z)}-\frac{\partial \overline{w_{2}}}{\partial \nu}(-z, y) e^{-i k \hat{x} \cdot z}\right\} d s(z), \hat{x} \in \mathbb{S}^{2} .
\end{aligned}
$$

Rellich's lemma gives

$$
w_{1}(x, y)=e^{i \beta(y)} \int_{\partial B_{R} \cup \partial B_{\varepsilon}(-y)}\left\{\overline{w_{2}}(-z, y) \frac{\partial \Phi(x, z)}{\partial \nu(z)}-\frac{\partial \overline{w_{2}}}{\partial \nu}(-z, y) \Phi(x, z)\right\} d s(z)
$$

for $x \in \mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(-y)\right)$. This means that $w_{1}(\cdot, y)$ can be analytically extended into $\mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(-y)\right)$ and satisfies the Helmholtz equation in $\mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(-y)\right)$. Note that $y \in U \subset \Gamma_{H} \backslash \bar{B}_{R}$ implies $y \neq-y$. We can set $\varepsilon>0$ small enough such that the balls $\bar{B}_{R}, \bar{B}_{\varepsilon}(y)$ and $\bar{B}_{\varepsilon}(-y)$ are pairwise disjoint. Therefore, $w_{1}(\cdot, y)$ is analytic at $y$. However, $w_{1}(\cdot, y)=\Phi(\cdot, y)+w_{1}^{s}(\cdot, y)$ in the vicinity of $y$ and $w_{1}^{s}(\cdot, y)$ is analytic at $y$. This is impossible due to the singularity of $\Phi(\cdot, y)$ at $y$. This contradiction means (33) does not hold and only (32) is valid.

Now, we consider (32). For any fixed $y \in U \subset \Gamma_{H} \backslash \bar{B}_{R}$, Rellich's lemma gives $w_{1}(x, y)=e^{i \alpha(y)} w_{2}(x, y)$ for all $x \in \mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup\{y\}\right)$, i.e.,

$$
\Phi(x, y)+w_{1}^{s}(x, y)=e^{i \alpha(y)}\left[\Phi(x, y)+w_{2}^{s}(x, y)\right] \quad \text { for all } x \in \mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup\{y\}\right)
$$

Note that $w_{1}^{s}(\cdot, y)-e^{i \alpha(y)} w_{2}^{s}(\cdot, y)$ is analytic at $y$. It follows from the singularity of $\Phi(\cdot, y)$ at $y$ that $e^{i \alpha(y)}=1$. Since $y \in U$ is arbitrarily fixed, we have $e^{i \alpha(y)}=1$ for all $y \in U$. Substituting this equation into (31) gives $u_{1}(x, d)=u_{2}(x, d)$ for all $x \in U, d \in \mathbb{S}^{2}$. By the analyticity of $x \mapsto u_{j}(x, d)$ in $\Gamma_{H}$ for $j=1,2$, we have $u_{1}(x, d)=u_{2}(x, d)$ for all $x \in \Gamma_{H}, d \in \mathbb{S}^{2}$ and thus

$$
\begin{equation*}
u_{1}^{s}(x, d)=u_{2}^{s}(x, d) \quad \text { for all } x \in \Gamma_{H}, d \in \mathbb{S}^{2} \tag{34}
\end{equation*}
$$

Now, we deduce from the uniqueness of Dirichlet boundary value problem in a halfspace under the Sommerfeld radiation condition (see e.g. [41, Theorem 3.1]), the analyticity of $x \mapsto u_{j}^{s}(x, d)$ in $\mathbb{R}^{3} \backslash \bar{B}_{R}, j=1,2$, and (6) that

$$
\begin{equation*}
u_{1}^{\infty}(\hat{x}, d)=u_{2}^{\infty}(\hat{x}, d) \quad \text { for all } \hat{x}, d \in \mathbb{S}^{2} \tag{35}
\end{equation*}
$$

Finally, the proof is completed by [8, Theorem 5.6] (see also [4, Theorem 8.11]).
With minor adjustments in the above proof, we can prove the following theorem.
Theorem 3.2. Suppose that $D_{1}$ and $D_{2}$ are two impenetrable obstacles with boundary conditions $\mathscr{B}_{1}$ and $\mathscr{B}_{2}$, respectively. If the corresponding total fields satisfy

$$
\begin{align*}
\left|u_{1}(x, d)\right| & =\left|u_{2}(x, d)\right| & & \text { for all } x \in \Gamma^{\prime}, d \in \mathbb{S}^{2}  \tag{36}\\
\left|u_{1}\left(x, d, d_{0}\right)\right| & =\left|u_{2}\left(x, d, d_{0}\right)\right| & & \text { for all } x \in \Gamma^{\prime}, d \in \mathbb{S}^{2} \tag{37}
\end{align*}
$$

where $d_{0} \in \mathbb{S}^{2}$ is arbitrarily fixed and $\Gamma^{\prime}$ is a nonempty open subset of the boundary $\partial \Omega$ of a bounded domain $\Omega$ such that $\bar{\Omega} \subset \mathbb{R}^{3} \backslash \bar{B}_{R}$ with $B_{R}$ denoting the ball centered at the origin with radius $R>0$ large enough such that $\bar{D}_{1} \cup \bar{D}_{2} \subset B_{R}$ (see Figure 2). Assume further that $\partial \Omega$ is an analytic surface and $k^{2}$ is not a Dirichlet eigenvalue of the negative Laplacian in $\Omega$. Then $D_{1}=D_{2}$ and $\mathscr{B}_{1}=\mathscr{B}_{2}$.


Figure 2. Geometry of the problem in Theorem 3.2.
Proof. Similarly, we can deduce from (36) and (37) that $\left|u_{1}(x, d)\right|=\left|u_{2}(x, d)\right|=$ : $r(x, d)$ for all $x \in \Gamma^{\prime}, d \in \mathbb{S}^{2}$ and

$$
\operatorname{Re}\left\{u_{1}(x, d) \overline{u_{1}\left(x, d_{0}\right)}\right\}=\operatorname{Re}\left\{u_{2}(x, d) \overline{u_{2}\left(x, d_{0}\right)}\right\} \quad \text { for all } x \in \Gamma^{\prime}, d \in \mathbb{S}^{2}
$$

Let $\tilde{d} \in \mathbb{S}^{2}$ be arbitrarily fixed. We claim that $r(x, \tilde{d}) \not \equiv 0$ for $x \in \Gamma^{\prime}$. Actually, if $r(x, \tilde{d})=0$ for all $x \in \Gamma^{\prime}$ then $u_{1}(x, \tilde{d})=0$ for all $x \in \partial \Omega$ due to the analyticity of $x \mapsto\left|u_{1}(x, \tilde{d})\right|^{2}$ on the analytic surface $\partial \Omega$. Noting that $k^{2}$ is not a Dirichlet eigenvalue of the negative Laplacian in $\Omega$, we have $u_{1}(x, \tilde{d})=0$ for $x \in \Omega$. Hence $u_{1}^{s}(x, \tilde{d})+u^{i}(x, \tilde{d})=u_{1}(x, \tilde{d})=0$ for all $x \in \mathbb{R}^{3} \backslash \bar{D}_{1}$ by analyticity. This is impossible since (6) implies $u_{1}^{s}(x, \tilde{d})=O(1 /|x|)$ as $|x| \rightarrow \infty$ and $\left|u^{i}(x, \tilde{d})\right|=1$ for all $x \in \mathbb{R}^{3}$. Proceeding as in the proof of Theorem 3.1, it can be deduced that $u_{1}^{s}(x, d)=u_{2}^{s}(x, d)$ holds for all $x \in \partial \Omega$ and $d \in \mathbb{S}^{2}$, which is analogous to (34). Again by the uniqueness of Dirichlet boundary value problem in $\Omega$ provided $k^{2}$ is not a Dirichlet eigenvalue of the negative Laplacian in $\Omega$, we can deduce from the analyticity of the scattered fields and (6) that (35) still holds and thus this theorem is also true.
Remark 3.3. Theorems 3.1 and 3.2 also hold in two-dimensional case and the proofs are similar.
3.2. Uniqueness for inverse acoustic medium scattering. Denote by $u_{j}, u_{j}^{s}$ and $u_{j}^{\infty}$ the total field, the scattered field and its far-field pattern, respectively, for the inhomogeneous medium with the refractive index $n_{j}$ corresponding to the incident field $u^{i}, j=1,2$. Then we have the following theorem.

Theorem 3.4. Suppose that $n_{1}, n_{2} \in L^{\infty}\left(D_{j}\right)$ are the refractive indices of two inhomogenous media, respectively. The support of $n_{j}-1$ is contained in a bounded domain $D_{j}$ of class $C^{2}, j=1,2$. Assume further that both $\bar{D}_{1}$ and $\bar{D}_{2}$ are located in the lower-half space $\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{3}<H\right\}$ (see Figure 1). If the corresponding total fields satisfy (25) and (26), then $n_{1}=n_{2}$.

With the help of [8, Theorem 11.5], Theorem 3.4 can be proved by arguments similar to the proof of Theorem 3.1.

Remark 3.5. (i) By analyticity, $d \in \mathbb{S}^{2}$ in (25), (26), (36), and (37) can be reduced to $d \in U$ where $U$ is a nonempty open subset of $\mathbb{S}^{2}$.
(ii) Theorem 3.4 also holds in two-dimensional case if the assumption $n_{1}, n_{2} \in$ $L^{\infty}\left(\mathbb{R}^{3}\right)$ is replaced by the condition that $n_{1}, n_{2}$ are piecewise $W^{1, p}(D)$ for $p>2$ (see [42, Remark 2.3]).
(iii) The analogue of Theorem 3.2 in medium case can be proved in the same way.
3.3. Uniqueness for inverse acoustic locally rough surface scattering. Denote by $u^{r}, u_{j}^{s}, u_{j}$ and $u_{j}^{\infty}$ the reflected field, the scattered field, the total field and the far-field pattern of the scattered field, respectively, for the locally rough surface $\Gamma^{(j)}$ corresponding to the incident field $u^{i}, j=1,2$. Denote by $D_{j,+}$ the unbounded domain above $\Gamma^{(j)}, j=1,2$. Then we have the following theorem.

Theorem 3.6. Suppose that $\Gamma^{(j)}:=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{3}=h_{j}\left(x_{1}, x_{2}\right)\right\}, j=1,2$, are two sound-soft locally rough surfaces. If the corresponding total fields satisfy

$$
\begin{align*}
\left|u_{1}(x, d)\right| & =\left|u_{2}(x, d)\right| & & \text { for all } x \in \Gamma_{H}^{\prime}, d \in \mathbb{S}_{-}^{2},  \tag{38}\\
\left|u_{1}\left(x, d, d_{0}\right)\right| & =\left|u_{2}\left(x, d, d_{0}\right)\right| & & \text { for all } x \in \Gamma_{H}^{\prime}, d \in \mathbb{S}_{-}^{2}, \tag{39}
\end{align*}
$$

where $\Gamma_{H}^{\prime}$ is a nonempty open subset of the plane $\Gamma_{H}:=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{3}=H\right\}$ with $H>0$ large enough such that $\max _{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}}\left\{h_{1}\left(x_{1}, x_{2}\right), h_{2}\left(x_{1}, x_{2}\right)\right\}<H$ and $d_{0}=\left(d_{0,1}, d_{0,2}, d_{0,3}\right) \in \mathbb{S}_{-}^{2}$ is a fixed incident direction such that $\sin \left(k H d_{0,3}\right) \neq 0$ with $k>0$ being the wave number. See Figure 3 for the geometry of the problem. Then $\Gamma^{(1)}=\Gamma^{(2)}$.


Figure 3. Geometry of the problem in Theorem 3.6.

To give a proof of Theorem 3.6, we need the following lemma.
Lemma 3.7. Let $u(z, d)$ denote the total field for the sound-soft locally rough surface $\Gamma$ corresponding to the incident plane wave $u^{i}(z, d):=e^{i k z \cdot d}$ and $w^{\infty}(\hat{x}, z)$ denote the far-field pattern of the total field $w(x, z)$ for the sound-soft locally rough surface $\Gamma$ corresponding to the incident point source $w^{i}(x, z):=\Phi(x, z)$. Then we have the mixed reciprocity relation

$$
4 \pi w^{\infty}(-d, z)=u(z, d) \quad \text { for all } z \in D_{+}, d \in \mathbb{S}_{-}^{2}
$$

An analogous result for a sound-hard locally rough surface in two-dimensional case has already been proved (see [37, Lemma 4.2]) and its proof carries over to Lemma 3.7 here. For the details on the scattering of a point source by a soundhard locally rough surface we refer the reader to [37, (4.1)-(4.3)]. Note that similar results hold for a sound-soft locally rough surface. In contrast to the case of plane wave incidence, we do not introduce the reflected field, like $u^{r}$ defined by (11), for the case of point source incidence. More precisely, the total field corresponding to the incident point source $w^{i}(x, y)$ is given by

$$
\begin{equation*}
w(x, z)=w^{i}(x, z)+w^{s}(x, z) \quad \text { for all } x, z \in D_{+}, x \neq z \tag{40}
\end{equation*}
$$

and the scattered field $w^{s}(\cdot, z)$ is analytic in $D_{+}$. Now we are ready to prove Theorem 3.6.

Proof of Theorem 3.6. Let $R>H$ be large enough such that the ball centered at the origin with radius $R$ satisfies $\bar{\Gamma}_{p}^{(1)} \cup \bar{\Gamma}_{p}^{(2)} \subset B_{R}$, where $\Gamma_{p}^{(j)}:=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}\right.$ : $\left.h_{j}\left(x_{1}, x_{2}\right) \neq 0\right\}$ denotes the local perturbation of the rough surface $\Gamma^{(j)}, j=1,2$. Define $r_{j}(x, d):=\left|u_{j}(x, d)\right|, j=1,2$. By the analyticity of $x \mapsto u_{j}(x, d)$ in $\Gamma_{H}$, we deduce from (38) that $r_{1}(x, d)=r_{2}(x, d)=: r(x, d)$ for all $x \in \Gamma_{H}, d \in \mathbb{S}_{-}^{2}$.

Therefore, the total field can be written as $u_{j}(x, d)=r(x, d) e^{i \theta_{j}(x, d)}$ for all $x \in \Gamma_{H}$, $d \in \mathbb{S}_{-}^{2}, j=1,2$, where $\theta_{1}(x, d)$ and $\theta_{2}(x, d)$ are real-valued continuous functions. By (13) and the analyticity of $x \mapsto u_{j}(x, d)$ in $\Gamma_{H}$ for any $d \in \mathbb{S}_{-}^{2}, j=1,2$, it is easy to see that (39) is equivalent to

$$
\left|u_{1}(x, d)+u_{1}\left(x, d_{0}\right)\right|=\left|u_{2}(x, d)+u_{2}\left(x, d_{0}\right)\right| \quad \text { for all } x \in \Gamma_{H}, d \in \mathbb{S}_{-}^{2}
$$

This implies that

$$
\begin{equation*}
\operatorname{Re}\left\{u_{1}(x, d) \overline{u_{1}\left(x, d_{0}\right)}\right\}=\operatorname{Re}\left\{u_{2}(x, d) \overline{u_{2}\left(x, d_{0}\right)}\right\} \quad \text { for all } x \in \Gamma_{H}, d \in \mathbb{S}_{-}^{2} \tag{41}
\end{equation*}
$$

Let $\tilde{d}=\left(\tilde{d}_{1}, \tilde{d}_{2}, \tilde{d}_{3}\right) \in \mathbb{S}_{-}^{2}$ be arbitrarily fixed such that $\sin \left(k H \tilde{d}_{3}\right) \neq 0$. Then $\left|u^{i}(x, \tilde{d})+u^{r}(x, \tilde{d})\right|=2\left|\sin \left(k H \tilde{d}_{3}\right)\right| \neq 0$ for all $x \in \Gamma_{H}$. Note that (6) implies $u_{1}^{s}(x, \tilde{d})=O(1 /|x|)$ as $|x| \rightarrow \infty, x \in \Gamma_{H}$. We thus have $r(x, \tilde{d}) \not \equiv 0$ for $x \in \Gamma_{H}$. Therefore, by the assumption on $d_{0}$ and the analyticity of $u_{j}(x, d), j=1,2$, we can choose two relatively open and connected sets $U \subset \Gamma_{H} \backslash \bar{B}_{R}$ and $V \subset \mathbb{S}_{-}^{2}$ such that $r\left(x, d_{0}\right) \neq 0, r(x, d) \neq 0$ for all $x \in U, d \in V$ and $\theta_{j}\left(x, d_{0}\right), \theta_{j}(x, d), j=1,2$, are analytic functions of $x \in U$ and $d \in V$, respectively. Now, it follows from (41) that

$$
\begin{equation*}
\cos \left[\theta_{1}(x, d)-\theta_{1}\left(x, d_{0}\right)\right]=\cos \left[\theta_{2}(x, d)-\theta_{2}\left(x, d_{0}\right)\right] \quad \text { for all }(x, d) \in U \times V \tag{42}
\end{equation*}
$$

Since $\theta_{1}(x, d)$ and $\theta_{2}(x, d)$ are real-valued analytic functions of $x \in U$ and $d \in V$, respectively, (42) implies that there holds either

$$
\begin{equation*}
\theta_{1}(x, d)-\theta_{1}\left(x, d_{0}\right)=\theta_{2}(x, d)-\theta_{2}\left(x, d_{0}\right)+2 l \pi \quad \text { for all }(x, d) \in U \times V \tag{43}
\end{equation*}
$$

or

$$
\begin{equation*}
\theta_{1}(x, d)-\theta_{1}\left(x, d_{0}\right)=-\left[\theta_{2}(x, d)-\theta_{2}\left(x, d_{0}\right)\right]+2 l \pi \quad \text { for all }(x, d) \in U \times V \tag{44}
\end{equation*}
$$

for some $l \in \mathbb{Z}$.
For the case when (43) holds, we have

$$
\theta_{1}(x, d)-\theta_{2}(x, d)=\theta_{1}\left(x, d_{0}\right)-\theta_{2}\left(x, d_{0}\right)+2 l \pi=: \alpha(x) \quad \text { for all }(x, d) \in U \times V .
$$

Hence

$$
u_{1}(x, d)=r(x, d) e^{i \theta_{1}(x, d)}=r(x, d) e^{i \alpha(x)+i \theta_{2}(x, d)}=e^{i \alpha(x)} u_{2}(x, d)
$$

By the analyticity of $d \mapsto u_{1}(x, d)-e^{i \alpha(x)} u_{2}(x, d)$ in $\mathbb{S}_{-}^{2}$, we get

$$
\begin{equation*}
u_{1}(x, d)=e^{i \alpha(x)} u_{2}(x, d) \quad \text { for all } x \in U, d \in \mathbb{S}_{-}^{2} \tag{45}
\end{equation*}
$$

By Lemma 3.7, we deduce from (45) that

$$
\begin{equation*}
w_{1}^{\infty}(\hat{x}, y)=e^{i \alpha(y)} w_{2}^{\infty}(\hat{x}, y) \quad \text { for all } y \in U, \hat{x} \in \mathbb{S}_{+}^{2} \tag{46}
\end{equation*}
$$

Here $w_{j}^{\infty}(\hat{x}, y)$ denotes the far-field pattern of the total field $w_{j}(x, y)$ for the locally rough surface $\Gamma^{(j)}$ corresponding to the incident point source $w^{i}(x, y):=\Phi(x, y)$ located at $y \in D_{j,+}, j=1,2$.

For the case when (44) holds, an argument similar to the above gives

$$
\begin{equation*}
w_{1}^{\infty}(\hat{x}, y)=e^{i \beta(y)} \overline{w_{2}^{\infty}(\hat{x}, y)} \quad \text { for all } y \in U, \hat{x} \in \mathbb{S}_{+}^{2} \tag{47}
\end{equation*}
$$

where $\beta(y):=\theta_{1}\left(y, d_{0}\right)+\theta_{2}\left(y, d_{0}\right)+2 l \pi$ for all $y \in U$.
We will prove that (47) does not hold. To this end, for any $y \in U \subset \Gamma_{H} \backslash \bar{B}_{R}$ we consider the odd extension $\widetilde{w}_{j}(\cdot, y)$ of $w_{j}(\cdot, y)$ defined by

$$
\widetilde{w}_{j}(x, y)= \begin{cases}w_{j}(x, y), & x \in D_{j,+} \backslash\{y\} \\ -w_{j}\left(x^{\prime}, y\right), & x \in\left(\mathbb{R}^{3} \backslash \bar{B}_{R}\right) \backslash\left(\bar{D}_{j,+} \cup\left\{y^{\prime}\right\}\right)\end{cases}
$$

for $j=1,2$, where $x^{\prime}=\left(x_{1}, x_{2},-x_{3}\right) \in \mathbb{R}^{3}$ denotes the reflection of $x$ with respect to the plane $x_{3}=0$. Note that $\widetilde{w}_{j}(\cdot, y), j=1,2$, are radiating solutions to the Helmholtz equation in $\left(\mathbb{R}^{3} \backslash \bar{B}_{R}\right) \backslash\left\{y, y^{\prime}\right\}$ (see [54]). By the definition of the far-field pattern of the odd extension $\widetilde{w}_{j}, j=1,2$, we deduce from (47) that

$$
\begin{equation*}
\widetilde{w}_{1}^{\infty}(\hat{x}, y)=e^{i \beta(y)} \overline{\widetilde{w}_{2}^{\infty}(\hat{x}, y)} \quad \text { for all } y \in U, \hat{x} \in \mathbb{S}^{2} \tag{48}
\end{equation*}
$$

Let $y \in U \subset \Gamma_{H} \backslash \bar{B}_{R}$ be arbitrarily fixed. The Green's formula for the radiating solution $\widetilde{w}_{2}(\cdot, y)$ in $\mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(y) \cup \bar{B}_{\varepsilon}\left(y^{\prime}\right)\right)$ (see [8, Theorem 2.5]) gives

$$
\widetilde{w}_{2}(x, y)=\int_{\partial B_{R} \cup \partial B_{\varepsilon}(y) \cup \partial B_{\varepsilon}\left(y^{\prime}\right)}\left\{\widetilde{w}_{2}(z, y) \frac{\partial \Phi(x, z)}{\partial \nu(z)}-\frac{\partial \widetilde{w}_{2}(z, y)}{\partial \nu(z)} \Phi(x, z)\right\} d s(z)
$$

for $x \in \mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(y) \cup \bar{B}_{\varepsilon}\left(y^{\prime}\right)\right)$, where the radius $\varepsilon>0$ is small enough such that the balls $\bar{B}_{\varepsilon}(y), \bar{B}_{\varepsilon}\left(y^{\prime}\right)$ and $\bar{B}_{R}$ are pairwise disjoint. The unit normal vector $\nu$ is directed into $\mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(y) \cup \bar{B}_{\varepsilon}\left(y^{\prime}\right)\right)$. The far-field pattern of $\widetilde{w}_{2}(x, y)$ is thus given as follows (see $[8,(2.14)]$ ):

$$
\widetilde{w}_{2}^{\infty}(\hat{x}, y)=\frac{1}{4 \pi} \int_{\partial B_{R} \cup \partial B_{\varepsilon}(y) \cup \partial B_{\varepsilon}\left(y^{\prime}\right)}\left\{\widetilde{w}_{2}(z, y) \frac{\partial e^{-i k \hat{x} \cdot z}}{\partial \nu(z)}-\frac{\partial \widetilde{w}_{2}(z, y)}{\partial \nu(z)} e^{-i k \hat{x} \cdot z}\right\} d s(z)
$$

From this and (48) it follows that

$$
\begin{aligned}
& \widetilde{w}_{1}^{\infty}(\hat{x}, y) \\
& =\frac{e^{i \beta(y)}}{4 \pi} \int_{\partial B_{R} \cup \partial B_{\varepsilon}(y) \cup \partial B_{\varepsilon}\left(y^{\prime}\right)}\left\{\widetilde{\widetilde{w}_{2}}(z, y) \frac{\partial e^{i k \hat{x} \cdot z}}{\partial \nu(z)}-\frac{\partial \overline{\widetilde{w}_{2}}}{\partial \nu}(z, y) e^{i k \hat{x} \cdot z}\right\} d s(z) \\
& =\frac{e^{i \beta(y)}}{4 \pi} \int_{\partial B_{R} \cup \partial B_{\varepsilon}(-y) \cup \partial B_{\varepsilon}\left(-y^{\prime}\right)}\left\{\widetilde{\widetilde{w}_{2}}(-z, y) \frac{\partial e^{-i k \hat{x} \cdot z}}{\partial \nu(z)}-\frac{\partial \widetilde{\widetilde{w}_{2}}}{\partial \nu}(-z, y) e^{-i k \hat{x} \cdot z}\right\} d s(z) .
\end{aligned}
$$

It follows from Rellich's lemma that
$\widetilde{w}_{1}(x, y)=e^{i \beta(y)} \int_{\partial \widetilde{B}_{R} \cup \partial B_{\varepsilon}(-y) \cup \partial B_{\varepsilon}\left(-y^{\prime}\right)}\left\{\widetilde{\widetilde{w}_{2}}(-z, y) \frac{\partial \Phi(x, z)}{\partial \nu(z)}-\frac{\partial \widetilde{\widetilde{w}_{2}}}{\partial \nu}(-z, y) \Phi(x, z)\right\} d s(z)$
for $x \in \mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(-y) \cup \bar{B}_{\varepsilon}\left(-y^{\prime}\right)\right)$. This means that $\widetilde{w}_{1}(\cdot, y)$ can be analytically extended into $\mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(-y) \cup \bar{B}_{\varepsilon}\left(-y^{\prime}\right)\right)$ and satisfies the Helmholtz equation in $\mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(-y) \cup \bar{B}_{\varepsilon}\left(-y^{\prime}\right)\right)$. For any fixed $y \in U \subset \Gamma_{H} \backslash \bar{B}_{R}$ with $R>H$, we know that $y,-y, y^{\prime}$ and $-y^{\prime}$ are distinct. Therefore, we can set $\varepsilon>0$ small enough such that the balls $\bar{B}_{\varepsilon}(y), \bar{B}_{\varepsilon}(-y), \bar{B}_{\varepsilon}\left(y^{\prime}\right)$ and $\bar{B}_{\varepsilon}\left(-y^{\prime}\right)$ are pairwise disjoint, and thus $\widetilde{w}_{1}(\cdot, y)$ is analytic at $y$. However, $\widetilde{w}_{1}(\cdot, y)=w_{1}(\cdot, y)=\Phi(\cdot, y)+w_{1}^{s}(\cdot, y)$ in the vicinity of $y$ (see (40)) and $w_{1}^{s}(\cdot, y)$ is analytic at $y$. This is impossible due to the singularity of $\Phi(\cdot, y)$ at $y$. This contradiction shows that (47) does not hold and only (46) is valid.

Now, we consider (46). Analogously to (48), it can be deduced from (46) that

$$
\widetilde{w}_{1}^{\infty}(\hat{x}, y)=e^{i \alpha(y)} \widetilde{w}_{2}^{\infty}(\hat{x}, y) \quad \text { for all } y \in U, \hat{x} \in \mathbb{S}^{2}
$$

For any fixed $y \in U \subset \Gamma_{H} \backslash \bar{B}_{R}$, Rellich's lemma gives $\widetilde{w}_{1}(x, y)=e^{i \alpha(y)} \widetilde{w}_{2}(x, y)$ for all $x \in\left(\mathbb{R}^{3} \backslash \bar{B}_{R}\right) \backslash\left\{y, y^{\prime}\right\}$. By (40) we have

$$
\Phi(x, y)+w_{1}^{s}(x, y)=e^{i \alpha(y)}\left[\Phi(x, y)+w_{2}^{s}(x, y)\right] \quad \text { for all } x \in D_{1,+} \backslash\left(\bar{B}_{R} \cup\{y\}\right)
$$

The singularity of $\Phi(\cdot, y)$ at $y$ and the analyticity of $x \mapsto w_{1}^{s}(x, y)-e^{i \alpha(y)} w_{2}^{s}(x, y)$ in the vicinity of $y$ imply $e^{i \alpha(y)}=1$. Since $y \in U$ is arbitrarily fixed, we have $e^{i \alpha(y)}=1$ for all $y \in U$. Substituting this equation into (45) gives $u_{1}(x, d)=u_{2}(x, d)$ for all
$x \in U, d \in \mathbb{S}_{-}^{2}$. By the analyticity of $x \mapsto u_{j}(x, d)$ in $\Gamma_{H}, j=1,2$, we have $u_{1}(x, d)=u_{2}(x, d)$ for all $x \in \Gamma_{H}, d \in \mathbb{S}_{-}^{2}$ and thus

$$
u_{1}^{s}(x, d)=u_{2}^{s}(x, d) \quad \text { for all } x \in \Gamma_{H}, d \in \mathbb{S}_{-}^{2}
$$

Now, it follows from the uniqueness of Dirichlet boundary value problem in a halfspace under Sommerfeld radiation condition (see [41, Theorem 3.1]), the analyticity of $x \mapsto u_{j}^{s}(x, d)$ in $D_{j,+}, j=1,2$, and (6) for $\hat{x} \in \mathbb{S}_{+}^{2}$ that

$$
u_{1}^{\infty}(\hat{x}, d)=u_{2}^{\infty}(\hat{x}, d) \quad \text { for all } \hat{x} \in \mathbb{S}_{+}^{2}, d \in \mathbb{S}_{-}^{2}
$$

Finally, the proof is completed by the three-dimensional analogue of [54, Theorem 4.1].

Remark 3.8. (i) By analyticity, $d \in \mathbb{S}_{-}^{2}$ in (38) and (39) can be reduced to $d \in U$ where $U$ is a nonempty open subset of $\mathbb{S}_{-}^{2}$.
(ii) With minor adjustments in the above proof, we can prove a similar uniqueness result for sound-hard locally rough surfaces with the assumption $\sin \left(k H d_{0,3}\right) \neq 0$ replaced by $\cos \left(k H d_{0,3}\right) \neq 0$. In the proof, the odd extension should be replaced by an even extension. Moreover, we need the three-dimensional analogue of [37, Theorem 4.3] instead of [54, Theorem 4.1].
(iii) Theorem 3.6, together with the analogue of sound-hard locally rough surfaces, also holds in two-dimensional case and the proofs are similar.
4. Uniqueness for inverse electromagnetic scattering. The inverse electromagnetic impenetrable obstacle or inhomogeneous medium scattering problem we consider in this section is to reconstruct the impenetrable obstacle $D$ as well as its boundary condition or the refractive index $n$ of the inhomogeneous medium from the phaseless electric near-field data. This section is devoted to establishing the uniqueness for these inverse problems. Following [45], the phaseless electric near-field data of this paper is given by the modulus of the tangential component of the total electric field on the measurement surface. Denote by $\boldsymbol{e}_{1}=(1,0,0)$ and $\boldsymbol{e}_{2}=(0,1,0)$ the two tangential vectors of the measurement plane $\Gamma_{H}:=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{3}=H\right\}$. Then the phaseless near-field data can be represented as $\left|\boldsymbol{e}_{m} \cdot E\left(x, d_{1}, p_{1}, d_{2}, p_{2}\right)\right|$ for $x \in \Gamma_{H}, m \in\{1,2\}, d_{1}, d_{2}, p_{1}, p_{2} \in \mathbb{S}^{2}$.
4.1. Uniqueness for inverse electromagnetic obstacle scattering. Denote by $E_{j}, E_{j}^{s}$ and $E_{j}^{\infty}$ the total electric field, the scattered electric field and its farfield pattern, respectively, for the impenetrable obstacle $D_{j}$ corresponding to the incident (electric) field $E^{i}, j=1,2$. Then we have the following theorem.

Theorem 4.1. Suppose that $D_{1}$ and $D_{2}$ are two impenetrable obstacles with boundary conditions $\mathscr{B}_{1}$ and $\mathscr{B}_{2}$, respectively. Assume further that both $\bar{D}_{1}$ and $\bar{D}_{2}$ are located in the lower half space $\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{3}<H\right\}$ (see Figure 4). If the corresponding total electric fields satisfy

$$
\begin{align*}
\left|\boldsymbol{e}_{m} \cdot E_{1}(x, d) p\right|=\left|\boldsymbol{e}_{m} \cdot E_{2}(x, d) p\right| & \text { for all } x \in \Gamma_{H}^{\prime}, d \in \mathbb{S}^{2}, p \in \mathbb{S}^{2}  \tag{49}\\
\left|\boldsymbol{e}_{m} \cdot E_{1}\left(x, d, p, d_{0}, p_{0}\right)\right|=\left|\boldsymbol{e}_{m} \cdot E_{2}\left(x, d, p, d_{0}, p_{0}\right)\right| & \text { for all } x \in \Gamma_{H}^{\prime}, d \in \mathbb{S}^{2}, p \in \mathbb{S}^{2} \tag{50}
\end{align*}
$$

for both $m=1$ and $m=2$, where $\Gamma_{H}^{\prime}$ is a nonempty open subset of the plane $\Gamma_{H}$ and $d_{0}, p_{0} \in \mathbb{S}^{2}$ are fixed such that $\boldsymbol{e}_{m} \cdot\left[\left(d_{0} \times p_{0}\right) \times d_{0}\right] \neq 0$ for both $m=1$ and $m=2$. Here, $\boldsymbol{e}_{1}=(1,0,0)$ and $\boldsymbol{e}_{2}=(0,1,0)$ denote two tangential vectors on $\Gamma_{H}$. Then $D_{1}=D_{2}$ and $\mathscr{B}_{1}=\mathscr{B}_{2}$.


Figure 4. Geometry of the problem in Theorem 4.1.

Proof. Without loss of generality, we may assume that there exists a ball $B_{R}$ centered at the origin with radius $R>0$ large enough such that $\left(\bar{D}_{1} \cup \bar{D}_{2}\right) \subset B_{R}$. Let $m \in$ $\{1,2\}$ be arbitrarily fixed. Define $r_{j}^{(m)}(x, d, p):=\left|\boldsymbol{e}_{m} \cdot E_{j}(x, d) p\right|$ for $j=1,2$. By the analyticity of $x \mapsto \boldsymbol{e}_{m} \cdot E_{j}(x, d) p$ in $\Gamma_{H}$ for any $d, p \in \mathbb{S}^{2}, j=1,2$, we deduce from (49) that $r_{1}^{(m)}(x, d, p)=r_{2}^{(m)}(x, d, p)=: r^{(m)}(x, d, p)$ for all $(x, d, p) \in \Gamma_{H} \times \mathbb{S}^{2} \times \mathbb{S}^{2}$. Therefore, the total electric field can be written as $\boldsymbol{e}_{m} \cdot E_{j}(x, d) p=r^{(m)}(x, d, p) e^{i \theta_{j}^{(m)}(x, d, p)}$ for all $x \in \Gamma_{H}, d \in \mathbb{S}^{2}, p \in \mathbb{S}^{2}, j=1,2$, where $\theta_{1}^{(m)}(x, d, p)$ and $\theta_{2}^{(m)}(x, d, p)$ are realvalued continuous functions. By (24) and the analyticity of $x \mapsto \boldsymbol{e}_{m} \cdot E_{j}(x, d) p$ in $\Gamma_{H}$ for any $d \in \mathbb{S}^{2}, p \in \mathbb{S}^{2}, j=1,2$, it is easy to see that (50) is equivalent to

$$
\left|\boldsymbol{e}_{m} \cdot\left[E_{1}(x, d) p+E_{1}\left(x, d_{0}\right) p_{0}\right]\right|=\left|\boldsymbol{e}_{m} \cdot\left[E_{2}(x, d) p+E_{2}\left(x, d_{0}\right) p_{0}\right]\right|
$$

for all $x \in \Gamma_{H}, d \in \mathbb{S}^{2}, p \in \mathbb{S}^{2}$. This implies

$$
\begin{align*}
& \operatorname{Re}\left\{r^{(m)}(x, d, p) e^{i \theta_{1}^{(m)}(x, d, p)} \overline{r^{(m)}\left(x, d_{0}, p_{0}\right) e^{i \theta_{1}^{(m)}\left(x, d_{0}, p_{0}\right)}}\right\} \\
& =\operatorname{Re}\left\{r^{(m)}(x, d, p) e^{i \theta_{2}^{(m)}(x, d, p)} \overline{r^{(m)}\left(x, d_{0}, p_{0}\right) e^{i \theta_{2}^{(m)}\left(x, d_{0}, p_{0}\right)}}\right\} \tag{51}
\end{align*}
$$

Let $\tilde{d} \in \mathbb{S}^{2}$ and $\tilde{p} \in \mathbb{S}^{2}$ be arbitrarily fixed such that $\boldsymbol{e}_{m} \cdot[(\tilde{d} \times \tilde{p}) \times \tilde{d}] \neq 0$. Then $\left|\boldsymbol{e}_{m} \cdot E^{i}(x, \tilde{d}) \tilde{p}\right|=k\left|\boldsymbol{e}_{m} \cdot[(\tilde{d} \times \tilde{p}) \times \tilde{d}]\right| \neq 0$ for all $x \in \Gamma_{H}$. Note that (21) implies $\boldsymbol{e}_{m} \cdot E_{1}^{s}(x, \tilde{d}) \tilde{p}=O(1 /|x|)$ as $|x| \rightarrow \infty, x \in \Gamma_{H}$. We thus have $r^{(m)}(x, \tilde{d}, \tilde{p}) \not \equiv 0$ for $x \in \Gamma_{H}$. Therefore, by the assumption on $d_{0}, p_{0}$ and the analyticity of $\boldsymbol{e}_{m} \cdot E_{j}(x, d) p$, $j=1,2$, we can choose three relatively open and connected sets $U \subset \Gamma_{H} \backslash \bar{B}_{R}, V \subset \mathbb{S}^{2}$ and $W \subset \mathbb{S}^{2}$ such that $r^{(m)}\left(x, d_{0}, p_{0}\right) \neq 0, r^{(m)}(x, d, p) \neq 0$ for all $(x, d, p) \in U \times V \times W$ and $\theta_{1}^{(m)}(x, d, p), \theta_{2}^{(m)}(x, d, p)$ are analytic functions of $x \in U, d \in V$ and $p \in W$, respectively. Now, by (51) we have

$$
\begin{equation*}
\cos \left[\theta_{1}^{(m)}(x, d, p)-\theta_{1}^{(m)}\left(x, d_{0}, p_{0}\right)\right]=\cos \left[\theta_{2}^{(m)}(x, d, p)-\theta_{2}^{(m)}\left(x, d_{0}, p_{0}\right)\right] \tag{52}
\end{equation*}
$$

for all $(x, d, p) \in U \times V \times W$. Since $\theta_{1}^{(m)}(x, d, p)$ and $\theta_{2}^{(m)}(x, d, p)$ are real-valued analytic functions of $x \in U, d \in V$, and $p \in W$, respectively, (52) implies there holds either

$$
\begin{equation*}
\theta_{1}^{(m)}(x, d, p)-\theta_{1}^{(m)}\left(x, d_{0}, p_{0}\right)=\theta_{2}^{(m)}(x, d, p)-\theta_{2}^{(m)}\left(x, d_{0}, p_{0}\right)+2 l \pi \tag{53}
\end{equation*}
$$

for all $(x, d, p) \in U \times V \times W$ or

$$
\begin{equation*}
\theta_{1}^{(m)}(x, d, p)-\theta_{1}^{(m)}\left(x, d_{0}, p_{0}\right)=\theta_{2}^{(m)}\left(x, d_{0}, p_{0}\right)-\theta_{2}^{(m)}(x, d, p)+2 l \pi \tag{54}
\end{equation*}
$$

for all $(x, d, p) \in U \times V \times W$ with some $l \in \mathbb{Z}$.
For the case when (53) holds, we have

$$
\theta_{1}^{(m)}(x, d, p)-\theta_{2}^{(m)}(x, d, p)=\theta_{1}^{(m)}\left(x, d_{0}, p_{0}\right)-\theta_{2}^{(m)}\left(x, d_{0}, p_{0}\right)+2 l \pi=: \alpha(x)
$$

for all $(x, d, p) \in U \times V \times W$. Then we deduce from (53) that

$$
\boldsymbol{e}_{m} \cdot E_{1}(x, d) p=r^{(m)}(x, d, p) e^{i \theta_{2}^{(m)}(x, d, p)+i \alpha(x)}=e^{i \alpha(x)} \boldsymbol{e}_{m} \cdot E_{2}(x, d) p
$$

for all $(x, d, p) \in U \times V \times W$. Since $\boldsymbol{e}_{m} \cdot E_{1}(x, d) p-e^{i \alpha(x)} \boldsymbol{e}_{m} \cdot E_{2}(x, d) p$ is an analytic function of $d \in \mathbb{S}^{2}$ and $p \in \mathbb{S}^{2}$, respectively, we have

$$
\begin{equation*}
\boldsymbol{e}_{m} \cdot E_{1}(x, d) p=e^{i \alpha(x)} \boldsymbol{e}_{m} \cdot E_{2}(x, d) p \quad \text { for all } x \in U, d \in \mathbb{S}^{2}, p \in \mathbb{S}^{2} \tag{55}
\end{equation*}
$$

By the mixed reciprocity relation $4 \pi E_{e, j}^{\infty}(-d, x)=\left[E_{j}(x, d)\right]^{\top}, j=1,2$ (see $[8$, (6.92)]), it follows from (55) that

$$
\begin{equation*}
E_{e, 1}^{\infty}(\hat{x}, y) \boldsymbol{e}_{m}=e^{i \alpha(y)} E_{e, 2}^{\infty}(\hat{x}, y) \boldsymbol{e}_{m} \quad \text { for all } y \in U, \hat{x} \in \mathbb{S}^{2} . \tag{56}
\end{equation*}
$$

Here $E_{e, j}^{\infty}(\hat{x}, y) p$ denotes the electric far-field pattern of the total electric field $E_{e, j}(x, y) p$ for the impenetrable obstacle $D_{j}$ corresponding to the incident electric dipole (electric part) $E_{e}^{i}(x, y) p:=\frac{i}{k} \operatorname{curl}_{x} \operatorname{curl}_{x} p \Phi(x, y)$ located at $y \in \mathbb{R}^{3} \backslash \bar{D}_{j}$ with the polarization vector $p \in \mathbb{S}^{2}, j=1,2$. The corresponding incident and total magnetic fields are given by $H_{e}^{i}(x, y) p:=\operatorname{curl}_{x} p \Phi(x, y)$ and $H_{e, j}(x, y) p=\operatorname{curl}_{x} E_{e, j}(x, y) p /(i k)$, respectively. To be more specific, $E_{e, j}(x, y) p=E_{e}^{i}(x, y) p+E_{e, j}^{s}(x, y) p$ and $E_{e, j}^{s}(x, y) p$ is the scattered electric field to the scattering problem (14)-(17) with the incident plane wave (22)-(23) replaced by the incident electric dipole $\left[E_{e}^{i}(x, y) p, H_{e}^{i}(x, y) p\right]$. Obviously, $\left[E_{e, j}(\cdot, y) p, H_{e, j}(\cdot, y) p\right]$ is a radiating solution to the Maxwell equations in $\mathbb{R}^{3} \backslash\left(\bar{D}_{j} \cup\{y\}\right), j=1,2$.

For the case when (54) holds, an argument similar to the above gives

$$
\begin{equation*}
E_{e, 1}^{\infty}(\hat{x}, y) \boldsymbol{e}_{m}=e^{i \beta(y)} \overline{E_{e, 2}^{\infty}(\hat{x}, y) \boldsymbol{e}_{m}} \quad \text { for all } y \in U, \hat{x} \in \mathbb{S}^{2} \tag{57}
\end{equation*}
$$

where $\beta(x):=\theta_{1}^{(m)}\left(x, d_{0}, p_{0}\right)+\theta_{2}^{(m)}\left(x, d_{0}, p_{0}\right)+2 l \pi$ for all $x \in U$.
We will show (57) does not hold. Let $y \in U \subset \Gamma_{H} \backslash \bar{B}_{R}$ be arbitrarily fixed. The Stratton-Chu formula for the radiating solution $E_{e, 2}(\cdot, y) \boldsymbol{e}_{m}$ in $\mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(y)\right)$ (see [8, Theorem 6.7]) gives

$$
\begin{aligned}
E_{e, 2}(x, y) \boldsymbol{e}_{m}= & \operatorname{curl} \int_{\partial B_{R} \cup \partial B_{\varepsilon}(y)} \nu(z) \times E_{e, 2}(z, y) \boldsymbol{e}_{m} \Phi(x, z) d s(z) \\
& -\frac{1}{i k} \operatorname{curl} \operatorname{curl} \int_{\partial B_{R} \cup \partial B_{\varepsilon}(y)} \nu(z) \times H_{e, 2}(z, y) \boldsymbol{e}_{m} \Phi(x, z) d s(z)
\end{aligned}
$$

for $y \in \mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(y)\right)$, where $\varepsilon>0$ is small enough such that $\bar{B}_{\varepsilon}(y) \cap \bar{B}_{R}=\emptyset$. The unit normal vector $\nu$ is directed into $\mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(y)\right)$. The far-field pattern of $E_{e, 2}(x, y) \boldsymbol{e}_{m}$ is thus given as follows (see [8, (6.25)]):

$$
E_{e, 2}^{\infty}(\hat{x}, y) \boldsymbol{e}_{m}=\frac{i k}{4 \pi} \hat{x} \times \int_{\partial B_{R} \cup \partial B_{\varepsilon}(y)}\left\{\nu(z) \times E_{e, 2}(z, y) \boldsymbol{e}_{m}+\left[\nu(z) \times H_{e, 2}(z, y) \boldsymbol{e}_{m}\right] \times \hat{x}\right\} e^{-i k \hat{x} \cdot z} d s(z)
$$

for $\hat{x} \in \mathbb{S}^{2}$. From this and (57) it follows that

$$
\begin{aligned}
& E_{e, 1}^{\infty}(\hat{x}, y) \boldsymbol{e}_{m} \\
& =\frac{-i k e^{i \beta(y)}}{4 \pi} \hat{x} \times \int_{\partial B_{R} \cup \partial B_{\varepsilon}(y)}\left\{\nu(z) \times \overline{E_{e, 2}(z, y)} \boldsymbol{e}_{m}+\left[\nu(z) \times \overline{H_{e, 2}(z, y)} \boldsymbol{e}_{m}\right] \times \hat{x}\right\} e^{i k \hat{x} \cdot z} d s(z) \\
& =\frac{i k e^{i \beta(y)}}{4 \pi} \hat{x} \times \int_{\partial B_{R} \cup \partial B_{\varepsilon}(-y)}\left\{\nu(z) \times \overline{E_{e, 2}(-z, y)} \boldsymbol{e}_{m}+\left[\nu(z) \times \overline{H_{e, 2}(-z, y)} \boldsymbol{e}_{m}\right] \times \hat{x}\right\} e^{-i k \hat{x} \cdot z} d s(z)
\end{aligned}
$$

for $\hat{x} \in \mathbb{S}^{2}$. Rellich's lemma (see [8, Theorem 6.10]) gives

$$
E_{e, 1}(x, y) \boldsymbol{e}_{m}=e^{i \beta(y)} \operatorname{curl} \int_{\partial B_{R} \cup \partial B_{\varepsilon}(-y)} \nu(z) \times \overline{E_{e, 2}(-z, y)} \boldsymbol{e}_{m} \Phi(x, z) d s(z)
$$

$$
-\frac{e^{i \beta(y)}}{i k} \operatorname{curl} \operatorname{curl} \int_{\partial B_{R} \cup \partial B_{\varepsilon}(-y)} \nu(z) \times \overline{H_{e, 2}(-z, y)} \boldsymbol{e}_{m} \Phi(x, z) d s(z)
$$

for $x \in \mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(-y)\right)$. Set $H_{e, 1}(\cdot, y) \boldsymbol{e}_{m}=\operatorname{curl}_{x} E_{e, 1}(x, y) p /(i k)$, then the electromagnetic wave $\left[E_{e, 1}(\cdot, y) \boldsymbol{e}_{m}, H_{e, 1}(\cdot, y) \boldsymbol{e}_{m}\right]$ can be analytically extended into $\mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(-y)\right)$ and satisfies the Maxwell equations in $\mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup \bar{B}_{\varepsilon}(-y)\right)$. Note that $y \in U \subset \Gamma_{H} \backslash \bar{B}_{R}$ implies $y \neq-y$. We can set $\varepsilon>0$ small enough such that the balls $\bar{B}_{R}, \bar{B}_{\varepsilon}(y)$ and $\bar{B}_{\varepsilon}(-y)$ are pairwise disjoint. Therefore, $E_{e, 1}(\cdot, y) \boldsymbol{e}_{m}$ is analytic at $y$. However, $E_{e, 1}(\cdot, y) \boldsymbol{e}_{m}=E_{e}^{i}(\cdot, y) \boldsymbol{e}_{m}+E_{e, 1}^{s}(\cdot, y) \boldsymbol{e}_{m}$ in the vicinity of $y$ and $E_{e, 1}^{s}(\cdot, y) \boldsymbol{e}_{m}$ is analytic at $y$. This is impossible due to the singularity of $E_{e}^{i}(\cdot, y) \boldsymbol{e}_{m}$ at $y$. This contradiction shows (57) does not hold.

Now we consider (56). For any fixed $y \in U \subset \Gamma_{H} \backslash \bar{B}_{R}$, Rellich's lemma gives $E_{e, 1}(x, y) \boldsymbol{e}_{m}=e^{i \alpha(y)} E_{e, 2}(x, y) \boldsymbol{e}_{m}$ for all $x \in \mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup\{y\}\right)$, i.e.,

$$
\left[E_{e}^{i}(x, y)+E_{e, 1}^{s}(x, y)\right] \boldsymbol{e}_{m}=e^{i \alpha(y)}\left[E_{e}^{i}(x, y)+E_{e, 2}^{s}(x, y)\right] \boldsymbol{e}_{m}
$$

for all $x \in \mathbb{R}^{3} \backslash\left(\bar{B}_{R} \cup\{y\}\right)$. Note that $E_{e, 1}^{s}(\cdot, y) \boldsymbol{e}_{m}-e^{i \alpha(y)} E_{e, 2}^{s}(\cdot, y) \boldsymbol{e}_{m}$ is analytic at $y$. Hence $e^{i \alpha(y)}=1$ follows from the singularity of $E_{e}^{i}(\cdot, y) \boldsymbol{e}_{m}$. The arbitrariness of $y \in U$ implies $e^{i \alpha(y)}=1$ for all $y \in U$. Substituting this formula into (55) gives

$$
\begin{equation*}
\boldsymbol{e}_{m} \cdot E_{1}(x, d) p=\boldsymbol{e}_{m} \cdot E_{2}(x, d) p \quad \text { for all } x \in U, d \in \mathbb{S}^{2}, p \in \mathbb{S}^{2} \tag{58}
\end{equation*}
$$

Since $m \in\{1,2\}$ is arbitrary, we know that (58) holds for both $m=1$ and $m=2$. The linear combination of $\boldsymbol{e}_{1}$ and $\boldsymbol{e}_{2}$ gives $\nu \times E_{1}(x, d) p=\nu \times E_{2}(x, d) p$ for all $x \in U, d \in \mathbb{S}^{2}, p \in \mathbb{S}^{2}$. Here $\nu=(0,0,1)$ denotes the unit normal on $\Gamma_{H}$. Noting that $\nu \times E_{1}(x, d) p$ and $\nu \times E_{2}(x, d) p$ are analytic for $x \in \Gamma_{H}$, we have $\nu \times E_{1}(x, d) p=$ $\nu \times E_{2}(x, d) p$ for all $x \in \Gamma_{H}, d \in \mathbb{S}^{2}, p \in \mathbb{S}^{2}$ and thus

$$
\nu \times E_{1}^{s}(x, d) p=\nu \times E_{2}^{s}(x, d) p \quad \text { for all } x \in \Gamma_{H}, d \in \mathbb{S}^{2}, p \in \mathbb{S}^{2}
$$

Now, it follows from the uniqueness of Maxwell problem in a half space under the Silver-Müller radiation condition (see [30, Lemma 3.1]), the analyticity of the scattered electric fields and (21) that

$$
E_{1}^{\infty}(\hat{x}, d)=E_{2}^{\infty}(\hat{x}, d) \quad \text { for all } \hat{x}, d \in \mathbb{S}^{2}
$$

Finally, the proof is completed by [8, Theorem 7.1].
4.2. Uniqueness for inverse electromagnetic medium scattering. Denote by $E_{j}, E_{j}^{s}$ and $E_{j}^{\infty}$ the total electric field, the scattered electric field and its farfield pattern, respectively, for the inhomogeneous medium with the refractive index $n_{j}$ corresponding to the incident (electric) field $E^{i}, j=1,2$. Then we have the following theorem.
Theorem 4.2. Suppose that $n_{1}, n_{2} \in C^{2, \gamma}\left(\mathbb{R}^{3}\right)$ are the refractive indices of two inhomogenous media, respectively. The support of $n_{j}-1$ is contained in a bounded domain $D_{j}$ of class $C^{2}, j=1,2$. Assume further that both $\bar{D}_{1}$ and $\bar{D}_{2}$ are located in the lower half space $\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{3}<H\right\}$ (see Figure 4). If the corresponding total electric fields satisfy (49) and (50), then $n_{1}=n_{2}$.

With the help of [14, Theorem 4.9], Theorem 4.2 can be proved by arguments similar to the proof of Theorem 4.1.

Remark 4.3. By analyticity, $d \in \mathbb{S}^{2}$ and $p \in \mathbb{S}^{2}$ in (49) and (50) can be reduced to $d \in U$ and $p \in V$, respectively, where $U$ and $V$ are nonempty open subsets of $\mathbb{S}^{2}$.
5. Conclusion. Several uniqueness theorems based on phaseless data have been proved in this paper. More precisely, the unknown scatterers can be uniquely determined by the phaseless near-field data generated by superpositions of two incident acoustic or electromagnetic plane waves. The phaseless data are measured on a plane in $\mathbb{R}^{3}$ (or a straight line in $\mathbb{R}^{2}$ ) and the proof is based on the analysis of phase information similar to $[42,45]$ and the application of Rellich's lemma similar to $[43,46]$. The uniqueness results in this paper are the complement of previous results in phaseless inverse scattering problem with the idea of superposition.
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