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#### Abstract

In this paper, a second-order local and parallel space-time algorithm is proposed and analyzed for the heat equation. This scheme is based on the parareal with spectral deferred correction method in time and the expandable local and parallel finite element method in space. It realizes the parallelism both in the temporal as well as in the spatial direction. We prove its stability and the optimal error estimation in $L^{2}$-norm. At last, several numerical experiments are presented to demonstrate the effectiveness of our parallel scheme.


## 1. Introduction

With the rapid development of high performance computers, parallel algorithms have attracted more attention. It is necessary to exploit parallel algorithm which can use large numbers of cores simultaneously. Although there are many parallel algorithms based on domain decomposition to solve the time dependent partial differential equations, the spatial parallel speedup will saturate as more processors are available. In fact, there is another direction to improve the efficiency, which is parallel in the temporal direction.

In 2001, Lions et al. [1] first provided the parareal algorithm, which is a time integration scheme to compute the numerical solutions of ordinary differential equations or discretized partial differential equations in parallel in the temporal direction. The main idea of parareal method is to decompose the global problem in the time direction into a series of independent subproblems, which can be solved concurrently in each time subinterval. Since this algorithm was proposed, it has received a lot of attention. Convergence and stability of the parareal algorithm have been discussed in [2-6]. The detailed analysis of the scheduling of tasks in parareal algorithm was proposed in [7]. In addition, several variants for parareal method have been proposed, see [8-12]. The parareal algorithm has been successfully applied to a variety of problems, such as quantum system [13], the first and second hyperbolic system [14], Navier-Stokes equations [15], Stokes/Darcy equations [16], the linear structural dynamic system [17], parabolic optimal control problems [18] and so on.

To realize the combination of spatial parallelism with time parallelism, we utilize the expandable local and parallel finite element method for the spatial parallelism. This idea is inspired by the expandable local and parallel two-grid finite element scheme in [19]. In fact, the local and parallel finite element algorithms based on two-grid discretizations was first proposed in [20,21] and further analyzed for other problems, such as the Stokes problem [22,23], the Navier-Stokes problem [24], the eigenvalue problems [25], the time-dependent convection-diffusion equations [26] and so on. The authors of [19] proposed an improved scheme, an expandable local and parallel two-grid finite element scheme for Poisson equations, which can be easily implemented on large parallel computers. What's the difference in this paper is that we use the idea of expandable local and parallel finite element method with the same grid size to realize the spatial parallelism.

The outline of this paper is as follows. Section 2 provides some preliminary materials. In Section 3, we provide the parareal method based on the spectral deferred correction method. Then combining the expandable local and parallel finite element method to realize the spatial parallelism, so we construct the local and parallel space-time algorithm with second order accuracy in time. The stability and convergence results for the space-time parallel algorithm are obtained in Section 4 and 5, respectively. Then the numerical experiments in Section 6 are devoted to support the results of our theoretical analysis. Finally, a brief conclusion and outlook are given in the last section.

[^0]
## 2. Preliminaries

Let $T>0$ be a finite time, then we consider the initial-boundary value problem for the heat equation with Dirichlet boundary condition in a bounded domain $\Omega \in \mathbb{R}^{d}, d=2$ or 3 :

$$
\begin{cases}u_{t}-\Delta u=f & \text { in } \Omega \times(0, T]  \tag{1}\\ u=0 & \text { on } \partial \Omega \times(0, T] \\ u(x, 0)=u^{0}(x)=0 & \text { in } \Omega\end{cases}
$$

where $u=u(x, t)$ is the temperature and $f=f(x, t)$ is the density of the heat source.
Throughout this paper, for the bounded domain $\Omega$, we denote $(\cdot, \cdot)$ as the usual inner product and $\|\cdot\|_{\Omega}$ as the corresponding norm in $L^{2}(\Omega)$. The norm in $H^{k}(\Omega)$ is denoted by $\|\cdot\|_{k, \Omega}$. The space $H_{0}^{1}(\Omega)=\left\{v \in H^{1}(\Omega):\left.v\right|_{\partial \Omega}=0\right\}$ is equipped with the norm $\|\nabla \cdot\|_{\Omega}$, which is an equivalent norm of $\|\cdot\|_{1, \Omega}$ due to the Poincaré inequality.

The weak formulation of (1) reads: find $u \in H_{0}^{1}(\Omega)$ such that

$$
\left\{\begin{array}{l}
\left(u_{t}, v\right)+a(u, v)=(f, v) \quad \forall v \in H_{0}^{1}(\Omega)  \tag{2}\\
u(0)=u^{0}=0
\end{array}\right.
$$

Here $a(u, v)=(\nabla u, \nabla v)$.
Let $T^{h}(\Omega)=\left\{\tau_{\Omega}^{h}\right\}$ be a regular triangulation of $\Omega$, where $h=\max _{\tau_{\Omega}^{h} \in T^{h}(\Omega)}\left\{\operatorname{diam}\left(\tau_{\Omega}^{\mathrm{h}}\right)\right\}$ is the mesh size parameter. Associated with the mesh $T^{h}(\Omega)$, we set

$$
\begin{aligned}
& S^{h}(\Omega)=\left\{v_{h} \in C^{0}(\Omega):\left.v_{h}\right|_{\tau_{\Omega}^{h}} \in P_{\tau_{\Omega}^{h}}^{r}, \forall \tau_{\Omega}^{h} \in T^{h}(\Omega)\right\} \\
& S_{0}^{h}(\Omega)=S^{h}(\Omega) \cap H_{0}^{1}(\Omega)
\end{aligned}
$$

Here, $r \geq 1$ is a positive integer and $P_{\tau_{\Omega}^{h}}^{r}$ is the space of polynomial of degree not greater than $r$ defined on $\tau_{\Omega}^{h}$.
We introduce the Ritz projection $P_{h}$ from $H_{0}^{1}(\Omega)$ onto $S_{0}^{h}(\Omega)$ by requiring

$$
\begin{equation*}
a\left(u, P_{h} v-v\right)=0, \quad \forall u \in S_{0}^{h}(\Omega), v \in H_{0}^{1}(\Omega) \tag{3}
\end{equation*}
$$

The Ritz projection is stable in $H_{0}^{1}(\Omega)$, that is to say

$$
\left\|\nabla P_{h} v\right\|_{\Omega} \leq\|\nabla v\|_{\Omega}, \quad \forall v \in H_{0}^{1}(\Omega)
$$

In addition, the Ritz projection has the property:

$$
\begin{equation*}
\left\|P_{h} v-v\right\|_{\Omega}+h\left\|\nabla\left(P_{h} v-v\right)\right\|_{\Omega} \leq C_{R} h^{r+1}\|v\|_{r+1, \Omega}, \quad \forall v \in H_{0}^{1}(\Omega) \cap H^{r+1}(\Omega) \tag{4}
\end{equation*}
$$

We recall the Poincaré inequality: there exists constant $C_{p}$, which only depends on the region $\Omega$, such that

$$
\begin{equation*}
\|v\|_{\Omega} \leq C_{p}\|\nabla v\|_{\Omega}, \quad \forall v \in H_{0}^{1}(\Omega) \tag{5}
\end{equation*}
$$

the Young's inequality with $\varepsilon$ :

$$
\begin{equation*}
a b \leq \varepsilon a^{2}+\frac{1}{4 \varepsilon} b^{2}, \quad(a, b>0, \varepsilon>0) \tag{6}
\end{equation*}
$$

and the Minkowski inequality: assume $1 \leq p \leq \infty$ and $u, v \in L^{p}(\Omega)$, then

$$
\begin{equation*}
\|u+v\|_{L^{p}(\Omega)} \leq\|u\|_{L^{p}(\Omega)}+\|v\|_{L^{p}(\Omega)} \tag{7}
\end{equation*}
$$

## 3. The local and parallel space-time scheme

In this section, we propose a space-time parallel algorithm for the heat equation with second order accuracy in time. And we denote it as the local and parallel space-time scheme. The temporal parallelism is achieved with the parareal method, the spatial parallelism is achieved with the expandable local and parallel method, and the spectral deferred correction method is used to get the second-order scheme. However, in order to introduce the final space-time parallel algorithm more clearly, we first introduce the parareal method. Then combining the idea of the expandable local and parallel finite element method, we provide the special steps of the space-time parallel algorithm.

### 3.1. The parareal method

Let $\Delta t=T / N$ be the time step length, and we divide the time interval $[0, T]$ into $N$ subintervals $\left[t^{n}, t^{n+1}\right]$ by choosing points $t^{n}=n \Delta t$ for $n=0, \ldots, N-1$. For the parareal method, the subintervals are assigned to different processors. For simplicity, denote the processors $P_{1}$ through $P_{N}$. Generally, we need two numerical ordinary differential equation step methods denoted by $\mathcal{G}$ and $\mathcal{F}$. In addition, for the sake of efficiency of the parareal method, $\mathcal{G}$ is computationally less expensive than $\mathcal{F}$. In order to reduce the computational cost of $\mathcal{G}$, one can choose $\mathcal{G}$ with a larger time step length or a coarser discretization in space or even a lower-order numerical method than $\mathcal{F}$. Upon convergence, the accuracy of the parareal method is limited by what one would obtain if $\mathcal{F}$ is used in serial. We are going to use the notations $\mathcal{G}\left(t^{n+1}, t^{n}, \hat{u}\right)$ and $\mathcal{F}\left(t^{n+1}, t^{n}, \hat{u}\right)$, which means the numerical solutions at time $t^{n+1}$ with the initial value $\hat{u}$ at time $t^{n}$ by using $\mathcal{G}$ and $\mathcal{F}$, respectively.

For the first step of parareal method, $\mathcal{G}$ is used to compute a provisional solution of (1) at all nodes sequentially, i.e.,

$$
u_{1}^{n+1}=\mathcal{G}\left(t^{n+1}, t^{n}, u_{1}^{n}\right), n=0, \ldots, N-1
$$

As soon as each processor $P_{n+1}$ obtains the initial value $u_{k}^{n}$ and the provisional solution $u_{k}^{n+1}$ with the iteration number $k \geq 1$, one can compute a more accurate approximate solution $\mathcal{F}\left(t^{n+1}, t^{n}, u_{k}^{n}\right)$ at each $t^{n+1}$ in parallel. Then the final serial correction step takes the form

$$
\begin{equation*}
u_{k+1}^{n+1}=\mathcal{C}\left(t^{n+1}, t^{n}, u_{k+1}^{n}\right)+\mathcal{F}\left(t^{n+1}, t^{n}, u_{k}^{n}\right)-\mathcal{C}\left(t^{n+1}, t^{n}, u_{k}^{n}\right), \tag{8}
\end{equation*}
$$

for $n=0, \ldots, N-1$. The parareal method proceeds iteratively alternating between the parallel computation of $\mathcal{F}\left(t^{n+1}, t^{n}, u_{k}^{n}\right)$ and the serial computation of (8), which requires computing the $\mathcal{G}$ propagator.

Next, we provide a second-order time parallel algorithm based on parareal method for the heat equation (1). First, we select the backward Euler method as $\mathcal{G}$. Note again that, upon convergence, the accuracy of parareal method is limited by what one would obtain if $\mathcal{F}$ is used in serial. We utilize the second-order spectral deferred correction (SDC) sweep as $F$. Therefore we provide a simple introduction of SDC method.

The SDC method [27-29] is one kind of high-order numerical methods, which uses a low order numerical method to get an approximation solution with higher-order accuracy by solving a series of deferred correction equations during each time step. Next we introduce the classical formulation of SDC method by quoting symbols from the literature [29]. The initial value problem reads

$$
\left\{\begin{array}{l}
\phi^{\prime}(t)=F(t, \phi(t)), \quad t \in[0, T] \\
\phi(0)=\phi^{0},
\end{array}\right.
$$

with $\phi(t), \phi^{0} \in \mathbb{C}^{d}$ and $F: \mathbb{R} \times \mathbb{C}^{d} \rightarrow \mathbb{C}^{d}$. Let us first divide the time interval $[0, T]$ into several intervals $\left[t^{n}, t^{n+1}\right]=\left[t^{n}, t^{n}+\Delta t\right]$ with $\Delta t=T / N$. Then choosing points $t^{m}$ for $m=0, \ldots, p$ with $t^{n}=t^{0}<t^{1}<\ldots<t^{p}=t^{n+1}$, so we obtain $p$ subintervals $\left[t^{m}, t^{m+1}\right]=\left[t^{m}, t^{m}+\Delta t^{m}\right]$. If the approximate solutions $\phi_{1}^{m}, m=0, \ldots, p$, have been obtained by using the backward Euler method, then the SDC method based on the Euler methods is the following formulation:

$$
\begin{equation*}
\phi_{k+1}^{m+1}=\phi_{k+1}^{m}+\Delta t^{m}\left[F\left(t^{m+1}, \phi_{k+1}^{m+1}\right)-F\left(t^{m+1}, \phi_{k}^{m+1}\right)\right]+I_{m}^{m+1}\left(\phi_{k}\right) . \tag{9}
\end{equation*}
$$

$I_{m}^{m+1}\left(\phi_{k}\right)$ denotes the numerical quadrature approximation to $\int_{t^{m}}^{t^{m+1}} F\left(\tau, \phi_{k}(\tau)\right) d \tau$, and $\phi_{k}$ denotes the approximation solution with $k$ total iterations or $k-1$ iterations of correction equation. As long as the accuracy of quadrature approximation $I_{m}^{m+1}\left(\phi_{k}\right)$ can be guaranteed, $\phi_{k+1}^{m+1}$ is a numerical solution with the global accuracy $O\left(\Delta t^{k+1}\right)$. The readers are referred to [27-29] for the detailed discussion of order of accuracy for SDC method. In this paper, in order to construct a second-order scheme based on SDC, there is no need to divide interval $\left[t^{n}, t^{n+1}\right]$ into subintervals and we only use the two integral points $t^{n}$ and $t^{n+1}$ to approximate $\int_{t^{n}}^{n^{n+1}} F\left(\tau, \phi_{k}(\tau)\right) d \tau$ by utilizing the trapezoid formula, that is

$$
\begin{equation*}
I_{n}^{n+1}\left(\phi_{k}\right)=\frac{1}{2} \Delta t\left[F\left(t^{n+1}, \phi_{k}\left(t^{n+1}\right)\right)+F\left(t^{n}, \phi_{k}\left(t^{n}\right)\right)\right] . \tag{10}
\end{equation*}
$$

In addition, if $\phi_{1}^{n}$ and $\phi_{1}^{n+1}$ for $n=1,2, \ldots, N-1$ have been obtained by using the backward Euler method, one iteration step (9) is sufficient to obtain $\phi_{2}^{n+1}$ with the accuracy $O\left(\Delta t^{2}\right)$. Hence, combining (9)-(10) leads to a second-order SDC sweep as follows:

$$
\begin{equation*}
\phi_{2}^{n+1}=\phi_{2}^{n}+\Delta t F\left(t^{n+1}, \phi_{2}^{n+1}\right)-\frac{1}{2} \Delta t F\left(t^{n+1}, \phi_{1}^{n+1}\right)+\frac{1}{2} \Delta t F\left(t^{n}, \phi_{1}^{n}\right) \tag{11}
\end{equation*}
$$

Now we are ready to propose the second-order parareal algorithm for the heat equation. Let us select the backward Euler method as $\mathcal{G}$ and a second-order SDC sweep as $\mathcal{F}$. For the time interval $[0, T]$, we divide it into N subintervals $\left[t^{n}, t^{n+1}\right]=\left[t^{n}, t^{n}+\Delta t\right], n=0,1, \ldots, N-1$ with the time step length $\Delta t=T / N$. For the first step of the parareal method, let us serially compute the provisional solutions $u_{1, h}^{n+1}:=\mathcal{G}\left(t^{n+1}, t^{n}, u_{1, h}^{n}\right) \in S_{0}^{h}(\Omega)$, $n=0, \ldots, N-1$, by using the backward Euler method as follows: find $u_{1, h}^{n+1} \in S_{0}^{h}(\Omega)$ such that $\forall v_{h} \in S_{0}^{h}(\Omega)$

$$
\left\{\begin{array}{l}
\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{\Delta t}, v_{h}\right)+a\left(u_{1, h}^{n+1}, v_{h}\right)=\left(f^{n+1}, v_{h}\right)  \tag{12}\\
u_{1, h}^{0}=P_{h} u^{0}=0
\end{array}\right.
$$

Then, we consider a second-order SDC sweep (11) as $\mathcal{F}$ to compute $\mathcal{F}\left(t^{n+1}, t^{n}, u_{1, h}^{n}\right), n=0,1, \ldots, N-1$ in parallel. It is important to emphasize that we compute $\mathcal{F}$ with the initial values $u_{1, h}^{n}$, which has been obtained by the first step. So that we can simultaneously compute $\mathcal{F}\left(t^{n+1}, t^{n}, u_{1, h}^{n}\right)$ on the $N$ subintervals $\left[t^{n}, t^{n+1}\right]$. Hence, for the heat equation, $\tilde{u}_{F}^{n+1}:=\mathcal{F}\left(t^{n+1}, t^{n}, u_{1, h}^{n}\right) \in S_{0}^{h}(\Omega)$ satisfies

$$
\tilde{u}_{F}^{n+1}=u_{1, h}^{n}+\Delta t F\left(t^{n+1}, \tilde{u}_{F}^{n+1}\right)-\frac{1}{2} \Delta t F\left(t^{n+1}, u_{1, h}^{n+1}\right)+\frac{1}{2} \Delta t F\left(t^{n}, u_{1, h}^{n}\right),
$$

where $F(t, u(x, t))=f(x, t)+\Delta u(x, t)$. It is easy to obtain the following weak formulation: find $\tilde{u}_{F}^{n+1} \in S_{0}^{h}(\Omega)$ over $\Omega \times\left[t^{n}, t^{n+1}\right]$ such that $\forall v_{h} \in S_{0}^{h}(\Omega)$

$$
\begin{equation*}
\left(\frac{\tilde{u}_{F}^{n+1}-u_{1, h}^{n}}{\Delta t}, v_{h}\right)+a\left(\tilde{u}_{F}^{n+1}, v_{h}\right)=a\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{2}, v_{h}\right)+\left(\frac{f^{n+1}+f^{n}}{2}, v_{h}\right) . \tag{13}
\end{equation*}
$$

Last, considering the third step of parareal method (8), we compute the final solution as follows:

$$
\begin{equation*}
\tilde{u}_{2, h}^{n+1}=\mathcal{C}\left(t^{n+1}, t^{n}, \tilde{u}_{2, h}^{n}\right)+\mathcal{F}\left(t^{n+1}, t^{n}, u_{1, h}^{n}\right)-\mathcal{C}\left(t^{n+1}, t^{n}, u_{1, h}^{n}\right) \in S_{0}^{h}(\Omega), \quad n=0, \ldots, N-1 \tag{14}
\end{equation*}
$$

Remark 3.1. In principle, the parareal method proceeds iteratively alternating between the parallel computation of $\mathcal{F}$ and the serial computation of (14), which requires computing $\mathcal{G}$. Note that the accuracy of $\mathcal{F}$ determines the overall accuracy. The convergence order of the parareal method [3,5] is decided by the order of $\mathcal{G}$ and the number of iterations used when it is coupled with a sufficient accuracy $\mathcal{F}$. And the convergence results are obtained under some assumptions for $\mathcal{G}$ and $\mathcal{F}$. For example, let $\mathcal{F}$ be the exact solution and let $\mathcal{G}$ satisfy the Lipschitz condition. Since we select the first-order backward Euler method as $\mathcal{G}$ for the heat equation, it is easy to verify that $\mathcal{G}$ satisfies the Lipschitz condition, and the convergence order in time will increase by one time with each iteration. Since we want to construct a second order algorithm, so only 2 iterations are used in our algorithms.

Normally in real calculation, if we want to use the parareal method to obtain almost the same accuracy of $\mathcal{F}$, it indeed needs more iterations of the alternative steps between $\mathcal{F}$ and $\mathcal{G}$. However, there are only two iterations in our algorithm, no more iterations. In Section 6, we compute the algorithm with more than two iterations, but the errors are bigger than that one with two iterations. And the algorithm with two iterations is enough to obtain almost the same accuracy of $\mathcal{F}$, which is used in serial. Therefore, the expected results can be obtained through two iterations while considering the calculation time and the accuracy of our parallel algorithm.

### 3.2. The local and parallel space-time scheme

In this part, we propose a local and parallel space-time algorithm for the heat equation. For the time parallelism, it is based on parareal method, so we can compute the solutions over all time steps in parallel. Then we combine it with the expandable local and parallel method [19] to realize the spatial parallelism over each subdomain. In our local and parallel space-time scheme, we choose the backward Euler method as $\mathcal{G}$, and a secondorder SDC sweep with the expandable local and parallel method as $\mathcal{F}$. Let us denote $u_{2, h}^{n+1} \in S_{0}^{h}(\Omega), n=0, \ldots, N-1$ as the ultimate approximate solution of our space-time parallel scheme. The following parts are the specific steps of this algorithm.

For the first step, we compute the global solution $u_{1, h}^{n+1}:=\mathcal{C}\left(t^{n+1}, t^{n}, u_{1, h}^{n}\right) \in S_{0}^{h}(\Omega), n=0, \ldots, N-1$, by using the backward Euler method (12) serially.

The second step is to compute the solutions $u_{F}^{n+1}:=\mathcal{F}\left(t^{n+1}, t^{n}, u_{1, h}^{n}\right) \in S_{0}^{h}(\Omega), n=0, \ldots, N-1$ in parallel. Since the initial value $u_{1, h}^{n}$ has been obtained from the first step, we can calculate $u_{F}^{n+1}$ over $N$ subintervals $\left[t^{n}, t^{n+1}\right], n=0, \ldots, N-1$, concurrently. Meanwhile, over each time step, we utilize the expandable local and parallel scheme to realize the spatial parallelism. From the idea of this spatial parallel method, we first need to construct a residual equation. Let us denote $w^{n+1}=\tilde{u}_{F}^{n+1}-u_{1, h}^{n+1} \in S_{0}^{h}(\Omega)$, then we can construct a residual equation from (13): $\forall v_{h} \in S_{0}^{h}(\Omega)$,

$$
\begin{equation*}
\left(\frac{w^{n+1}}{\Delta t}, v_{h}\right)+a\left(w^{n+1}, v_{h}\right)=-\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{\Delta t}, v_{h}\right)-a\left(u_{1, h}^{n+1}, v_{h}\right)+a\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{2}, v_{h}\right)+\left(\frac{f^{n+1}+f^{n}}{2}, v_{h}\right) \tag{15}
\end{equation*}
$$

In other words, (15) is also a correction step for the provisional solution $u_{1, h}^{n+1}$. Next, we are going to divide this problem (15) into several subproblems on different computational domains to realize the spatial parallelism.

Assume that $\left\{\phi_{j}\right\}_{j=1}^{M}$ is a partition of unity on $\Omega$ for given $M \geq 1$ such that $\Omega \subset \bigcup_{j=1}^{M} \operatorname{supp} \phi_{j}$ and $\sum_{j=1}^{M} \phi_{j} \equiv 1$ on $\Omega$. What's more, we define a coarser grid triangulation $T^{H}(\Omega)$, which aligns with the global regular triangulation $T^{h}(\Omega)$ on $\Omega$ with $H>h$. Let us denote $D_{j}=\operatorname{supp} \phi_{j}$ which aligns with $T^{H}(\Omega)$. Then the residual equation (15) can be rewritten as:

$$
\left(\frac{w^{n+1}}{\Delta t}, v_{h}\right)+a\left(w^{n+1}, v_{h}\right)=-\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{\Delta t}, \sum_{j=1}^{M} \phi_{j} v_{h}\right)-a\left(u_{1, h}^{n+1}, \sum_{j=1}^{M} \phi_{j} v_{h}\right)+a\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{2}, \sum_{j=1}^{M} \phi_{j} v_{h}\right)+\left(\frac{f^{n+1}+f^{n}}{2}, \sum_{j=1}^{M} \phi_{j} v_{h}\right)
$$

By superposition principle, the above equation is equivalent to the summation of the following subproblems: $\forall v_{h} \in S_{0}^{h}(\Omega), j=1, \ldots, M$,

$$
\begin{equation*}
\left(\frac{w^{j, n+1}}{\Delta t}, v_{h}\right)+a\left(w^{j, n+1}, v_{h}\right)=-\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{\Delta t}, \phi_{j} v_{h}\right)-a\left(u_{1, h}^{n+1}, \phi_{j} v_{h}\right)+a\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{2}, \phi_{j} v_{h}\right)+\left(\frac{f^{n+1}+f^{n}}{2}, \phi_{j} v_{h}\right) \tag{16}
\end{equation*}
$$

And $w^{n+1}=\sum_{j=1}^{M} w^{j, n+1}$. Obviously, each subproblem is driven by right-hand side term of a very small compact support with homogeneous Dirichlet boundary condition in the entire domain $\Omega$. In order to reduce the computational scale, we restrict the above subproblem in a local domain $\Omega_{j} \supset D_{j}$ instead of the global domain $\Omega$. For each local domain $\Omega_{j}$, we consider $T^{h}\left(\Omega_{j}\right)=\left.T^{h}(\Omega)\right|_{\Omega_{j}}=\left\{\tau_{\Omega_{j}}^{h}\right\}$ and $h=\max _{1 \leq j \leq M} \max _{\tau_{\Omega_{j}}^{h} \in T^{h}\left(\Omega_{j}\right)}\left\{\operatorname{diam}\left(\tau_{\Omega_{j}}^{h}\right)\right\}$. And we define the following finite element spaces

$$
\begin{aligned}
& S^{h}\left(\Omega_{j}\right)=\left\{v_{h} \in C^{0}\left(\Omega_{j}\right):\left.v_{h}\right|_{\tau_{\Omega_{j}}^{h}} \in P_{\tau_{\Omega_{j}}^{h}}^{r}, \forall \tau_{\Omega_{j}}^{h} \in T^{h}\left(\Omega_{j}\right)\right\} \\
& S_{0}^{h}\left(\Omega_{j}\right)=S^{h}\left(\Omega_{j}\right) \cap H_{0}^{1}\left(\Omega_{j}\right)
\end{aligned}
$$

On the other hand, one can extend the functions in $S_{0}^{h}\left(\Omega_{j}\right)$ to functions in $S_{0}^{h}(\Omega)$ with zero value outside $\Omega_{j}$. In this sense, we can regard $S_{0}^{h}\left(\Omega_{j}\right)$ as a subspace of $S_{0}^{h}(\Omega)$. Hence, we can assume

$$
S_{0}^{h}(\Omega)=\bigcup_{1 \leq j \leq M} S_{0}^{h}\left(\Omega_{j}\right)
$$

Now we choose the piecewise linear Lagrange basis functions as the partition of unity $\left\{\phi_{j}\right\}_{j=1}^{M}$ of $\Omega$, and it is associated with the global coarser grid triangulation $T^{H}(\Omega)$. Here $M$ is the number of vertices of $T^{H}(\Omega)$ and includes the boundary vertices. Hence, for each vertex $j$ of the coarse grid $T^{H}(\Omega)$, we still denote $D_{j}=\operatorname{supp} \phi_{j}$ and assume the local domain $\Omega_{j}$ is obtained by extending $D_{j}$ by one mesh layer, i.e.

$$
\Omega_{j}=\bigcup\left\{D \mid D \text { and } D_{j} \text { share at least one vertex, } D \in\left\{D_{1}, D_{2}, \ldots, D_{M}\right\}\right\}
$$

It is obvious that

$$
\operatorname{diam} D_{j} \approx H, \quad \operatorname{dist}\left(\partial D_{j} \backslash \partial \Omega, \partial \Omega_{j} \backslash \partial \Omega\right) \approx H
$$

Here, $x \approx y$ means that $c_{1} x \leq y \leq C_{1} x$, for constants $c_{1}$ and $C_{1}$ that are independent of mesh size and time step length. So let us approximate the local residual equation (16) over $\Omega_{j} \times\left[t^{n}, t^{n+1}\right], j=1, \ldots, M$, as follows: find $w_{h}^{j, n+1} \in S_{0}^{h}\left(\Omega_{j}\right)$ such that $\forall v_{h} \in S_{0}^{h}\left(\Omega_{j}\right)$

$$
\begin{equation*}
\left(\frac{w_{h}^{j, n+1}}{\Delta t}, v_{h}\right)+a\left(w_{h}^{j, n+1}, v_{h}\right)=-\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{\Delta t}, \phi_{j} v_{h}\right)-a\left(u_{1, h}^{n+1}, \phi_{j} v_{h}\right)+a\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{2}, \phi_{j} v_{h}\right)+\left(\frac{f^{n+1}+f^{n}}{2}, \phi_{j} v_{h}\right) \tag{17}
\end{equation*}
$$

Obviously, since $u_{1, h}^{n+1}$ and $u_{1, h}^{n}$ have been obtained from (12), all subproblems (17) are mutually independent over each computational domain. Therefore, we can solve (17), concurrently, over each sub-domain $\Omega_{j}$. Next let us extend $w_{h}^{j, n+1}$ to the entire domain $\Omega$ with zero value outside $\Omega_{j}$ in $H_{0}^{1}(\Omega)$ and still denote $w_{h}^{j, n+1}$ as the extension. Then define the approximate solution

$$
u_{F}^{n+1}=w_{h}^{n+1}+u_{1, h}^{n+1}=\sum_{j=1}^{M} w_{h}^{j, n+1}+u_{1, h}^{n+1} \in S_{0}^{h}(\Omega)
$$

The third step of parareal method, which is also the last step of the space-time parallel algorithm, is to compute $u_{G}^{n+1}:=\mathcal{C}\left(t^{n+1}, t^{n}, u_{2, h}^{n}\right) \in S_{0}^{h}(\Omega)$ by using the backward Euler method such that

$$
\begin{equation*}
\left(\frac{u_{G}^{n+1}-u_{2, h}^{n}}{\Delta t}, v_{h}\right)+a\left(u_{G}^{n+1}, v_{h}\right)=\left(f^{n+1}, v_{h}\right), \quad \forall v_{h} \in S_{0}^{h}(\Omega) \tag{18}
\end{equation*}
$$

Last, we derive the final approximate solution

$$
\begin{align*}
u_{2, h}^{n+1} & =\mathcal{G}\left(t^{n+1}, t^{n}, u_{2, h}^{n}\right)+\mathcal{F}\left(t^{n+1}, t^{n}, u_{1, h}^{n}\right)-\mathcal{G}\left(t^{n+1}, t^{n}, u_{1, h}^{n}\right) \\
& :=u_{G}^{n+1}+u_{F}^{n+1}-u_{1, h}^{n+1} \in S_{0}^{h}(\Omega) \tag{19}
\end{align*}
$$

In conclusion, we summarize the specific steps of our local and parallel space-time scheme in Algorithm 3.1.

## Algorithm 3.1 (The local and parallel space-time scheme for the heat equation).

Step 1. Compute $u_{1, h}^{n+1}:=\mathcal{G}\left(t^{n+1}, t^{n}, u_{1, h}^{n}\right) \in S_{0}^{h}(\Omega), n=0, \ldots, N-1$, by using (12) in serial.
Step 2. Compute $u_{F}^{n+1}:=\mathcal{F}\left(t^{n+1}, t^{n}, u_{1, h}^{n}\right) \in S_{0}^{h}(\Omega), n=0, \ldots, N-1$ in parallel. Time parallelism is achieved by computing $u_{F}^{n+1}$ over the $N$ intervals $\left[t^{n}, t^{n+1}\right], n=0, \ldots, N-1$, concurrently. Let's take the interval $\left[t^{n}, t^{n+1}\right]$ as an example to show how the spatial parallelism is implemented.
a) Solve (17) concurrently over $\Omega_{j} \times\left[t^{n}, t^{n+1}\right], j=1, \ldots, M$ to obtain $w_{h}^{j, n+1} \in S_{0}^{h}\left(\Omega_{j}\right)$.
b) We extend $w_{h}^{j, n+1}$ to the entire domain $\Omega$ with zero value outside $\Omega_{j}$ in $H_{0}^{1}(\Omega)$, and still use $w_{h}^{j, n+1}$ to denote the extension. Then we define $u_{F}^{n+1}=w_{h}^{n+1}+u_{1, h}^{n+1}=\sum_{j=1}^{M} w_{h}^{j, n+1}+u_{1, h}^{n+1} \in S_{0}^{h}(\Omega)$.
Step 3. Compute $u_{G}^{n+1}:=\mathcal{C}\left(t^{n+1}, t^{n}, u_{2, h}^{n}\right) \in S_{0}^{h}(\Omega), n=0, \ldots, N-1$, by using (18) in serial. Last, we obtain the final approximate solution $u_{2, h}^{n+1}=$ $u_{G}^{n+1}+u_{F}^{n+1}-u_{1, h}^{n+1}$ with the initial value $u_{2, h}^{0}=P_{h} u^{0}=0$.

## 4. The stability analysis

Before we present the analysis for our local and parallel space-time scheme, we give the analysis results of the standard Galerkin approximation (12), which will be used in the next analysis. Since the proof is classic, we omit the details and only show the final results. We refer the readers to [30-32] for the details.

Lemma 4.1. Assume $u_{1, h}^{m}, m=1, \ldots, N$ is the solution of (12), then the following results hold:
a) It satisfies the stability result

$$
\begin{equation*}
\left\|u_{1, h}^{m}\right\|_{\Omega}^{2}+\Delta t \sum_{n=0}^{m-1}\left\|\nabla u_{1, h}^{n+1}\right\|_{\Omega}^{2} \leq C \Delta t \sum_{n=0}^{m}\left\|f^{n}\right\|_{\Omega}^{2} \tag{20}
\end{equation*}
$$

b) Assume the exact solution of (2) satisfies the following regularities

$$
\begin{equation*}
u \in L^{\infty}\left(0, T ; H^{r+1}(\Omega)^{d}\right), \quad u_{t} \in L^{2}\left(0, T ; H^{r+1}(\Omega)^{d}\right), \quad u_{t t} \in L^{2}\left(0, T ; H^{r}(\Omega)^{d}\right), \quad u_{t t t} \in L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right) \tag{21}
\end{equation*}
$$

and denote $e_{1, h}^{m}=u_{1, h}^{m}-u^{m}, d_{t} e_{1, h}^{m}=\frac{e_{1, h}^{m}-e_{1, h}^{m-1}}{\Delta t}$. We have

$$
\begin{equation*}
\left\|e_{1, h}^{m}\right\|_{\Omega}^{2} \leq C\left(\Delta t^{2}+h^{2 r+2}\right), \quad\left\|d_{t} e_{1, h}^{m}\right\|_{\Omega}^{2}+\Delta t \sum_{n=0}^{m-1}\left\|\nabla\left(d_{t} e_{1, h}^{n+1}\right)\right\|_{\Omega}^{2} \leq C\left(\Delta t^{2}+h^{2 r}\right) \tag{22}
\end{equation*}
$$

In addition, if assume

$$
\begin{equation*}
u_{t t t t} \in L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right) \tag{23}
\end{equation*}
$$

and denote $S_{1, h}^{m}=\frac{d_{t} e_{1, h}^{m}-d_{t} e_{1, h}^{m-1}}{\Delta t}$, we obtain

$$
\begin{equation*}
\left\|S_{1, h}^{m}\right\|_{\Omega}^{2}+\Delta t \sum_{n=0}^{m-1}\left\|\nabla\left(S_{1, h}^{n+1}\right)\right\|_{\Omega}^{2} \leq C\left(\Delta t^{2}+h^{2 r}\right) \tag{24}
\end{equation*}
$$

In order to extend the local residual equation (17) from $\Omega_{j}$ to the entire domain $\Omega$, we will use the fictitious domain method [33,34]. However the extension requires a new variable defined only at the boundary of the sub-domain $\Omega_{j}$. So we give some symbols and finite element spaces for the boundary. Denote $\Gamma=\partial \Omega, \Gamma_{j}=\partial \Omega_{j} \backslash \Gamma, H_{h}^{\frac{1}{2}}\left(\Gamma_{j}\right)=\left.S_{0}^{h}(\Omega)\right|_{\Gamma_{j}} \subset H^{\frac{1}{2}}\left(\Gamma_{j}\right)$ and $H_{h}^{-\frac{1}{2}}\left(\Gamma_{j}\right)$. Here $H_{h}^{-\frac{1}{2}}\left(\Gamma_{j}\right)$ is the dual space of $H_{h}^{\frac{1}{2}}\left(\Gamma_{j}\right)$ and is equipped with the following norm:

$$
\|\mu\|_{H_{h}^{-\frac{1}{2}}\left(\Gamma_{j}\right)}=\sup _{v \in H_{h}^{\frac{1}{2}}\left(\Gamma_{j}\right)} \frac{\int_{\Gamma_{j}} \mu v d s}{\|v\|_{H_{h}} \frac{1}{2}\left(\Gamma_{j}\right)} .
$$

We rewrite the local residual equation (17) as: find $w_{h}^{j, n+1} \in S_{0}^{h}\left(\Omega_{j}\right)$ such that $\forall v_{h} \in S_{0}^{h}\left(\Omega_{j}\right)$

$$
\left(w_{h}^{j, n+1}, v_{h}\right)+\Delta t a\left(w_{h}^{j, n+1}, v_{h}\right)=-\Delta t\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{\Delta t}, \phi_{j} v_{h}\right)-\Delta t a\left(u_{1, h}^{n+1}, \phi_{j} v_{h}\right)+\Delta t a\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{2}, \phi_{j} v_{h}\right)+\Delta t\left(\frac{f^{n+1}+f^{n}}{2}, \phi_{j} v_{h}\right) .
$$

Using the idea of fictitious domain method, we need to consider the Dirichlet boundary condition on $\Gamma_{j}$ in a weak sense instead of being composed in the space $S_{0}^{h}\left(\Omega_{j}\right)$. Hence we provide the following saddle point problem: find $\left(w_{h}^{j, n+1}, \lambda_{h}^{j, n+1}\right) \in S_{0}^{h}(\Omega) \times H_{h}^{-\frac{1}{2}}\left(\Gamma_{j}\right)$ such that $\forall v_{h} \in S_{0}^{h}(\Omega), \mu_{h} \in H_{h}^{-\frac{1}{2}}\left(\Gamma_{j}\right)$

$$
\left\{\begin{array}{l}
\left(w_{h}^{j, n+1}, v_{h}\right)+\Delta t a\left(w_{h}^{j, n+1}, v_{h}\right)-<\lambda_{h}^{j, n+1}, v_{h}>_{\Gamma_{j}}  \tag{25}\\
=-\Delta t\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{\Delta t}, \phi_{j} v_{h}\right)-\Delta t a\left(u_{1, h}^{n+1}, \phi_{j} v_{h}\right)+\Delta t a\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{2}, \phi_{j} v_{h}\right)+\Delta t\left(\frac{f^{n+1}+f^{n}}{2}, \phi_{j} v_{h}\right) \\
<\mu_{h}, w_{h}^{j, n+1}>_{\Gamma_{j}}=0 .
\end{array}\right.
$$

Here

$$
<\mu, v\rangle_{\Gamma_{j}}=\int_{\Gamma_{j}} \mu v d s, \quad \forall \mu \in H_{h}^{-\frac{1}{2}}\left(\Gamma_{j}\right), v \in S_{0}^{h}(\Omega) .
$$

Throughout this paper we use the letter $C$ to denote the generic positive constant which is different in different places but remains independent of mesh size and time step length.

If we denote $w^{j, n+1} \mid \Gamma_{j}=g^{j, n+1}$, then the equivalent saddle point problem for (16) is: find $\left(w^{j, n+1}, \zeta_{h}^{j, n+1}\right) \in S_{0}^{h}(\Omega) \times H_{h}^{-\frac{1}{2}}\left(\Gamma_{j}\right)$ such that $\forall\left(v_{h}, \mu_{h}\right) \in$ $S_{0}^{h}(\Omega) \times H_{h}^{-\frac{1}{2}}\left(\Gamma_{j}\right)$

$$
\left\{\begin{array}{l}
\left(w^{j, n+1}, v_{h}\right)+\Delta t a\left(w^{j, n+1}, v_{h}\right)-<\zeta_{h}^{j, n+1}, v_{h}>_{\Gamma_{j}}  \tag{26}\\
=-\Delta t\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{\Delta t}, \phi_{j} v_{h}\right)-\Delta t a\left(u_{1, h}^{n+1}, \phi_{j} v_{h}\right)+\Delta t a\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{2}, \phi_{j} v_{h}\right)+\Delta t\left(\frac{f^{n+1}+f^{n}}{2}, \phi_{j} v_{h}\right), \\
<\mu_{h}, w^{j, n+1}-g^{j, n+1}>_{\Gamma_{j}}=0 .
\end{array}\right.
$$

Note that the Lagrange multiplier $\zeta_{h}^{j, n+1}$ satisfies $\left\langle\zeta_{h}^{j, n+1}, v_{h}>_{\Gamma_{j}}=0, \forall v_{h} \in S_{0}^{h}(\Omega)\right.$.
Next we denote

$$
E_{h}^{j, n+1}=w_{h}^{j, n+1}-w^{j, n+1}
$$

Then subtracting (26) from (25) and taking $\mu_{h}=0$, we have the following error equation:

$$
\begin{equation*}
\left(E_{h}^{j, n+1}, v_{h}\right)+\Delta t a\left(E_{h}^{j, n+1}, v_{h}\right)-<\lambda_{h}^{j, n+1}, v_{h}>_{\Gamma_{j}}=0, \quad \forall v_{h} \in S_{0}^{h}(\Omega) \tag{27}
\end{equation*}
$$

Lemma 4.2. For the multiplier $\lambda_{h}^{j, n+1}$ in (25), we have the following result:

$$
\begin{equation*}
\left\|\lambda_{h}^{j, n+1}\right\|_{H_{h}^{-\frac{1}{2}}\left(\Gamma_{j}\right)} \lesssim\left\|E_{h}^{j, n+1}\right\|_{\Omega}+\Delta t\left\|\nabla E_{h}^{j, n+1}\right\|_{\Omega} . \tag{28}
\end{equation*}
$$

Here, $x \lesssim y$ means that $x \leq C y$ for the constant $C$ that is independent of mesh size and time step size.
Proof. In order to prove this result, we need to define a projection $\gamma^{-1}$ from $H_{h}^{\frac{1}{2}}\left(\Gamma_{j}\right)$ to $S_{0}^{h}(\Omega)$, similarly to the idea in [19]. First of all, we give two finite element spaces

$$
\begin{aligned}
& S_{E}^{h}\left(\Omega_{j}\right)=\left\{v \in S^{h}\left(\Omega_{j}\right):\left.v\right|_{\partial \Omega_{j} \backslash \Gamma_{j}}=0\right\} \\
& S_{E}^{h}\left(\Omega \backslash \Omega_{j}\right)=\left\{v \in S^{h}\left(\Omega \backslash \Omega_{j}\right):\left.v\right|_{\partial\left(\Omega \backslash \Omega_{j}\right) \backslash \Gamma_{j}}=0\right\}
\end{aligned}
$$

Then for any given $g \in H_{h}^{\frac{1}{2}}\left(\Gamma_{j}\right)$, we define two auxiliary problems

$$
a\left(u_{1}, v\right)_{\Omega_{j}}=0,\left.\quad u_{1}\right|_{\Gamma_{j}}=g \quad \forall v \in S_{0}^{h}\left(\Omega_{j}\right)
$$

and

$$
a\left(u_{2}, v\right)_{\Omega \backslash \Omega_{j}}=0,\left.\quad u_{2}\right|_{\Gamma_{j}}=g \quad \forall v \in S_{0}^{h}\left(\Omega \backslash \Omega_{j}\right)
$$

Therefore we could define two mapping $\gamma_{1}^{-1}$ and $\gamma_{2}^{-1}$ from $H_{h}^{\frac{1}{2}}\left(\Gamma_{j}\right)$ to $S_{E}^{h}\left(\Omega_{j}\right)$ and $S_{E}^{h}\left(\Omega \backslash \Omega_{j}\right)$, respectively. That is

$$
u_{1}=\gamma_{1}^{-1} g, \quad u_{2}=\gamma_{2}^{-1} g
$$

From the regularity results, we have

$$
\left\|\gamma_{1}^{-1} g\right\|_{H^{1}\left(\Omega_{j}\right)} \lesssim\|g\|_{H^{\frac{1}{2}}\left(\Gamma_{j}\right)}, \quad\left\|\gamma_{2}^{-1} g\right\|_{H^{1}\left(\Omega \backslash \Omega_{j}\right)} \lesssim\|g\|_{H^{\frac{1}{2}}\left(\Gamma_{j}\right)}
$$

Then we can define an operator $\gamma^{-1}$ as follows: for any given $g \in H_{h}^{\frac{1}{2}}\left(\Gamma_{j}\right)$,

$$
\gamma^{-1} g= \begin{cases}\gamma_{1}^{-1} g, & \text { in } \Omega_{j} \\ \gamma_{2}^{-1} g, & \text { in } \Omega \backslash \Omega_{j}\end{cases}
$$

It is easy to obtain the following property of $\gamma^{-1}$ :

$$
\begin{equation*}
\left\|\gamma^{-1} g\right\|_{H_{0}^{1}(\Omega)} \lesssim\|g\|_{H^{\frac{1}{2}\left(\Gamma_{j}\right)}}, \quad \forall g \in H_{h}^{\frac{1}{2}}\left(\Gamma_{j}\right) \tag{29}
\end{equation*}
$$

From the definition of $\|\cdot\|_{H_{h}^{-\frac{1}{2}}\left(\Gamma_{j}\right)}$, (27) and (29), we have

$$
\begin{aligned}
\left\|\lambda_{h}^{j, n+1}\right\|_{H_{h}^{-\frac{1}{2}}\left(\Gamma_{j}\right)} & =\sup _{g \in H_{h}^{\frac{1}{2}}\left(\Gamma_{j}\right)} \frac{\left\langle\lambda_{h}^{j, n+1}, g\right\rangle_{\Gamma_{j}}}{\|g\| \sup _{h}^{\frac{1}{2}}\left(\Gamma_{j}\right)} \lesssim \frac{\left\langle\lambda_{h \in H_{h}^{\frac{1}{2}}\left(\Gamma_{j}\right)} \frac{}{\left\|\gamma^{-1} g\right\|_{H_{0}^{1}(\Omega)}} \lesssim \gamma_{v_{h} \in S_{0}^{h}(\Omega)} \frac{\left\langle\lambda_{h}^{j, n+1}, v_{h}\right\rangle_{\Gamma_{j}}}{\left\|v_{h}\right\|_{H_{0}^{1}(\Omega)}}\right.}{} \\
& =\sup _{v_{h} \in S_{0}^{h}(\Omega)} \frac{\left(E_{h}^{j, n+1}, v_{h}\right)+\Delta t a\left(E_{h}^{j, n+1}, v_{h}\right)}{\left\|v_{h}\right\|_{H_{0}^{1}(\Omega)}} \lesssim\left\|E_{h}^{j, n+1}\right\|_{\Omega}+\Delta t\left\|\nabla E_{h}^{j, n+1}\right\|_{\Omega} .
\end{aligned}
$$

Lemma 4.3. Assume $w^{j, n+1}, j=1, \ldots, M, n=0, \ldots, N-1$, is the solution of (16), then we have

$$
\begin{equation*}
\left\|E_{h}^{j, n+1}\right\|_{\Omega}^{2}+\Delta t\left\|\nabla E_{h}^{j, n+1}\right\|_{\Omega}^{2} \lesssim\left\|w^{j, n+1}\right\|_{\Omega}^{2}+\Delta t\left\|\nabla w^{j, n+1}\right\|_{\Omega}^{2} \tag{30}
\end{equation*}
$$

Proof. From the definition of $E_{h}^{j, n+1}$ and $w_{h}^{j, n+1}$, we have

$$
\left.E_{h}^{j, n+1}\right|_{\Omega_{j}}=w^{j, n+1}-w_{h}^{j, n+1} \quad \text { and }\left.\quad E_{h}^{j, n+1}\right|_{\Omega \backslash \Omega_{j}}=w^{j, n+1}
$$

Then considering the local error equation (27) leads to

$$
\left\{\begin{array}{l}
\left(E_{h}^{j, n+1}, v_{h}\right)+\Delta \operatorname{ta}\left(E_{h}^{j, n+1}, v_{h}\right)=0, \quad \forall v_{h} \in S_{0}^{h}\left(\Omega_{j}\right)  \tag{31}\\
\left.E_{h}^{j, n+1}\right|_{\partial \Omega_{j}}=w^{j, n+1}
\end{array}\right.
$$

Thus we derive

$$
\left\|E_{h}^{j, n+1}\right\|_{\Omega_{j}}^{2}+\Delta t\left\|\nabla E_{h}^{j, n+1}\right\|_{\Omega_{j}}^{2} \leq \Delta t\left\|w^{j, n+1}\right\|_{H^{\frac{1}{2}}\left(\partial \Omega_{j}\right)}^{2}
$$

Since $w^{j, n+1} \in S_{0}^{h}(\Omega)$, we have

$$
\left\|E_{h}^{j, n+1}\right\|_{\Omega_{j}}^{2}+\Delta t\left\|\nabla E_{h}^{j, n+1}\right\|_{\Omega_{j}}^{2} \lesssim \Delta t\left\|w^{j, n+1}\right\|_{H^{\frac{1}{2}\left(\partial \Omega_{j}\right)}}^{2}=\Delta t\left\|w^{j, n+1}\right\|_{H^{\frac{1}{2}}\left(\partial\left(\Omega \backslash \Omega_{j}\right)\right)}^{2} \lesssim \Delta t\left\|\nabla w^{j, n+1}\right\|_{\Omega \backslash \Omega_{j}}^{2}
$$

Hence

$$
\begin{aligned}
\left\|E_{h}^{j, n+1}\right\|_{\Omega}^{2}+\Delta t\left\|\nabla E_{h}^{j, n+1}\right\|_{\Omega}^{2} & =\left\|E_{h}^{j, n+1}\right\|_{\Omega_{j}}^{2}+\Delta t\left\|\nabla E_{h}^{j, n+1}\right\|_{\Omega_{j}}^{2}+\left\|w^{j, n+1}\right\|_{\Omega \backslash \Omega_{j}}^{2}+\Delta t\left\|\nabla w^{j, n+1}\right\|_{\Omega \backslash \Omega_{j}}^{2} \\
& \lesssim \Delta t\left\|\nabla w^{j, n+1}\right\|_{\Omega \backslash \Omega_{j}}^{2}+\left\|w^{j, n+1}\right\|_{\Omega \backslash \Omega_{j}}^{2}+\Delta t\left\|\nabla w^{j, n+1}\right\|_{\Omega \backslash \Omega_{j}}^{2} \\
& \lesssim\left\|w^{j, n+1}\right\|_{\Omega \backslash \Omega_{j}}^{2}+\Delta t\left\|\nabla w^{j, n+1}\right\|_{\Omega \backslash \Omega_{j}}^{2} \\
& \lesssim\left\|w^{j, n+1}\right\|_{\Omega}^{2}+\Delta t\left\|\nabla w^{j, n+1}\right\|_{\Omega^{2}}^{2}
\end{aligned}
$$

Thus we complete the proof.
Lemma 4.4. If $w^{j, n+1}, j=1, \ldots, M, n=1, \ldots, N-1$ is the solution of (16), we have

$$
\begin{equation*}
\left\|w^{j, n+1}\right\|_{\Omega}^{2}+\Delta t\left\|\nabla w^{j, n+1}\right\|_{\Omega}^{2} \lesssim \Delta t^{4}\left\|S_{1, h}^{n+1}\right\|_{D_{j}}^{2}+\Delta t^{3} \int_{t^{n-1}}^{t^{n+1}}\left\|u_{t t}\right\|_{D_{j}}^{2} d t \tag{32}
\end{equation*}
$$

Proof. Considering (16) and (12), we can obtain

$$
\begin{aligned}
\left(\frac{w^{j, n+1}}{\Delta t}, v_{h}\right)+a\left(w^{j, n+1}, v_{h}\right) & =-\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{\Delta t}, \phi_{j} v_{h}\right)-a\left(u_{1, h}^{n+1}, \phi_{j} v_{h}\right)+a\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{2}, \phi_{j} v_{h}\right)+\left(\frac{f^{n+1}+f^{n}}{2}, \phi_{j} v_{h}\right) \\
& =-\left(f^{n+1}, \phi_{j} v_{h}\right)+a\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{2}, \phi_{j} v_{h}\right)+\left(\frac{f^{n+1}+f^{n}}{2}, \phi_{j} v_{h}\right) \\
& =a\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{2}, \phi_{j} v_{h}\right)-\left(\frac{f^{n+1}-f^{n}}{2}, \phi_{j} v_{h}\right) \\
& =-\frac{1}{2}\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{\Delta t}-\frac{u_{1, h}^{n}-u_{1, h}^{n-1}}{\Delta t}, \phi_{j} v_{h}\right) \\
& =\frac{1}{2} \Delta t\left(S_{1, h}^{n+1}, \phi_{j} v_{h}\right)-\frac{1}{2}\left(\frac{u^{n+1}-u^{n}}{\Delta t}-\frac{u^{n}-u^{n-1}}{\Delta t}, \phi_{j} v_{h}\right) .
\end{aligned}
$$

Taking $v_{h}=\Delta t w^{j, n+1}$ in the above equation, we get

$$
\left\|w^{j, n+1}\right\|_{\Omega}^{2}+\Delta t\left\|\nabla w^{j, n+1}\right\|_{\Omega}^{2}=\Delta t^{2}\left(S_{1, h}^{n+1}, \phi_{j} w^{j, n+1}\right)-\Delta t\left(\frac{u^{n+1}-u^{n}}{\Delta t}-\frac{u^{n}-u^{n-1}}{\Delta t}, \phi_{j} w^{j, n+1}\right)
$$

Then using the Hölder and Young's inequalities, we have

$$
\Delta t^{2}\left(S_{1, h}^{n+1}, \phi_{j} w^{j, n+1}\right) \leq \Delta t^{2}\left\|S_{1, h}^{n+1}\right\|_{D_{j}}\left\|w^{j, n+1}\right\|_{D_{j}} \leq \frac{1}{4}\left\|w^{j, n+1}\right\|_{D_{j}}^{2}+\Delta t^{4}\left\|S_{1, h}^{n+1}\right\|_{D_{j}}^{2}
$$

and

$$
\begin{aligned}
\Delta t\left(\frac{u^{n+1}-u^{n}}{\Delta t}-\frac{u^{n}-u^{n-1}}{\Delta t}, \phi_{j} w^{j, n+1}\right) & \leq \Delta t\left\|\frac{u^{n+1}-u^{n}}{\Delta t}-\frac{u^{n}-u^{n-1}}{\Delta t}\right\|_{D_{j}}\left\|w^{j, n+1}\right\|_{D_{j}} \\
& \leq \frac{1}{4}\left\|w^{j, n+1}\right\|_{D_{j}}^{2}+\Delta t^{2}\left\|\frac{u^{n+1}-u^{n}}{\Delta t}-\frac{u^{n}-u^{n-1}}{\Delta t}\right\|_{D_{j}}^{2} .
\end{aligned}
$$

In addition, considering the Taylor series with the integral remainder, we can obtain

$$
\begin{aligned}
& u^{n+1}=u^{n}+\Delta t u_{t}^{n}+\int_{t^{n}}^{t^{n+1}}\left(t^{n+1}-t\right) u_{t t} d t \\
& u^{n-1}=u^{n}-\Delta t u_{t}^{n}+\int_{t^{n}}^{t^{n-1}}\left(t^{n-1}-t\right) u_{t t} d t
\end{aligned}
$$

So we have

$$
u^{n+1}-2 u^{n}+u^{n-1}=\int_{t^{n}}^{t^{n+1}}\left(t^{n+1}-t\right) u_{t t} d t+\int_{t^{n-1}}^{t^{n}}\left(t-t^{n-1}\right) u_{t t} d t .
$$

Using the Minkowski and Hölder inequalities yields

$$
\begin{aligned}
\left\|u^{n+1}-2 u^{n}+u^{n-1}\right\|_{D_{j}}^{2} & \leq\left(\left\|\int_{t^{n}}^{t^{n+1}}\left(t^{n+1}-t\right) u_{t t} d t\right\|_{D_{j}}+\left\|\int_{t^{n-1}}^{t^{n}}\left(t-t^{n-1}\right) u_{t t} d t\right\|_{D_{j}}\right)^{2} \\
& \leq 2\left\|\int_{t^{n}}^{t^{n+1}}\left(t^{n+1}-t\right) u_{t t} d t\right\|_{D_{j}}^{2}+2\left\|\int_{t^{n-1}}^{t^{n}}\left(t-t^{n-1}\right) u_{t t} d t\right\|_{D_{j}}^{2} \\
& \leq 2 \int_{t^{n}}^{t^{n+1}}\left(t^{n+1}-t\right)^{2} d t \int_{t^{n}}^{t^{n+1}}\left\|u_{t t}\right\|_{D_{j}}^{2} d t+2 \int_{t^{n-1}}^{t^{n}}\left(t-t^{n-1}\right)^{2} d t \int_{t^{n-1}}^{t^{n}}\left\|u_{t t}\right\|_{D_{j}}^{2} d t \\
& \leq C \Delta t^{3} \int_{t^{n-1}}^{t^{n+1}}\left\|u_{t t}\right\|_{D_{j}}^{2} d t
\end{aligned}
$$

Hence,

$$
\left\|w^{j, n+1}\right\|_{\Omega}^{2}+\Delta t\left\|\nabla w^{j, n+1}\right\|_{\Omega}^{2} \leq C \Delta t^{4}\left\|S_{1, h}^{n+1}\right\|_{D_{j}}^{2}+C \Delta t^{3} \int_{t^{n-1}}^{t^{n+1}}\left\|u_{t t}\right\|_{D_{j}}^{2} d t
$$

Thus, we complete this proof.

Theorem 4.1. Assume that $u_{2, h}^{m}, m=1, \ldots, N$, is obtained by Algorithm 3.1. Under the assumptions (21) and (23), we have

$$
\begin{equation*}
\left\|u_{2, h}^{m}\right\|_{\Omega}^{2}+\Delta t \sum_{n=0}^{m-1}\left\|\nabla u_{2, h}^{n+1}\right\|_{\Omega}^{2} \lesssim 1+\Delta t \sum_{n=0}^{m}\left\|f^{n}\right\|_{\Omega}^{2} . \tag{33}
\end{equation*}
$$

Proof. Since $\sum_{j=1}^{M} \phi_{j}=1$ and $w_{h}^{n+1}=\sum_{j=1}^{M} w_{h}^{j, n+1}$, taking $\mu_{h}=0$ in (25) and summing it from $j=1$ to $M$ lead to $\forall v_{h} \in S_{0}^{h}(\Omega)$,

$$
\left(\frac{w_{h}^{n+1}}{\Delta t}, v_{h}\right)+a\left(w_{h}^{n+1}, v_{h}\right)=\frac{1}{\Delta t} \sum_{j=1}^{M} \int_{\Gamma_{j}} \lambda_{h}^{j, n+1} v_{h} d s-\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{\Delta t}, v_{h}\right)-a\left(u_{1, h}^{n+1}, v_{h}\right)+a\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{2}, v_{h}\right)+\left(\frac{f^{n+1}+f^{n}}{2}, v_{h}\right) .
$$

Since $u_{F}^{n+1}=w_{h}^{n+1}+u_{1, h}^{n+1} \in S_{0}^{h}(\Omega)$, we obtain

$$
\begin{equation*}
\left(\frac{u_{F}^{n+1}-u_{1, h}^{n}}{\Delta t}, v_{h}\right)+a\left(u_{F}^{n+1}, v_{h}\right)=\frac{1}{\Delta t} \sum_{j=1}^{M} \int_{\Gamma_{j}} \lambda_{h}^{j, n+1} v_{h} d s+a\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{2}, v_{h}\right)+\left(\frac{f^{n+1}+f^{n}}{2}, v_{h}\right) . \tag{34}
\end{equation*}
$$

Notice that the final approximate solution $u_{2, h}^{n+1}=u_{G}^{n+1}+u_{F}^{n+1}-u_{1, h}^{n+1} \in S_{0}^{h}(\Omega)$. Considering (18), (34) and (12), we obtain

$$
\begin{equation*}
\left(\frac{u_{2, h}^{n+1}-u_{2, h}^{n}}{\Delta t}, v_{h}\right)+a\left(u_{2, h}^{n+1}, v_{h}\right)=\frac{1}{\Delta t} \sum_{j=1}^{M} \int_{\Gamma_{j}} \lambda_{h}^{j, n+1} v_{h} d s+a\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{2}, v_{h}\right)+\left(\frac{f^{n+1}+f^{n}}{2}, v_{h}\right) . \tag{35}
\end{equation*}
$$

Taking $v_{h}=2 \Delta t u_{2, h}^{n+1} \in S_{0}^{h}(\Omega)$ and using the equality

$$
\begin{equation*}
2(x-y, x)=|x|^{2}-|y|^{2}+|x-y|^{2}, \quad \forall x, y \in \mathbb{R}^{d}, \tag{36}
\end{equation*}
$$

we can get

$$
\begin{equation*}
\left\|u_{2, h}^{n+1}\right\|_{\Omega}^{2}-\left\|u_{2, h}^{n}\right\|_{\Omega}^{2}+\left\|u_{2, h}^{n+1}-u_{2, h}^{n}\right\|_{\Omega}^{2}+2 \Delta t\left\|\nabla u_{2, h}^{n+1}\right\|_{\Omega}^{2}=2 \sum_{j=1}^{M} \int_{\Gamma_{j}} \lambda_{h}^{j, n+1} u_{2, h}^{n+1} d s+\Delta t a\left(u_{1, h}^{n+1}-u_{1, h}^{n}, u_{2, h}^{n+1}\right)+\Delta t\left(f^{n+1}+f^{n}, u_{2, h}^{n+1}\right) \tag{37}
\end{equation*}
$$

For the first term on the right hand side, using the Hölder, Cauchy-Schwarz and Young's inequalities yield

$$
\left.\begin{array}{rl}
2 \sum_{j=1}^{M} \int_{\Gamma_{j}} \lambda_{h}^{j, n+1} u_{2, h}^{n+1} d s & \lesssim \sum_{j=1}^{M}\left\|\lambda_{h}^{j, n+1}\right\|_{H^{-\frac{1}{2}}\left(\Gamma_{j}\right)}\left\|u_{2, h}^{n+1}\right\|_{H^{\frac{1}{2}}\left(\Gamma_{j}\right)} \leq \sum_{j=1}^{M}\left\|\lambda_{h}^{j, n+1}\right\|_{H^{-\frac{1}{2}}\left(\Gamma_{j}\right)}\left\|u_{2, h}^{n+1}\right\|_{H^{1}\left(\Omega_{j}\right)} \\
& \lesssim\left(\sum_{j=1}^{M}\left\|\lambda_{h}^{j, n+1}\right\|_{H_{h}^{2}}^{-\frac{1}{2}}\left(\Gamma_{j}\right)\right.
\end{array}\right)^{\frac{1}{2}}\left(\sum_{j=1}^{M}\left\|u_{2, h}^{n+1}\right\|_{H^{1}\left(\Omega_{j}\right)}^{2}\right)^{\frac{1}{2}} \quad 1 \quad \kappa^{\frac{1}{2}}\left(\sum_{j=1}^{M}\left\|\lambda_{h}^{j, n+1}\right\|_{H_{h}^{2}}^{-\frac{1}{2}}\left(\Gamma_{j}\right)\right)^{\frac{1}{2}}\left\|u_{2, h}^{n+1}\right\|_{H^{1}(\Omega)} .
$$

Here a positive integer $\kappa$ independent of $M$ and $x \in \Omega$, is the maximum number of sub-domain $\Omega_{j}$ which includes the point $x$. For the remain terms on the right hand sides of (37), using the Hölder and Young's inequalities lead to

$$
\begin{aligned}
\Delta t a\left(u_{1, h}^{n+1}-u_{1, h}^{n}, u_{2, h}^{n+1}\right) & \leq \Delta t\left(\left\|\nabla u_{1, h}^{n+1}\right\|_{\Omega}+\left\|\nabla u_{1, h}^{n}\right\|_{\Omega}\right)\left\|\nabla u_{2, h}^{n+1}\right\|_{\Omega} \\
& \leq 2 \varepsilon \Delta t\left\|\nabla u_{2, h}^{n+1}\right\|_{\Omega}^{2}+\frac{1}{4 \varepsilon} \Delta t\left(\left\|\nabla u_{1, h}^{n+1}\right\|_{\Omega}^{2}+\left\|\nabla u_{1, h}^{n}\right\|_{\Omega}^{2}\right),
\end{aligned}
$$

and using the Poincaré inequality gets

$$
\begin{aligned}
\Delta t\left(f^{n+1}+f^{n}, u_{2, h}^{n+1}\right) & \leq \Delta t\left(\left\|f^{n+1}\right\|_{\Omega}+\left\|f^{n}\right\|_{\Omega}\right)\left\|u_{2, h}^{n+1}\right\|_{\Omega} \leq C_{p} \Delta t\left(\left\|f^{n+1}\right\|_{\Omega}+\left\|f^{n}\right\|_{\Omega}\right)\left\|\nabla u_{2, h}^{n+1}\right\|_{\Omega} \\
& \leq 2 \varepsilon \Delta t\left\|\nabla u_{2, h}^{n+1}\right\|_{\Omega}^{2}+\frac{C_{p}^{2}}{4 \varepsilon} \Delta t\left(\left\|f^{n+1}\right\|_{\Omega}^{2}+\left\|f^{n}\right\|_{\Omega}^{2}\right) .
\end{aligned}
$$

Combining the above estimations with (37) and setting $\varepsilon=1 / 5$, we obtain

$$
\left\|u_{2, h}^{n+1}\right\|_{\Omega}^{2}-\left\|u_{2, h}^{n}\right\|_{\Omega}^{2}+\Delta t\left\|\nabla u_{2, h}^{n+1}\right\|_{\Omega}^{2} \leq \frac{5 C \kappa}{\Delta t} \sum_{j=1}^{M}\left\|\lambda_{h}^{j, n+1}\right\|_{H_{h}^{-\frac{1}{2}}\left(\Gamma_{j}\right)}^{2}+\frac{5}{4} \Delta t\left\|\nabla u_{1, h}^{n+1}\right\|_{\Omega}^{2}+\frac{5}{4} \Delta t\left\|\nabla u_{1, h}^{n}\right\|_{\Omega}^{2}+\frac{5}{4} C_{p}^{2} \Delta t\left\|f^{n+1}\right\|_{\Omega}^{2}+\frac{5}{4} C_{p}^{2} \Delta t\left\|f^{n}\right\|_{\Omega}^{2} .
$$

Considering $u_{2, h}^{0}=0$ and summing the above equation from $n=0$ to $n=m-1$, we get

$$
\left\|u_{2, h}^{m}\right\|_{\Omega}^{2}+\Delta t \sum_{n=0}^{m-1}\left\|\nabla u_{2, h}^{n+1}\right\|_{\Omega}^{2} \leq \frac{5 C \kappa}{\Delta t} \sum_{n=0}^{m-1} \sum_{j=1}^{M}\left\|\lambda_{h}^{j, n+1}\right\|_{H_{h}^{-\frac{1}{2}}\left(\Gamma_{j}\right)}^{2}+\frac{5}{2} \Delta t \sum_{n=0}^{m}\left\|\nabla u_{1, h}^{n}\right\|_{\Omega}^{2}+\frac{5}{2} C_{p}^{2} \Delta t \sum_{n=0}^{m}\left\|f^{n}\right\|_{\Omega}^{2} .
$$

Then using (21), (24), (28), (30), (32) and the Young's inequality, we have

$$
\begin{align*}
\frac{\kappa}{\Delta t} \sum_{n=0}^{m-1} \sum_{j=1}^{M}\left\|\lambda_{h}^{j, n+1}\right\|_{H_{h}^{-\frac{1}{2}}\left(\Gamma_{j}\right)}^{2} & \lesssim \frac{\kappa}{\Delta t} \sum_{n=0}^{m-1} \sum_{j=1}^{M}\left(\Delta t^{4}\left\|S_{1, h}^{n+1}\right\|_{D_{j}}^{2}+\Delta t^{3} \int_{t^{n-1}}^{t^{n+1}}\left\|u_{t t}\right\|_{D_{j}}^{2} d t\right) \\
& \lesssim \frac{\kappa}{\Delta t} \sum_{n=0}^{m-1}\left(\Delta t^{4}\left\|S_{1, h}^{n+1}\right\|_{\Omega}^{2}+\Delta t^{3} \int_{t^{n-1}}^{t^{n+1}}\left\|u_{t t}\right\|_{\Omega}^{2} d t\right)  \tag{38}\\
& \lesssim \kappa \sum_{n=0}^{m-1} \Delta t^{3}\left\|S_{1, h}^{n+1}\right\|_{\Omega}^{2}+\kappa \Delta t^{2} \sum_{n=0}^{m-1} \int_{t^{n-1}}^{t^{n+1}}\left\|u_{t t}\right\|_{\Omega}^{2} d t \\
& \lesssim \Delta t^{2}\left(\Delta t^{2}+h^{2 r}\right)+\Delta t^{2}\left\|u_{t t}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2} \\
& \lesssim \Delta t^{2}+h^{2 r+2} \lesssim 1 .
\end{align*}
$$

From the stability result (20), we can obtain the final result (33).

## 5. The error analysis

We decompose the error between the true solution $u^{n+1}$ and the numerical solution $u_{2, h}^{n+1}$ of Algorithm 3.1 into the numerical error and the approximate error as follows:

$$
u_{2, h}^{n+1}-u^{n+1}=\left(u_{2, h}^{n+1}-P_{h} u^{n+1}\right)-\left(u^{n+1}-P_{h} u^{n+1}\right):=e_{2, h}^{n+1}-\xi_{h}^{n+1} .
$$

According to these symbols, in the following proof process, an error equation is first constructed. Then the final convergence result is obtained by appropriate estimations.

Theorem 5.1. Assume that $u_{2, h}^{m}, m=1, \ldots, N$, is obtained by Algorithm 3.1. Under the assumptions (21), (23) and $\Delta t \leq h^{r+1}$, we have the following result

$$
\begin{equation*}
\left\|u_{2, h}^{m}-u^{m}\right\|_{\Omega}^{2} \leq C\left(\Delta t^{4}+h^{2 r+2}\right) . \tag{39}
\end{equation*}
$$

Proof. If we take the average of (2) at time $t=t^{n}$ and $t=t^{n+1}, n=0, \ldots, N-1$, we obtain

$$
\left(\frac{u_{t}^{n+1}+u_{t}^{n}}{2}, v\right)+a\left(\frac{u^{n+1}+u^{n}}{2}, v\right)=\left(\frac{f^{n+1}+f^{n}}{2}, v\right), \quad \forall v \in H_{0}^{1}(\Omega) .
$$

It is easy to obtain

$$
\begin{equation*}
\left(\frac{u^{n+1}-u^{n}}{\Delta t}, v\right)+a\left(u^{n+1}, v\right)=\left(\frac{u^{n+1}-u^{n}}{\Delta t}-\frac{u_{t}^{n+1}+u_{t}^{n}}{2}, v\right)+a\left(\frac{u^{n+1}-u^{n}}{2}, v\right)+\left(\frac{f^{n+1}+f^{n}}{2}, v\right) . \tag{40}
\end{equation*}
$$

Then taking $v=v_{h}$ in (40) and subtracting it from (35), we have

$$
\begin{equation*}
\left(\frac{e_{2, h}^{n+1}-e_{2, h}^{n}}{\Delta t}, v_{h}\right)+a\left(e_{2, h}^{n+1}, v_{h}\right)=\left(\frac{\xi_{h}^{n+1}-\xi_{h}^{n}}{\Delta t}, v_{h}\right)+a\left(\xi_{h}^{n+1}, v_{h}\right)+\frac{1}{\Delta t} \sum_{j=1}^{M} \int_{\Gamma_{j}} \lambda_{h}^{j, n+1} v_{h} d s+\left(\frac{u_{t}^{n+1}-u_{t}^{n}}{\Delta t}-\frac{u^{n+1}+u^{n}}{2}, v_{h}\right)+a\left(\frac{e_{1, h}^{n+1}-e_{1, h}^{n}}{2}, v_{h}\right) . \tag{41}
\end{equation*}
$$

Considering the definition of $P_{h}$ (3) leads to

$$
a\left(\xi_{h}^{n+1}, v_{h}\right)=0 .
$$

Taking $v_{h}=2 \Delta t e_{2, h}^{n+1} \in S_{0}^{h}(\Omega)$ in (41) and using (36), we obtain

$$
\begin{align*}
& \left\|e_{2, h}^{n+1}\right\|_{\Omega}^{2}-\left\|e_{2, h}^{n}\right\|_{\Omega}^{2}+\left\|e_{2, h}^{n+1}-e_{2, h}^{n}\right\|_{\Omega}^{2}+2 \Delta t\left\|\nabla e_{2, h}^{n+1}\right\|_{\Omega}^{2} \\
& =2 \Delta t\left(\frac{\xi_{h}^{n+1}-\xi_{h}^{n}}{\Delta t}, e_{2, h}^{n+1}\right)+2 \sum_{j=1}^{M} \int_{\Gamma_{j}} \lambda_{h}^{j, n+1} e_{2, h}^{n+1} d s+2 \Delta t\left(\frac{u_{t}^{n+1}-u_{t}^{n}}{\Delta t}-\frac{u^{n+1}+u^{n}}{2}, e_{2, h}^{n+1}\right)+\Delta t^{2} a\left(d_{t} e_{1, h}^{n+1}, e_{2, h}^{n+1}\right) . \tag{42}
\end{align*}
$$

Using the Hölder, Poincaré (5) and Young's (6) inequalities, we have

$$
\begin{aligned}
2 \Delta t\left(\frac{\xi_{h}^{n+1}-\xi_{h}^{n}}{\Delta t}, e_{2, h}^{n+1}\right) & \leq 2 C_{p} \Delta t\left\|\frac{\xi_{h}^{n+1}-\xi_{h}^{n}}{\Delta t}\right\|_{\Omega}\left\|\nabla e_{2, h}^{n+1}\right\|_{\Omega} \\
& \leq \varepsilon \Delta t\left\|\nabla e_{2, h}^{n+1}\right\|_{\Omega}^{2}+\frac{C_{p}^{2}}{\varepsilon} \Delta t\left\|\frac{\xi_{h}^{n+1}-\xi_{h}^{n}}{\Delta t}\right\|_{\Omega}^{2}
\end{aligned}
$$

For the second term on the right hand side of (41), by using the Hölder, Cauchy-Schwarz and Young's inequalities, we have

$$
\left.\begin{array}{rl}
2 \sum_{j=1}^{M} \int_{\Gamma_{j}} \lambda_{h}^{j, n+1} e_{2, h}^{n+1} d s & \lesssim \sum_{j=1}^{M}\left\|\lambda_{h}^{j, n+1}\right\|_{H^{-\frac{1}{2}}\left(\Gamma_{j}\right)}\left\|e_{2, h}^{n+1}\right\|_{H^{\frac{1}{2}}\left(\Gamma_{j}\right)} \leq \sum_{j=1}^{M}\left\|\lambda_{h}^{j, n+1}\right\|_{H^{-\frac{1}{2}}\left(\Gamma_{j}\right)}\left\|e_{2, h}^{n+1}\right\|_{H^{1}\left(\Omega_{j}\right)} \\
& \lesssim\left(\sum_{j=1}^{M}\| \|_{h}^{j, n+1} \|_{H_{h}^{2}}^{-\frac{1}{2}\left(\Gamma_{j}\right)}\right. \\
)^{\frac{1}{2}}\left(\sum_{j=1}^{M}\left\|e_{2, h}^{n+1}\right\|_{H^{1}\left(\Omega_{j}\right)}^{2}\right)^{\frac{1}{2}} \\
& \lesssim \kappa^{\frac{1}{2}}\left(\sum_{j=1}^{M}\left\|d_{h}^{j, n+1}\right\|_{H_{h}^{2}}^{-\frac{1}{2}} \Gamma_{\Gamma_{j}}\right)
\end{array}\right)^{\frac{1}{2}}\left\|e_{2, h}^{n+1}\right\|_{H^{1}(\Omega)} .
$$

Here a positive integer $\kappa$ independent of $M$ and $x \in \Omega$, is the maximum number of sub-domain $\Omega_{j}$ which includes the point $x$. Then using Poincaré, Hölder and Young's inequalities, we have

$$
\begin{aligned}
2 \Delta t\left(\frac{u_{t}^{n+1}+u_{t}^{n}}{2}-\frac{u^{n+1}-u^{n}}{\Delta t}, e_{2, h}^{n+1}\right) & \leq 2 C_{p} \Delta t\left\|\frac{u_{t}^{n+1}+u_{t}^{n}}{2}-\frac{u^{n+1}-u^{n}}{\Delta t}\right\|_{\Omega}\left\|\nabla e_{2, h}^{n+1}\right\|_{\Omega} \\
& \leq \varepsilon \Delta t\left\|\nabla e_{2, h}^{n+1}\right\|_{\Omega}^{2}+\frac{C_{p}^{2}}{\varepsilon} \Delta t\left\|\frac{u_{t}^{n+1}+u_{t}^{n}}{2}-\frac{u^{n+1}-u^{n}}{\Delta t}\right\|_{\Omega}^{2},
\end{aligned}
$$

and

$$
\begin{aligned}
\Delta t^{2} a\left(d_{t} e_{1, h}^{n+1}, e_{2, h}^{n+1}\right) & \leq \Delta t^{2}\left\|\nabla d_{t} e_{1, h}^{n+1}\right\|_{\Omega}\left\|\nabla e_{2, h}^{n+1}\right\|_{\Omega} \\
& \leq \varepsilon \Delta t\left\|\nabla e_{2, h}^{n+1}\right\|_{\Omega}^{2}+\frac{1}{4 \varepsilon} \Delta t^{3}\left\|\nabla d_{t} e_{1, h}^{n+1}\right\|_{\Omega}^{2}
\end{aligned}
$$

Combining the above estimates with (42) and setting $\varepsilon=1 / 4$, we derive

$$
\begin{aligned}
& \left\|e_{2, h}^{n+1}\right\|_{\Omega}^{2}-\left\|e_{2, h}^{n}\right\|_{\Omega}^{2}+\left\|e_{2, h}^{n+1}-e_{2, h}^{n}\right\|_{\Omega}^{2}+\Delta t\left\|\nabla e_{2, h}^{n+1}\right\|_{\Omega}^{2} \\
& \leq 4 C_{p}^{2} \Delta t\left\|\frac{\xi_{h}^{n+1}-\xi_{h}^{n}}{\Delta t}\right\|_{\Omega}^{2}+\frac{C \kappa}{\Delta t} \sum_{j=1}^{M}\left\|\lambda_{h}^{j, n+1}\right\|_{H_{h}^{2}}^{-\frac{1}{2}\left(\Gamma_{j}\right)}+4 C_{p}^{2} \Delta t\left\|\frac{u_{t}^{n+1}+u_{t}^{n}}{2}-\frac{u^{n+1}-u^{n}}{\Delta t}\right\|_{\Omega}^{2}+\Delta t^{3}\left\|\nabla d_{t} e_{1, h}^{n+1}\right\|_{\Omega}^{2}
\end{aligned}
$$

From the Hölder's inequality, we obtain

$$
\left\|\frac{\xi_{h}^{n+1}-\xi_{h}^{n}}{\Delta t}\right\|_{\Omega}^{2}=\left\|\frac{1}{\Delta t} \int_{t^{n}}^{t^{n+1}} 1 \cdot\left(\xi_{h}\right)_{t} d t\right\|_{\Omega}^{2} \leq \frac{C}{\Delta t} \int_{t^{n}}^{t^{n+1}}\left\|\left(\xi_{h}\right)_{t}\right\|_{\Omega}^{2} d t
$$

and

$$
\begin{aligned}
\left\|\frac{u_{t}^{n+1}+u_{t}^{n}}{2}-\frac{u^{n+1}-u^{n}}{\Delta t}\right\|_{\Omega}^{2} & =\left\|\frac{1}{\Delta t} \int_{t^{n}}^{t^{n+1}} u_{t} d t-\frac{u_{t}^{n+1}+u_{t}^{n}}{2}\right\|_{\Omega}^{2} \\
& \leq\left\|\frac{1}{2 \Delta t} \int_{t^{n}}^{t^{n+1}}\left(t-t^{n}\right)\left(t-t^{n+1}\right) u_{t t t} d t\right\|_{\Omega}^{2} \\
& \leq \frac{C}{\Delta t^{2}} \int_{t^{n}}^{t^{n+1}}\left(t-t^{n}\right)^{2}\left(t-t^{n+1}\right)^{2} d t \int_{t^{n}}^{t^{n+1}}\left\|u_{t t t}\right\|_{\Omega}^{2} d t \\
& \leq C \Delta t^{3} \int_{t^{n}}^{t^{n+1}}\left\|u_{t t t}\right\|_{\Omega}^{2} d t
\end{aligned}
$$

So that

$$
\begin{aligned}
& \left\|e_{2, h}^{n+1}\right\|_{\Omega}^{2}-\left\|e_{2, h}^{n}\right\|_{\Omega}^{2}+\left\|e_{2, h}^{n+1}-e_{2, h}^{n}\right\|_{\Omega}^{2}+\Delta t\left\|\nabla e_{2, h}^{n+1}\right\|_{\Omega}^{2} \\
& \leq C \int_{t^{n}}^{t^{n+1}}\left\|\left(\xi_{h}\right)_{t}\right\|_{\Omega}^{2} d t+\frac{C \kappa}{\Delta t} \sum_{j=1}^{M}\left\|\lambda_{h}^{j, n+1}\right\|_{H_{h}^{-\frac{1}{2}}\left(\Gamma_{j}\right)}^{2}+C \Delta t^{4} \int_{t^{n}}^{t^{n+1}}\left\|u_{t t t}\right\|_{\Omega^{2}}^{2} d t .+\Delta t^{3}\left\|\nabla d_{t} e_{1, h}^{n+1}\right\|_{\Omega}^{2}
\end{aligned}
$$

Note that $e_{2, h}^{0}=0$, then summing the above equation from $n=0$ to $n=m-1$ and considering (4) and (21) yield


Fig. 1. The system energy changes of Algorithm 3.1 with different time steps $\Delta t$ and fixed mesh size $h=1 / 32$.

$$
\begin{aligned}
& \left\|e_{2, h}^{m}\right\|_{\Omega}^{2}+\left\|e_{2, h}^{n+1}-e_{2, h}^{n}\right\|_{\Omega}^{2}+\Delta t \sum_{n=0}^{m}\left\|\nabla e_{2, h}^{n+1}\right\|_{\Omega}^{2} \\
& \leq C \sum_{n=0}^{m} \int_{t^{n}}^{t^{n+1}}\left\|\left(\xi_{h}\right)_{t}\right\|_{\Omega}^{2} d t+\frac{C \kappa}{\Delta t} \sum_{n=0}^{m} \sum_{j=1}^{M}\left\|\lambda_{h}^{j, n+1}\right\|_{H_{h}^{-\frac{1}{2}}\left(\Gamma_{j}\right)}^{2}+C \Delta t^{4} \sum_{n=0}^{m} \int_{t^{n}}^{t^{n+1}}\left\|u_{t t t}\right\|_{\Omega^{2}}^{2} d t .+\Delta t^{3} \sum_{n=0}^{m}\left\|\nabla d_{t} e_{1, h}^{n+1}\right\|_{\Omega}^{2} \\
& \leq C \int_{0}^{T}\left\|\left(\xi_{h}\right)_{t}\right\|_{\Omega}^{2} d t+\frac{C \kappa}{\Delta t} \sum_{n=0}^{m} \sum_{j=1}^{M}\left\|\lambda_{h}^{j, n+1}\right\|^{2} H_{h}^{-\frac{1}{2}\left(\Gamma_{j}\right)}+C \Delta t^{4} \int_{0}^{T}\left\|u_{t t t}\right\|_{\Omega}^{2} d t+\Delta t^{3} \sum_{n=0}^{m}\left\|\nabla d_{t} e_{1, h}^{n+1}\right\|_{\Omega}^{2} \\
& \leq C h^{2 r+2}\left\|u_{t}\right\|_{L^{2}\left(0, T ; H^{r+1}(\Omega)\right)}^{2}+\frac{C \kappa}{\Delta t} \sum_{n=0}^{m} \sum_{j=1}^{M}\left\|\lambda_{h}^{j, n+1}\right\|_{H_{h}}^{-\frac{1}{2}\left(\Gamma_{j}\right)}+C \Delta t^{4}\left\|u_{t t t}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\Delta t^{3} \sum_{n=0}^{m}\left\|\nabla d_{t} e_{1, h}^{n+1}\right\|_{\Omega}^{2} .
\end{aligned}
$$

From (38) and the assumption $\Delta t \leq h^{r+1}$, we have

$$
\frac{\kappa}{\Delta t} \sum_{n=0}^{m-1} \sum_{j=1}^{M}\left\|\lambda_{h}^{j, n+1}\right\|_{H_{h}^{-\frac{1}{2}}\left(\Gamma_{j}\right)}^{2} \leq C\left(\Delta t^{2}+h^{2 r+2}\right) \leq C h^{2 r+2}
$$

From (22), we have

$$
\Delta t^{3} \sum_{n=0}^{m}\left\|\nabla d_{t} e_{1, h}^{n+1}\right\|_{\Omega}^{2} \leq C \Delta t^{2}\left(\Delta t^{2}+h^{2 r}\right) \leq C\left(\Delta t^{4}+h^{2 r+2}\right)
$$

Considering (4) and using the triangle inequality, we obtain the final result.

## 6. Numerical experiments

In this section, we present some 2D numerical experiments to confirm the effectiveness of our local and parallel space-time scheme. All codes are implemented by using the software package FreeFem ++ [35]. Experiment 1 and Experiment 2 respectively verify the stability and convergence of Algorithm 3.1. For other experiments, we further verify the effectiveness of our space-time parallel algorithm.

### 6.1. Experiment 1: the stability

Let the computational domain be the unit square $\Omega=(0,1) \times(0,1)$ with the uniform triangulation $T^{h}(\Omega)=\left\{\tau_{\Omega}^{h}\right\}$. For the finite element spaces, we choose the piecewise linear finite element spaces as follows:

$$
S^{h}(\Omega)=\left\{v \in C^{0}(\Omega):\left.v\right|_{\tau_{\Omega}^{h}} \in P_{\tau_{\Omega}^{h}}^{1}, \forall \tau_{\Omega}^{h} \in T^{h}(\Omega)\right\}
$$

In this experiment, we assume the density of heat source $f=0$ and the initial value of temperature

$$
u(0)=\left(x^{4}-2 x^{3}+x^{2}\right)\left(2 y^{3}-3 y^{2}+y\right)
$$

To verify the stability of Algorithm 3.1, we define the system energy $E\left(t^{m}\right)=\frac{1}{2}\left\|u_{2, h}^{m}\right\|_{\Omega}^{2}$. However, for a system with no energy exchange and no external force, the system energy would decay with time. So we test the stability of Algorithm 3.1 by calculating the system energy and observing whether the energy decays with $f=0$. Let us choose different time steps $\Delta t=1 / 5,1 / 10,1 / 100,1 / 1000$ and the fixed mesh size $h=1 / 32$. What's more, we choose another grid triangulation $T^{H}(\Omega)$ with $H=1 / 8$ to obtain the partition of unity on $\Omega$ and the local computational domain $\Omega_{j}$. Then we calculate the system energy $E\left(t^{m}\right)$ at time $t^{m} \in[0,1]$. We show the variable trend of system energy in Fig. 1 , which illustrates the stability of Algorithm 3.1.

Table 1
The convergence orders with respect to the time step $\Delta t$ at time $t^{m}=1$, with the fixed mesh size $h=1 / 16$.

| $\Delta t$ | $\left\\|u_{2, h}^{m, \Delta t}-u_{2, h}^{m, \frac{\Delta t}{2}}\right\\|_{\Omega}$ | $\rho_{u_{2, h}^{m}, \Delta t, 0}$ | Order |
| :--- | :--- | :--- | :--- |
| $1 / 5$ | $9.981 \mathrm{e}-5$ | 4.179 | 2.063 |
| $1 / 10$ | $2.115 \mathrm{e}-5$ | 4.636 | 2.213 |
| $1 / 20$ | $4.562 \mathrm{e}-6$ |  |  |

Table 2
The convergence orders with respect to the mesh size $h$ at time $t_{m}=1$, with the fixed time step length $\Delta t=1 / 10$.

| $h$ | $\left\\|u_{2, h}^{m, h}-u_{2, h}^{m, \frac{h}{2}}\right\\|_{\Omega}$ | $\rho_{u_{2, h}^{m}, h, 0}$ | Order |
| :--- | :--- | :--- | :--- |
| $1 / 8$ | $1.194 \mathrm{e}-5$ | 6.742 | 2.753 |
| $1 / 16$ | $1.771 \mathrm{e}-6$ | 10.12 | 3.339 |
| $1 / 32$ | $1.750 \mathrm{e}-7$ |  |  |

### 6.2. Experiment 2: the order of convergence

To examine the orders of convergence with respect to the time step $\Delta t$ or the mesh size $h$, we give the following measure of the convergence. If we assume that

$$
u_{h}^{\Delta t}\left(x, t_{m}\right) \approx u\left(x, t_{m}\right)+C_{1}\left(x, t_{m}\right) \Delta t^{\gamma}+C_{2}\left(x, t_{m}\right) h^{\mu}
$$

where $\gamma$ and $\mu$ are positive constants. Then the measures testing the convergence order of the time step $\Delta t$ and the mesh size $h$ are defined as follows:

$$
\begin{align*}
& \rho_{u, \Delta t, 0}=\frac{\left\|u_{h}^{\Delta t}\left(x, t_{m}\right)-u_{h}^{\frac{\Delta t}{2}}\left(x, t_{m}\right)\right\|_{0}}{\left\|u_{h}^{\frac{\Delta t}{2}}\left(x, t_{m}\right)-u_{h}^{\frac{\Delta t}{4}}\left(x, t_{m}\right)\right\|_{0}} \approx \frac{4^{\gamma}-2^{\gamma}}{2^{\gamma}-1},  \tag{43}\\
& \rho_{u, h, 0}=\frac{\left\|u_{h}^{\Delta t}\left(x, t_{m}\right)-u_{\frac{h}{2}}^{\Delta t}\left(x, t_{m}\right)\right\|_{0}}{\left\|u_{\frac{h}{2}}^{\Delta t}\left(x, t_{m}\right)-u_{\frac{h}{4}}^{\Delta t}\left(x, t_{m}\right)\right\|_{0}} \approx \frac{4^{\mu}-2^{\mu}}{2^{\mu}-1} .
\end{align*}
$$

Let us still choose the computational domain $\Omega=(0,1) \times(0,1)$ with the uniform triangulation $T^{h}(\Omega)$. We consider a smooth problem with exact solution

$$
\begin{equation*}
u(x, y, t)=x^{2}(1-x)^{2} y(1-y)(1-2 y) \cos (2 \pi t) \tag{44}
\end{equation*}
$$

Then the initial condition and $f$ are obtained by (1) following the exact solution. For the finite element spaces, we choose the piecewise P2 continuous finite element spaces as follows:

$$
S^{h}(\Omega)=\left\{v \in C^{0}(\Omega):\left.v\right|_{\tau_{\Omega}^{h}} \in P_{\tau_{\Omega}^{h}}^{2}, \forall \tau_{\Omega}^{h} \in T^{h}(\Omega)\right\}
$$

That means $r=2$. So for Algorithm 3.1, while $\rho_{u, \Delta t, 0}$ and $\rho_{u, H, 0}$ approach 4.0 and 8.0 , the convergence order will be 2.0 and 3.0 , respectively.
In Table 1 we give the convergence order with respect to the time step $\Delta t$ with the fix mesh size $h=1 / 16$ and the varying time step length $\Delta t=1 / 5,1 / 10,1 / 20$. And we fix the coarser grid triangulation $T^{H}(\Omega)$ with $H=1 / 4$ to realize the partition of unity on $\Omega$. These results display that the second convergence order with respect to the time step $\Delta t$. In Table 2 , we present the results of convergence order with respect to $h$ for Algorithm 3.1. In these experiments, we fix $\Delta t=1 / 10$ and choose $h=1 / 8,1 / 16,1 / 32$. And the numerical experiment results are consistent with the theoretical analysis.

### 6.3. Experiment 3: the parallel speedup

Notice that the accuracy of parareal method is determined by the accuracy of $\mathcal{F}$, which is used in serial. This conclusion also applies to the space-time parallel algorithm, Algorithm 3.1. So we define the parallel speedup, the ration of the serial to parallel cost, to verify the efficiency of parallel scheme. For the sake of content completeness, we provide the following serial second-order SDC algorithm (Algorithm 6.1).

Algorithm 6.1 (The spectral deferred correction method for the heat equation).
Step 1. The prediction step of SDC: Compute $u_{1, h}^{n+1} \in S_{0}^{h}(\Omega), n=0, \ldots, N-1$, by using (12).
Step 2. One iteration step of SDC based on (9)-(10): find $u_{S}^{n+1} \in S_{0}^{h}(\Omega), n=0, \ldots, N-1$, such that

$$
\left\{\begin{array}{l}
\left(\frac{u_{S}^{n+1}-u_{S}^{n}}{\Delta t}, v_{h}\right)+a\left(u_{S}^{n+1}, v_{h}\right)=a\left(\frac{u_{1, h}^{n+1}-u_{1, h}^{n}}{2} \cdot v_{h}\right)+\left(\frac{f^{n+1}+f^{n}}{2}, v_{h}\right), \quad \forall v_{h} \in S_{0}^{h}(\Omega) \\
u_{S}^{0}=P_{h} u^{0}=0
\end{array}\right.
$$

Table 3
Comparisons of the serial and space-time parallel algorithms with $\Delta t=1 / 64$.

|  | $h=1 / 8$ |  |  | $h=1 / 64$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Algorithm | Algorithm 6.1 | Algorithm 3.1 |  | Algorithm 6.1 | Algorithm 3.1 |
| $\left\\|u^{m}-u_{h}^{m}\right\\|_{\Omega}$ | $3.096 \mathrm{e}-4$ | $3.027 \mathrm{e}-4$ |  | $5.363 \mathrm{e}-6$ | $5.527 \mathrm{e}-6$ |
| CPU(s) | 1.691 | 0.53 |  | 100.5 | 34.78 |
| Speedup | - | 3.19 | - | 2.89 |  |

Table 4
The numerical errors at time $t^{m}=1$ of Algorithm 6.2, with $\Delta t=1 / 100$ and $h=1 / 32$.

| Iteration | $K=2$ | $K=4$ | $K=6$ | $K=8$ | $K=10$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\left\\|u_{K, h}^{m}-u^{m}\right\\|_{\Omega}$ | $2.024 \mathrm{e}-5$ | $2.048 \mathrm{e}-5$ | $2.077 \mathrm{e}-5$ | $2.109 \mathrm{e}-5$ | $2.149 \mathrm{e}-5$ |

Now we are ready to analyze the computation of parallel speedup of our local and parallel space-time algorithm. We further discuss the allocation of processors for the spatial and temporal parallelism. We assume that each processor is identical and the communication time between the different processors is negligible. Recall that for the effectiveness of parareal method, $\mathcal{G}$ must be computationally less expensive than $\mathcal{F}$. Let $\Upsilon_{G}$ denote the computational time for one processor to compute one time step of the backward Euler method. For the correction procedure over $\Omega \times\left[t^{n}, t^{n+1}\right]$, the cost can be approximately equal to $\Upsilon_{G}$ over each time step. Considering the computational time for one processor to compute one time step of the local residual equation based on $\mathcal{F}$, we denote the time over each subdomain $\Omega_{j}$ and the global domain $\Omega$ as $\Upsilon_{F, \Omega_{j}}$ and $\Upsilon_{F, \Omega}$, respectively. Notice that $N=T / \Delta t$ is the number of time subintervals and $M$ is the number of subdomains. For the serial SDC algorithm (Algorithm 6.1), the total computational time is $N \Upsilon_{G}+N \Upsilon_{F, \Omega}$ with one processor. It is worth noting that even if we provide more processors, the total computational time of this serial scheme does not decrease. This is because one has to solve each step in sequence. Next, assume that there are $N M^{\prime}$ processors for our space-time parallel algorithm (Algorithm 3.1) with $N$ time subintervals, so we distribute $M^{\prime}$ processors over each time step for the spatial parallelism. In addition, we utilize the idea of pipelined parareal [9] for the computational cost of time parallel. Hence, the space-time parallel speedup of Algorithm 3.1 is

$$
S_{\text {space,time }}= \begin{cases}\frac{N \Upsilon_{G}+N \Upsilon_{F, \Omega}}{N \Upsilon_{G}+\Upsilon_{F, \Omega_{j}}+\Upsilon_{G}}, & \text { if } M^{\prime}>M \\ \frac{N \Upsilon_{G}+N \Upsilon_{F, \Omega}}{N \Upsilon_{G}+(\alpha+1) \Upsilon_{F, \Omega_{j}}+\Upsilon_{G}}, & \text { if } \alpha M^{\prime}<M \leq(\alpha+1) M^{\prime} \text { and } \alpha \geq 0 \text { is an integer. }\end{cases}
$$

For simplicity, we pick the piecewise linear continuous finite element spaces

$$
\left.S^{h}(\Omega)=\left\{v \in C^{0}(\Omega):\left.v\right|_{\tau_{\Omega}^{h}} \in P_{\tau_{\Omega}^{h}}^{1}, \forall \tau_{\Omega}^{h} \in T^{h} \Omega\right)\right\}
$$

We still consider the computational domain $\Omega=(0,1) \times(0,1)$ and the exact solution (44) for the heat equation (1). Let us fix the time step length $\Delta t=1 / 64$. And we fix the grid triangulation $T^{H}(\Omega)$ with $H=1 / 4$ to obtain the partition of unity on $\Omega$. Assume that there are 950 processors, so there are 15 processors over each time step used for the spatial parallelism in our space-time parallel algorithm (Algorithm 3.1). Next, we denote $u_{h}^{m}$ as the numerical solutions at time $t^{m}$. Table 3 shows the $L^{2}$-error between the numerical solutions and true solution, CPU time and the parallel speedup results. So, with almost the same accuracy, our space-time parallel algorithm has the lower CPU time than the serial algorithm.

### 6.4. Experiment 4: the space-time parallel algorithm with more iterations

In fact, the parareal method is one kind of iterate methods, which proceeds iteratively alternating between the parallel computation of $\mathcal{F}$ and the serial computation of $\mathcal{G}$. However there are only two iterations in our algorithms. Next, we take Algorithm 3.1 as an example to show the reasons why there are no more iterations in this parallel algorithm. First of all, Experiment 2 has verified that Algorithm 3.1 has second-order convergence in time. Next, we give the space-time parallel iterative algorithm, Algorithm 6.2. Here, we denote $K \geq 2$ as the number of iterations. Obviously, when $K=2$, it is Algorithm 3.1.

## Algorithm 6.2 (The space-time parallel iterative algorithm).

Step 1. Let $k=1$ and compute $u_{1, h}^{n+1}:=\mathcal{G}\left(t^{n+1}, t^{n}, u_{1, h}^{n}\right) \in S_{0}^{h}(\Omega), n=0, \ldots, N-1$, by using (12) in serial.
Step 2. Compute $u_{F}^{n+1}:=\mathcal{F}\left(t^{n+1}, t^{n}, u_{k, h}^{n}\right) \in S_{0}^{h}(\Omega), n=0, \ldots, N-1$ in parallel by using the same methods in Step 2 of Algorithm 3.1.
Step 3. Compute $u_{G}^{n+1}:=\mathcal{C}\left(t^{n+1}, t^{n}, u_{k+1, h}^{n}\right) \in S_{0}^{h}(\Omega), n=0, \ldots, N-1$, by using (18) in serial. Then, we update the approximate solution $u_{k+1, h}^{n+1}=$ $u_{G}^{n+1}+u_{F}^{n+1}-u_{k, h}^{n+1}$ with the initial value $u_{k+1, h}^{0}=P_{h} u^{0}=0$.
Step 4. Let $k=k+1$. If $k=K$, then stop. Otherwise, go to Step 2.

Let us compute the errors between the exact solution and numerical solution of Algorithm 6.2 with different iterations. We still consider the same computational domain, triangulation and exact solution as Experiment 1 . If we take $\Delta t=1 / 100$ and $h=1 / 32$, the numerical error at time $t^{m}=1$ of the serial second-order SDC method (Algorithm 6.1) is $2.056 \mathrm{e}-5$. We compute the numerical errors of Algorithm 6.2 and show these results in Table 4. We can find that, as the number of iterations increases, the errors also increase. That is, the accuracy is not improved with the increase of iterations. And the iterative algorithm with $K=2$, Algorithm 3.1, can obtain almost the same accuracy as the serial algorithm (Algorithm 6.1 ). Therefore, two iterations are enough to get the results we want.

## 7. Conclusion

In this paper, we propose a local and parallel space-time scheme for the heat equation based on the parareal with spectral deferred correction and the expandable local and parallel finite element methods. We prove the stability and second-order accuracy in time of our space-time parallel algorithm. At last, the numerical experiments verify the effectiveness of our scheme. In the future work, in order to verify the practicality of this space-time parallel algorithm, we will apply this idea to more complex systems, such as the Navier-Stokes/Darcy system, the Cahn-Hilliard equations and so on. On the other hand, we will consider other parallel methods, such as the local and parallel two-grid method, to further improve the speedup and accuracy of parallel algorithms.
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