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HVAC Energy Cost Optimization for a Multizone
Building via a Decentralized Approach

Yu Yang , Student Member, IEEE, Guoqiang Hu , Senior Member, IEEE,
and Costas J. Spanos, Fellow, IEEE

Abstract— The control of heating, ventilation, and air-
conditioning (HVAC) systems has raised extensive attention due
to their high energy consumption cost and operation patterns
far from being energy-efficient. However, most of the existing
methods suffer limitations in scalability and computational effi-
ciency for large buildings due to the centralized structures. To
compensate for such defects, this article studies the scalable
control of multizone HVAC systems with the target to reduce
energy cost while maintaining thermal comfort. In particular,
the thermal couplings due to heat transfer among the adjacent
zones are incorporated, which has been ignored or not well
studied due to complexity in the literature. To overcome the com-
putational challenges of the nonlinear and nonconvex problem
caused by the complex system dynamics, this article proposes a
decentralized approach composed of three main steps: 1) relaxing
the bilinear system dynamics; 2) solving the relaxed problem
in a decentralized manner using the accelerated distributed
augmented Lagrangian (ADAL) method; and 3) recovering the
recursive feasibility of the solution. Through a comparison with
the centralized method, the suboptimality of this approach is
demonstrated. In addition, the superior performance of this
approach is illustrated through a comparison with the distributed
token-based scheduling strategy (DTBSS). The numerical results
imply that for buildings with a relatively small number of zones
(less than 20), the two methods are competitive. However, for
larger cases, the proposed approach performs better with a
considerable reduction both in energy cost and computation
time.

Note to Practitioners—This article develops a scalable com-
puting framework for multizone HVAC controller, which can
help reduce the electricity cost while maintaining the comfortable
temperature bands set by the occupants. The proposed computing
paradigm is scalable to large buildings as it mainly requires local
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zone-level computation. Specifically, for multizone buildings with
a central shared HVAC system, the zone controllers determine the
operations of their local variable air volume (VAV) boxes mainly
through local computation and some necessary communications
with the other entities. Consequently, this control technique
can be implemented via local controllers deployed on simple
hardware while applied to large buildings. The performance
(electricity cost and computation time) of the controller is
validated through a comparison with the centralized method and
the DTBSS by using simulations.

Index Terms— Decentralized methods, energy cost, heating,
ventilation, and air-conditioning (HVAC) system, multizone build-
ings, thermal couplings.

NOMENCLATURE

cp The specific heat of air [kJ/(kg · K)].
T i

t Temperature of zone i at time t (◦C).

T i/T
i

The lower/upper comfortable temperature
bound for zone i (◦C).

mzi/mzi The lower/upper zone air flow rate bound
for zone i ( kg s−1).

m The upper bound of supply air flow rate by
the AHU ( kg s−1).

ct The electricity price at time t (s$/kW).
Qi

t The internal heat generation of zone i at
time t ( kW).

Roi The thermal resistance between zone i and
the outside (K/kW).

Rij The thermal resistance between zone i and
zone j (K/kW).

Ni The collection of adjacent zones of zone i .
dr The fraction of return air delivered to AHU.
Tc The set-point temperature of the AHU (◦C).

P f
t The fan power of AHU at time t ( kW).

Pc
t The cooling power of AHU at time t ( kW).

η The reciprocal of coefficient of perfor-
mance (COP) of the chiller.

θ f The efficiency of fan within the AHU.

I. INTRODUCTION

AS WE may know, buildings are responsible for a
large proportion of the world’s energy consumption [3],

wherein about 40%–50% is attributed to heating, ventilation,
and air-conditioning (HVAC) [3]. The number is more threat-
ening for tropical countries like Singapore due to the perennial
demand [2]. Such a high proportion of the HVAC system’s
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energy consumption considerably ascribes to the operation
patterns far from being energy-efficient [2].

Therefore, the control of HVAC systems has raised exten-
sive investigations in the literature. The available methods
include model predictive control (MPC) [4]–[7], mixed-integer
linear programming (MILP) [8], [9], sequential quadratic
programming (SQP) [10]–[12], intelligent control based on
fuzzy logic or genetic algorithm [13]–[15], and rule-based
methods [16], [17]. As with centralized structure, most of
these methods tend to be computationally prohibitive or not
scalable to large buildings. Decentralized methods have been
recognized as viable solutions to such an issue and raised
considerable concerns. However, most of the existing decen-
tralized methods focus on temperature regulation with the
control of HVAC systems circumvented and not discussed
due to the system complexity [18]–[20]. The available results
of scalable control of the multizone HVAC system are fairly
limited and in deficit except for [2], [21]–[23]. Moreover,
the thermal couplings among the neighboring zones are usually
ignored [21], [22] or not well-tackled [2], [23] due to the
computational complexity, which tend to the result in the
performance deviations in application.

To compensate for such defect, this article aims to develop a
scalable (decentralized) control method for multizone HVAC
systems to reduce the energy cost while respecting thermal
comfort. In particular, the thermal couplings among the adja-
cent zones are explicitly studied. It is challenging and nontriv-
ial to achieve such a goal concerning the following complexity.
First, there exist various couplings in the multizone net-
work. The couplings both arise from the heat transfer among
adjacent zones and the operation limits of the air handling
unit (AHU), which leads to various temporally and spatially
coupled constraints. Second, the problem is nonlinear and
nonconvex due to complex system behaviors. Consequently,
most of the existing decentralized methods established for
convex problems with linear dynamics (see [24]–[26]) cannot
be directly applied to solve the problem.

Main Contributions: To overcome the challenges, this
article develops a decentralized approach, which mainly con-
tains three steps: 1) the first step relaxes the bilinear system
dynamics by introducing some auxiliary decision variables;
2) the second step solves a relaxed nonconvex problem in a
decentralized manner based on an accelerated distributed aug-
mented Lagrangian (ADAL) method proposed in [1]; 3) the
last step recovers the recursive feasibility of solutions by the
proposed heuristic method. As it allows the zones to compute
their mass flow rates for local variable air volume (VAV) boxes
by solving small-scale QP problems in parallel, this method
is scalable to large buildings. To evaluate its performance,
the approach is compared with a centralized method, which
can obtain the optimal solutions for small-scale cases. The
results imply that the decentralized approach can achieve a
suboptimal solution. In addition, the superior performance of
the proposed approach is illustrated through a comparison with
the distributed token-based scheduling strategy (DTBSS) [2].
The numerical results report that for buildings with relatively
a small number of zones (less than 20), the decentralized
approach slightly outperforms DTBSS with about 2% − 4%

reduction in energy cost. However, for larger cases, the pro-
posed method performs better with a considerable reduction
both in energy cost and computation time.

The remainder of this article is outlined. In Section II,
the related works are reviewed. In Section III, the problem
formulation is presented. In Section IV, the decentralized
approach is introduced. In Section V, the performance and
scalability of the decentralized approach are validated through
simulations. In Section VI, we briefly conclude this article.

II. RELATED WORKS

This section reviews the available decentralized methods
on thermal comfort control. Generally, these methods can be
broadly divided into two categories based on the decision
variables. The first category is mainly focused on the zone
temperature regulation [18]–[20]. Specifically, the zone tem-
perature is regarded as the decision variables to be computed.
However, the control of HVAC systems (e.g., AHU and VAV
boxes) to achieve such zone temperature has been circum-
vented or not discussed mainly due to the complex system
dynamics. Sophisticatedly, the other category usually directly
focuses on the control of HVAC systems. For such cases,
a challenging and nontrivial problem that involves the complex
system dynamics and various zone couplings usually needs
to be handled. To simplify the discussions and alleviate the
computational challenges, most of the existing works ignored
the thermal couplings among the neighboring zones [21], [22]
or regarded them as external disturbances that assumed to be
measured through sensors or learned from data [2], [23]. As a
scarce attempt, reference [27] explicitly discussed the thermal
couplings while developing a distributed MPC strategy for the
multizone HVAC system. To cope with the difficulties due
to the nonlinearity and nonconvexity, a distributed alternating
direction method of multipliers (ADMM) method [26] was
applied based on some convexity approximations.

In general, thermal couplings among neighboring zones
have not been well-studied due to the complexity while
developing scalable control methods for multizone HVAC
systems, which may lead to performance deviations both in
energy cost and thermal conditions in practice. Complemen-
tary to the existing works, this article studies the decentral-
ized control of multizone HVAC system, which incorporates
the thermal couplings among the neighboring zones in the
optimization.

III. PROBLEM FORMULATION

A. HVAC Systems for Multizone Buildings

A typical schematic of a multizone HVAC system is shown
in Fig. 1. The main parts include the AHU, the VAV boxes, and
the chiller. The central AHU is shared by multizones, which is
equipped with a damper, a cooling/heating coil, and a supply
fan. The damper is responsible for mixing the return air from
inside and the fresh air from outside. The heating/cooling coil
can cool down/heat up the mixed air to a set-point temperature.
Without loss of generality, this article investigates the cooling
mode. In such case, the set-point temperature of AHU is
12 ◦–16 ◦C. There usually exists a local VAV box composed
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Fig. 1. Schematic of multizone HVAC systems.

of a damper and a heating coil attached to each zone. This
damper can regulate zone air flow rates, and the heating coil
can reheat the supply air if necessary (not discussed in this
article). We refer the readers to [10], [28] for more details
about the multizone HVAC systems.

This article aims to reduce the energy cost of multizone
HVAC systems while still maintaining zone thermal comfort
over the optimization horizon. The problem is discussed
in a discrete-time framework with the optimization horizon
(one day) equally divided into T = 48 stages, corresponding
to a decision interval �t=30 mins.

B. Zone Thermal Dynamics

This article studies the control of a multizone building
with I thermal zones indexed by I = {1, 2, . . . , I } over the
optimization horizon T = {0, 1, . . . , T − 1}. The thermal
dynamics of zone i (∀i ∈ I) can be described by the
resistance–capacitance (RC) network [29], [30], that is

Ci
(
T i

t+1 − T i
t

)

=
∑
j∈Ni

T j
t − T i

t

Ri j
�t

+ T o
t − T i

t

Roi
�t + cpmzi

t

(
Tc − T i

t

)
�t + Qi

t�t (1)

where Ci is the zone air heat capacity. The internal zone
heat generation Qi

t is affected by multiple factors, such as
occupancy, devices, and solar radiation.

If we define Aii = 1− (
∑

j∈Ni
(�t/Rij Ci )+ (�t/Ci Roi)),

Aij = (�t/Ci Ri j ), Cii = −(�t · cp/Ci ), and Dii
t =

(�t T o
t /Ci Roi ) + (�t · Qi

t/Ci ), the zone thermal dynamics
in (2) can be compactly described as follows:

T i
t+1 = Aii T i

t +
∑
j∈Ni

Ai j T j
t + Cii mzi

t

(
T i

t − Tc
)+ Dii

t . (2)

C. AHU

As introduced in Section II-A, the AHU is responsible for
cooling down the mixed air to the set-point temperature. The
main parameters related to the AHU include the following:
1) dr (0≤ dr ≤ 1): the fraction of the return air from inside;

2) Tc: the set-point temperature of the supply air; 3) T r
t : the

average temperature of the return air from inside; 4) T m
t : the

average temperature of the mixed air. The settings of dr and
Tc are usually fixed and based on experiences, whereas T r

t
and T m

t are dynamically changing with the system state
(i.e., zone temperature) and the control of the HVAC system
(i.e., zone air flow rates). Specifically, the average temperature
of the return air from inside at time t can be estimated as
follows:

T r
t =

∑I
i=1 mzi

t T i
t∑I

i=1 mzi
t

. (3)

Accordingly, the average temperature of the mixed air at time t
can be calculated as follows:

T m
t = (1− dr )T o

t + dr T r
t

= (1− dr )T o
t + dr

∑I
i=1 mzi

t T i
t∑I

i=1 mzi
t

. (4)

As the AHU has mainly composed of the cooling coil
and the supply fan, its total energy consumption is mainly
produced by the two parts. Specifically, the cooling power of
the cooling coil can be calculated as follows:

Pc
t = cpη

( I∑
i=1

mzi
t

)(
T m

t − Tc
)

= cpη(1−dr)

I∑
i=1

mzi
t

(
T o

t −Tc
)+cpηdr

I∑
i=1

mzi
t

(
T i

t −Tc
)
.

(5)

As one may note, the cooling power in (5) may be inter-
preted as two parts, i.e.: 1) the first part results from the
proportion of fresh air from outside and 2) the second part
caused by the proportion of return air from inside.

According to [22] and [27], the energy consumption of the
supply fan within the AHU can be estimated as follows:

P f
t = θ f

( I∑
i=1

mzi
t

)3

. (6)

Thus, we collect the total power consumption of the HVAC
system at time t as follows:

Pc
t + P f

t =cp(1− dr )

I∑
i=1

mzi
t

(
T o

t − Tc
)

+ cpdr

I∑
i=1

mzi
t

(
T i

t − Tc
)+ θ f

( I∑
i=1

mzi
t

)3

. (7)

From above, one may note that the power consumption of
the HVAC system is a nonlinear function with respect to the
control and state variables mzi

t and T i
t (i ∈ I).

D. System Constraints

The operation of the HVAC system is subject to: 1) the zone
thermal comfort requirements in (8a); 2) the operation limits
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of the local VAV boxes in (8b); and 3) the operation limits of
the AHU in (8c)

T i ≤ T i
t ≤ T

i ∀i ∈ I, t ∈ T . (8a)

mzi ≤ mzi
t ≤ mzi ∀i ∈ I, t ∈ T . (8b)∑I

i=1 mzi
t ≤ m ∀t ∈ T . (8c)

As shown in (8a), this article uses zone temperature ranges
to describe the zone thermal comfort requirements. To accom-
modate personalized thermal comfort, T i and T

i
may be

customized. The lower/upper bounds of zone air flow rates
(mzi/mzi ) depend on the pressure supplied by the fan in the
duct system [2].

E. Optimization Problem

Overall, the optimization problem on minimizing the HVAC
system’s energy cost while maintaining the zone thermal
comfort is presented as follows:

min
mzi

t ,T i
t

J =
T−1∑
t=0

ct ·
{

Pc
t + P f

t

} ·�t

Constraints: (2), (8a)− (8c). (P1).

One may note that (9) is nonlinear and nonconvex. The
nonlinearity and nonconvexity both arise from the objective
function and the constraints. Moreover, the objective func-
tion is nonseparable and nondecomposable with respect to
the zones. Such characteristics on the problem structures
make it challenging and nontrivial to find a scalable solution
method.

IV. DECENTRALIZED APPROACH

To cope with the computational challenges, this section pro-
poses a decentralized approach for solving (9), which mainly
contains three steps: 1) the first step relaxes problem (9) by
introducing some auxiliary decision variables; 2) the second
step solves a relaxed nonconvex problem in a decentralized
manner using the ADAL method [1]; and 3) the third step
recovers the recursive feasibility of the solution based on a
heuristic method. The details of the three steps are specified
in the following.

Step 1: To deal with the nonlinear (bilinear) constraints
in (9), we first introduce the following auxiliary decision
variables, i.e., Xi

t = mzi
t (T i

t − Tc) ≥ 0 (∀i ∈ I, t ∈ T ) and
Yt =∑I

i=1 mzi
t (∀t ∈ T ). We note that Xi

t can be interpreted
as the “cooling power” of zone i at time t , whereas Yt can be
regarded as the total zone air flow rate supplied by the AHU
at time t .

According to [31] and [27], these auxiliary decision vari-
ables Xi

t (∀i ∈ I, t ∈ T ) are bounded by their convex and
concave envelopes, that is

Xi
t = mzi

t

(
T i

t − Tc
)

≥ max
{

mzi(T i
t −Tc)+mzi

t (T i−Tc)−mzi (T i − Tc),

mzi (T i
t −Tc)+mzi

t (T
i−Tc)−mzi (T

i−Tc)
}

Xi
t = mzi

t

(
T i

t − Tc
)

≤ min
{

mzi
t (T

i−Tc)+mzi (T i
t −Tc)−mzi (T

i−Tc),

mzi (T i
t −Tc)+mzi(T i−Tc)−mzi (T i − Tc)

}
∀i ∈ I, t ∈ T . (9)

Consequently, by introducing those auxiliary decision vari-
ables, we can obtain the relaxed problem (10a), that is

min
mzi

t ,T i
t ,Xi

t ,Yt

J =
T−1∑
t=0

ct

·
{

cpη(1− dr )
(
T o

t − Tc
)
Yt

+θ f (Yt )
3 + cpηdr

I∑
i=1

Xi
t

}
·�t

s. t. (8a)− (8c) (P2)

T i
t+1 = Aii T i

t +
∑
j∈Ni

Ai j T j
t + Cii Xi

t + Dii
t

(10a)

Xi
t ≥mzi (T i

t −Tc)+mzi
t (T i − Tc)− mzi (T i − Tc)

(10b)

Xi
t ≥mzi(T i

t − Tc
)+mzi

t (T
i−Tc)−mzi (T

i − Tc)

(10c)

Xi
t ≤mzi

t (T
i−Tc)+mzi(T i

t − Tc
)− mzi (T

i − Tc)

(10d)

Xi
t ≤mzi(T i

t − Tc
)+mzi(T i−Tc)−mzi (T i − Tc)

(10e)

∀i ∈ I, t ∈ T .
I∑

i=1

mzi
t = Yt ∀t ∈ T (10f)

where constraints (10a) inherit constraints (2) of (9). The
constraints (10b)–(10e) and (10f) related to the auxiliary
decision variables Xi

t and Yt directly duplicate constraints (9)
and the definitions, respectively.

Step 2: We note that (10a) is still nonconvex due to
the global objective function. However, there only exist lin-
ear (coupled) constraints, and this problem can be tackled by
the ADAL method proposed in [1] in a decentralized manner.
More specifically, we assume that there are I + 1 agents
indexed by I ∪ {0}, wherein the collection of agents in I
corresponds to the I zones, and the virtual Agent 0 is defined
to manage the total zone air flow rates supplied by the AHU.

For Agent i associated with zone i (∀i ∈ I), the local
decision variables at time t can be gathered as follows:

xi
t =

(
T i

t , mzi
t , Xi

t

)T ∀i ∈ I, t ∈ T . (11)

For Agent 0, the local decision variable can be defined as
follows:

x0
t = Yt ∀t ∈ T . (12)

For notation, we use the vector xi = [(xi
0)

T , (xi
1)

T , . . . ,
(xi

T−1)
T ]T to represent the local decision variables for Agent

i (∀i ∈ I ∪ {0}) over the optimization horizon T .
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In this case, the global objective function in (10a) is
decomposable with respect to the agents I ∪ {0}, that is

J0(x0) =
T−1∑
t=0

ct ·
{
cpη(1−dr)

(
T o

t − Tc
)
Yt+θ f (Yt )

3}·�t .

Ji (xi ) =
T−1∑
t=0

ct ·
{
cpηdrX

i
t

} ·�t ∀i ∈ I (13)

where Ji (xi ) (∀i ∈ I ∪ {0}) can be regarded as the local
objective function of Agent i .

Problem (10a) can be written in a compact form as (14).
The details of the transformation are given in the Appendix

min
xi ,i=0,1,2,...,I

I∑
i=0

Ji (xi )

s.t. Aii
d xi +

∑
j∈Ni

Ai j
d x j = bi

d ∀i ∈ I.

I∑
i=0

Bi
d xi = 0.

I∑
i=1

Bi
d xi ≤ cd .

xi ∈ X i ∀i ∈ I (P3)

where we have

Aii
d =

⎛
⎜⎝

A
ii −I1 0 · · · · · · · · ·

0 A
ii −I1 0 · · · · · ·

0 0 A
ii −I1 0 · · ·

⎞
⎟⎠ ∈ R

(T−1)×3T

Ai j
d =

⎛
⎜⎝

A
ij

0 · · · · · · · · ·
0 A

ij
0 · · · · · ·

0 0 A
ij

0 · · ·

⎞
⎟⎠ ∈ R

(T−1)×3T

and bi
d = (D

ii
0 , D

ii
1 , . . . , D

ii
T−1)

T ∈R
T−1, with A

ii = (Aii 0

Cii ), A
ij = (Aij 0 0) (i, j ∈ I). I1=(1 0 0). D

ii
t = −Dii

t .

Bi
d=

⎛
⎜⎝

B
i

0 · · · · · · · · ·
0 B

i
0 · · · · · ·

0 0 B
i

0 · · ·

⎞
⎟⎠ ∈ R

T×3T

with B
i =(0 1 0) (∀i ∈ I)

B0
d =

⎛
⎜⎝

B
0

0 0 · · ·
0 B

0
0 · · ·

0 0 B
0 · · ·

⎞
⎟⎠ ∈ R

T×T

with B
0 = (−1)cd=(m m · · · m)T ∈ R

T . The sets X i (i ∈ I)
represent the collection of admissible control trajectories for
Agent i , which is constructed by the local constraints (8a)–(8c)
and (10b)–(10e) related to zone i .

As the ADAL method [1] is effective in tackling equality
constraints, we transform the (coupled) inequality constraints
in (14) into (coupled) equality constraints by resorting to some
nonnegative slack decision variables s as discussed in [32].

In this regard, (14) is equivalent to (14), that is

min
xi ,i=0,1,2,...,I,s1,s2

I∑
i=0

Ji (xi )

s.t. Aii
d xi +

∑
j∈Ni

Ai j
d x j = bi

d , ∀i ∈ I.

I∑
i=0

Bi
d xi = 0.

I∑
i=1

Bi
d xi − cd + s = 0.

xi ∈ X i ∀i ∈ I.

s ≥ 0. (P4)

When the ADAL method is applied to tackle (14), we can
define the following augmented Lagrangian function to elim-
inate the coupled equality constraints, that is

Lρ(x0, x1, . . . , x I , s,λ, γ , η)

=
I∑

i=0

Ji +
I∑

i=1

(λi )T
(

Aii
d xi +

∑
j∈Ni

Ai j
d x j − bi

d

)

+
I∑

i=1

ρ

2

∣∣∣
∣∣∣Aii

d xi +
∑
j∈Ni

Ai j
d x j − bi

d

∣∣∣
∣∣∣2

+ γ T
( I∑

i=0

Bi
d xi + s1

)
+ ρ

2

∥∥∥
I∑

i=0

Bi
d xi + s1

∥∥∥2

+ ηT
( I∑

i=1

Bi
d xi−cd+s2

)
+ ρ

2

∥∥∥
I∑

i=1

Bi
d xi−cd+s2

∥∥∥2

(14)

where λ = [(λ1)T ,(λ2)T ,. . . , (λI )T ]T with λi ∈ R
(T−1)×3T ,

and γ , η ∈ R
T are the Lagrangian multipliers. ρ > 0 is the

penalty parameter.
Thus, the primal problem of (14) can be described as

follows:
min

x0,x1,...,x I ,s
Lρ(x0, x1, . . . , x I , s1, s2,λ, γ , η)

s.t. xi ∈ X i ∀i ∈ I
s ≥ 0. (15)

Similar to the standard method of multipliers (MMs), such
as ADMM [26], the ADAL mainly includes two steps while
applied to solve (14): 1) solving the primal problem (15)
in a decentralized manner and 2) updating the Lagrangian
multipliers γ , η. The details of the algorithm are displayed
in Algorithm 1. The superscript k represents the iteration.
We use xk = ((x0,k)T , (x1,k)T , . . . , (x I,k)T )T to represent
the collection of control trajectories for all zones at itera-
tion k, and x−i,k = ((x0,k)T , . . . , (xi−1,k)T , (xi+1,k)T , . . . ,
(x I,k)T )T denotes the collection of control trajectories for
all zones except zone i . The local objective functions for
Agent i (i ∈ I ∪ {0}) at iteration k are defined as

Authorized licensed use limited to: Xian Jiaotong University. Downloaded on March 27,2023 at 12:21:31 UTC from IEEE Xplore.  Restrictions apply. 



YANG et al.: HVAC ENERGY COST OPTIMIZATION FOR A MULTIZONE BUILDING 1955

Algorithm 1 ADAL

1: Initialization: k ← 0, set λ0, γ 0, η0, xi,0 (∀i ∈ {0} ∪ I)
and s1,0, s2,0.

2: Iteration:
3: Solve the primal problem (15):
4: Solve Subproblem 0, that is,

(x0,k+1, sk+1) = arg min
x0,s

L
0
ρ(x0, s, x−0,k,λk, γ k, ηk)

s. t. x0 ∈ R.

s ≥ 0. (16)

5: Solve the subproblems in I in parallel, that is,

xi,k+1 = arg min
xi

L
i
ρ(xi ,x−i,k , sk,λk, γ k, ηk)

s. t. xi ∈ X i . (17)

6: If the stopping criterion (20) is satisfied, then stop with the
solution xk+1,∗, otherwise continue.

7: Update the Lagrangian multipliers:

λi,k+1 = λi,k+ρ

(
Aii

d xi,k+1+
∑
j∈Ni

Ai j
d x j,k+1−bi

d

)

∀i ∈ I

γ k+1 = γ k+ρ

( I∑
i=0

Bi
d xi,k+1

)

ηk+1 = ηk+ρ

( I∑
i=1

Bi
d xi,k+1−cd+sk+1

)

8: Set k → k + 1 and go to Step 3.

follows:

L
0
ρ(x0, s, x−0,k,λk, γ k, ηk)

= J0(x0)+ γ T (B0
d x0)+ ρ

2

∥∥∥∥∥B0
d x0 +

I∑
i=1

Bi
d xi,k

∥∥∥∥∥
2

+ ηT s + ρ

2

∥∥∥∥∥
I∑

i=1

Bi
d xi,k − cd + s

∥∥∥∥∥
2

(18)

L
i
ρ

(
xi , x−i,k , sk,λk, γ k, ηk)

= Ji (xi )+
∑

j∈Ni∪{i}

(
λk

j

)T A j i
d xi

+ ρ

2

∑
j∈Ni∪{i}

∥∥∥∥∥∥A j i
d xi +

∑
l∈N j

A j l xl,k − b j
d

∥∥∥∥∥∥
2

+ (γ k)T Bi
d xi + ρ

2

∥∥∥∥∥∥Bi
d xi +

I∑
l=0,l �=i

Bl
d xl,k

∥∥∥∥∥∥
2

+ (ηk)T Bi
d xi+ ρ

2

∥∥∥∥∥∥Bi
d xi+

I∑
l=1,l �=i

Bl
d xl−cd+sk

∥∥∥∥∥∥
2

∀i ∈ I. (19)

The residual error of all the coupled constraints is selected
as the stopping criterion with � a constant threshold, that is

r(xk,sk)

=
I∑

i=1

∥∥∥∥∥∥Aii
d xi,k+

∑
j∈Ni

Ai j
d x j,k−bi

d

∥∥∥∥∥∥
2

+
∥∥∥∥∥

I∑
i=0

Bi
d xi,k

∥∥∥∥∥
2

+
∥∥∥∥∥

I∑
i=1

Bi
d xi,k−cd+sk

∥∥∥∥∥
2

≤ �. (20)

We note that the subproblems in I are quadratic program-
ming (QP) problems, which can be tackled efficiently by many
existing toolboxes, such as CPLEX, and Subproblem 0 is a
small-scale nonlinear optimization problem, which can also
be solved efficiently.

Step 3: As introduced, (14) is a relaxed version of the
original optimization problem (9). It is not difficult to note
that both the zone thermal comfort and the operation limits of
the HVAC system can be guaranteed by solving (14). However,
the recursive feasibility of the solution cannot be assured
due to the introduction of the auxiliary decision variables Xi

t
(i ∈ I). To address such an issue, this section proposes a
heuristic method to recover the recursive feasibility of the
solution while still guaranteeing a satisfactory performance
(the HVAC system’s energy cost and zone thermal comfort) by
exploring the special problem structures. Specifically, we note
that the decision variables Xi

t (i ∈ I) not only “dominate” the
HVAC system’s cost (compared with the decision variable mzi

t ,
θ f is relatively small) but also determine the zone temperature.
Therefore, if high priority is distributed to Xi

t when recovering
the recursive feasibility of the solution, the performance of
the recovered solution can be retained. By adopting such idea,
a heuristic method is proposed in Algorithm 2. We use m̂zi

t , T̂ i
t ,

and X̂ i
t to represent the recovered solution for (9), which is

obtained stage by stage. Specifically, at each time t , the zone
air flow rate m̂zi

t is first determined by approaching Xi,∗
t while

complying with the upper and lower bounds of zone air flow
rates (Step 5). After that, the zone temperature is updated
accordingly (Step 7). The control sequence (T̂ i

t , mzi
t , and Xi

t )
(i ∈ I) can be obtained by repeating this process until the end
of the optimization horizon T .

V. NUMERICAL RESULTS

This section evaluates the performance of the proposed
decentralized approach through simulations. First of all,
we compare the proposed method with a centralized method
to capture its suboptimality in Section V-A. Subsequently,
the scalability and computational advantages of the proposed
method are reported through comparisons with the DTBSS
method [2] in Section V-B.

A. Performance Evaluation

The outside air temperature fluctuates over the time,
as shown in Fig. 2(a). The time-of-use (TOU) electricity price
is shown in Fig. 2(b), which refers to [8]. We first consider
some small-scale case studies (i.e., 2 and 5 zones). Similar to
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Algorithm 2 Heuristic Method to Recover the Recursive
Feasibility of the Solution

1: Obtain the optimal solution x∗ = ((x0,∗)T , (x1,∗)T , · · · ,
(x I,∗)T )T , X∗ = ((X0,∗)T , (X1,∗)T , · · · , (X I,∗)T )T of the
relaxed problem (14) according to Algorithm 1.

2: Obtain the initial zone temperature T̂ i
0 = T i

0 (∀i ∈ I).
3: for t ∈ T do
4: for i ∈ I do
5: Determine the air flow rate of zone i by

mzi
t = min

(
mzi , Xi,∗

t /(T̂ i
t − Tc)

)
m̂zi

t = max
(
mzi

t , mzi). (21)

6: Determine the auxiliary variable X̂ i
t of zone i by

X̂ i
t = m̂zi

t (T̂ i
t − Tc) (22)

7: Update the temperature of zone i by

T̂ i
t+1 = Aii T̂ i

t +
∑
j∈Ni

Ai j T̂ j
t + Ci i X̂ i

t + Dii
t (23)

8: end for
9: end for

10: Output the recovered solution m̂zi
t and T̂ i

t (∀i ∈ I, t ∈ T )
for problem (9).

Fig. 2. (a) Outside air temperature. (b) TOU electricity price.

[33] and [34], the comfortable zone temperature bounds are
set as 24◦–26◦C. The set-point temperature of the AHU is
Tc = 15 ◦C. Consider that the internal zone heat generation
is affected by various factors, we randomly generate thermal
load curves for all zones according to a uniform distribution,
i.e., Qi

t ∼ U [0, 1] kW (i ∈ I, t ∈ I). As an instance,
the thermal load scenarios for the 5-zone case study are
exhibited in Fig. 3. We suppose the initial zone temperature as
[26, 28] ◦C (2-zone case) and [26, 28, 28, 27, 24] ◦C (5-zone
case). In addition, we assume that there exists heat transfer
among each pair of zones in both the two case studies. The
zone air flow rate bounds are set as [0, 0.5] kg s−1 (2-zone
case and 5-zone case). In particular, to verify the versatility
of the proposed method, we consider an extreme case, where

TABLE I

SYSTEM PARAMETERS

TABLE II

DECENTRALIZED APPROACH VERSUS CENTRALIZED METHOD

Fig. 3. Zone thermal load.

the local VAV box for zone 5 is forced to be closed (mzi
t = 0)

over the optimization horizon in the 5-zone case study. The
other parameters are gathered in Table I.

We compare the decentralized approach with a centralized
method, which possibly obtains the optimal solutions of such
two small cases by solving small-scale nonlinear problems (9)
using the IPOPT solver. Both the HVAC system’s total energy
cost and the average computation time for each stage incurred
by the two methods are shown in Table II. One may note that
the total energy cost under the two methods is comparable, and
there only exists a slight performance degradation (less than
3.3%) for the decentralized approach. However, we observe
a substantial improvement in computational efficiency as the
average computation time is reduced.

In addition, the zone temperature (Fig. 4) and zone air flow
rate (Fig. 5) are inspected under the decentralized approach for
the 5-zone case study. We see that both the zone temperature
and zone air flow rates are maintained in the desired ranges
24 ◦C–26 ◦C and [0, 0.5] kg s−1, respectively. In particular,
the air flow rates of zone 5 are kept at zero as prescribed. This
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Fig. 4. Zone temperature.

Fig. 5. Zone air mass flow rates.

implies that the proposed method can be applied to the general
cases with customized zone settings in practice. Exceptionally,
one may note some valley points in zone temperature curves
(Fig. 4) corresponding well to the time instances that the elec-
tricity price is going to rise. This phenomenon is reasonable as
our HVAC systems are designed to save electricity cost while
still maintaining thermal comfort. Therefore, they are expected
to pre-cool the zones to a relatively lower temperature (close
to the lower temperature bounds) before the coming higher
electricity price so as to save bills.

Furthermore, to improve the computational efficiency,
we explore the convergence rate of the decentralized approach
under a different penalty parameter ρ. In the 5-zone case study,
the convergence rates of the primal cost and the residual error
of the coupled constraints under different penalty parameters,
i.e., ρ = 1, ρ = 3, ρ = 5, ρ = 10, ρ = 15, and ρ = 20 are
studied, as shown in Fig. 6(a) and (b). The results imply that a
larger penalty parameter ρ tends to lead to a faster convergence
rate, whereas we observe that the convergence rate seems to
be saturated with ρ = 15. Therefore, in the following case
studies, the penalty parameter is set as ρ = 15.

B. Scalability

The scalability of the proposed method is demonstrated
through a comparison with the DTBSS [2] developed for

Fig. 6. (a) Convergence rate of primal cost under different penalty
parameters ρ. (b) Convergence rate of residual error of the coupled constraints
with different penalty parameters ρ.

multizone HVAC control. In general, DTBSS is a heuristic
hierarchical-distributed method, in which (9) is divided into
three-level subproblems, which manage each part of the overall
cost function and constraints. We refer readers to [2] for
more details about DTBSS. To guarantee a fair comparison,
the constraints caused by duct pressure and chiller efficiency
mentioned in [2] are circumvented in DTBSS. In addition,
the two methods are both carried out under model predictive
control (MPC) framework with the convenience to estimate the
disturbances caused by thermal couplings among neighboring
zones as required by DTBSS. Specifically, over each planning
horizon, the disturbances are estimated based on the control
trajectories computed over the previous one for DTBSS. For
the DTBSS discussed in [2], the first and third steps are
retained for (9). However, the second step can be skipped as
the constraints due to duct pressure and chiller efficiency are
not discussed in this article. In these case studies, we select the
planning horizon for the decentralized approach and the first
step of DTBSS as H = 10 [replace T by H in (9)], whereas
the planning horizon for the third step of DTBSS is shortened
to H  = 5 to reduce computation as suggested [2].

We consider a number of case studies with a different
number of zones (i.e., 5, 20, 50, 100, 200, 300, and 500 zones)
in this section. We randomly generate some networks to
represent the thermal coupling among different zones, and the
maximum number of adjacent zones for each zone is set as 4.
The zone air flow rare bounds are set as [0, 0.5] kg s−1. The
other parameters are shown in Table I.

Both the HVAC system’s energy cost and average com-
putation time for each zone at each stage incurred by the
two methods are shown in Table III. We see that for the
cases with relatively small numbers of zones (less than 20),
the two methods are comparable and our proposed decentral-
ized approach performs slightly better with about 2% − 4%
reduction in energy cost. However, for a large number of
zones, the decentralized approach outperforms DTBSS both in
reducing energy cost and improving computational efficiency.
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TABLE III

PERFORMANCE OF THE DECENTRALIZED APPROACH AND THE DTBSS

In particular, the total energy cost is cut down by around
19.39% for the 500-zone case study. The superior performance
of the decentralized approach in reducing energy cost is
attributed to the fact that the cooling power and fan power of
AHU are coordinated in one problem in contrast to DTBSS,
where they are successively optimized in different levels of
subproblems. This also illuminates the slight difference in the
energy cost inducted by the two methods for the small case
studies. Specifically, for a small number of zones, the fan
power of the AHU (depends on the cube of the total zone
air flow rate) is negligible compared with the cooling power.
Therefore, we only observe a small amount of energy cost
reduction in our proposed method compared with the DTBSS.
However, for increasing numbers of zones, the part of energy
cost caused by fan power increases rapidly, which results in
an apparent difference in energy cost for the two methods as
observed in our numerical results.

Moreover, from Table III, we observe that the proposed
decentralized approach is computationally advantageous (less
average computation time) compared with the DTBSS. The
preferable performance can generally be attributed to: 1) the
superior convergence rate of the ADAL that used in our
decentralized approach (see Fig. 6); 2) the subproblems to
be solved are generally QPs for our proposed decentralized
approach versus the nonlinear and nonconvex subproblems
for the DTBSS; and 3) the fully decentralized structure of our
proposed method versus the partially decentralized computing
paradigm for the DTBSS (a centralized problem that coupled
all zones has to be solved in the third step of the DTBSS).

VI. CONCLUSION

This article studies the scalable control of multizone HVAC
systems with the objective to reduce energy cost while
maintaining zone thermal comfort. As centralized methods
are usually computationally intensive or prohibitive for large
buildings, a decentralized approach based on the ADAL
method [1] was developed. Through a comparison with the
centralized method, we demonstrated the suboptimality of the
proposed approach. In addition, the scalability and compu-
tational efficiency of the proposed method were illustrated
through comparisons with the DTBSS method [2] developed
for multizone HVAC control. The results implied that when
a number of zones are relatively small (less than 20), our
proposed decentralized approach performs slightly better with
a minor reduction in the energy cost (2% − 4%). However,
with an increasing number of zones, the proposed method

outperforms the DTBSS by reducing the HVAC system’s
energy cost and improving computational efficiency.

APPENDIX

TRANSFORMATION OF (P2) TO (P3)

The temperature dynamics of zone i can be described as
follows:

T i
t+1 =

(
Aii 0 Cii

)⎛
⎝ T i

t
mzi

t
X i

t

⎞
⎠

+
∑
j∈Ni

(
Aij 0 0

)
⎛
⎜⎝

T j
t

mzj
t

X j
t

⎞
⎟⎠+ Dii

t . (24)

If we define A
ii = (

Aii 0 Cii
)
, A

ij = (
Aij 0 0

)
and D

ii
t = −Dii

t , and the decision variable xi =
((xi

0)
T , (xi

1)
T , . . . , (xi

T−1)
T )T (∀i ∈ I) with xi

t =
(T i

t , mzi
t , Xi

t ), the temperature dynamics for all the thermal
zones can be combined by⎛

⎝ Aii −I1 · · · · · ·
0 Aii −I1 · · ·
· · · · · · · · · · · ·

⎞
⎠ xi

+
∑
j∈Ni

⎛
⎝ Aij 0 · · · · · ·

0 Aij 0 · · ·
· · · · · · · · · · · ·

⎞
⎠ x j

+

⎛
⎜⎜⎝

D
ii
0
...

D
ii
T−1

⎞
⎟⎟⎠ = 0. (25)

Furthermore, we define

Aii
d =

⎛
⎜⎝

A
ii −I1 0 · · · · · ·

0 A
ii −I1 0 · · ·

· · · · · · · · · · · · · · ·

⎞
⎟⎠ ∈ R

(T−1)×3T

Ai j
d =

⎛
⎜⎝

A
ij

0 · · · · · ·
0 A

ij
0 · · ·

· · · · · · · · · · · ·

⎞
⎟⎠ ∈ R

(T−1)×3T

and bi
d = (D

ii
0 , D

ii
1 , . . . , D

T−1
ii )T ∈ R

(T−1).
Thus, the zone thermal dynamics of (25) can be described

in a compact form as follows:
Ai

d xi +
∑
j∈Ni

Ai j
d x j = bi

d . (26)

Similarly, the coupled constraints in (10f) can be written as
follows:

I∑
i=0

(
0 1 0

)
⎛
⎝ T i

t
mzi

t
X i

t

⎞
⎠− Yt = 0. (27)

If we define B
i = (0 1 0) (∀i ∈ I) and B

0 = (−1),
the coupled constraints in (27) over the optimization horizon
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T can be collected as follows:
I∑

i=0

⎛
⎜⎝

B
i

0 0 · · ·
0 B

i
0 · · ·

· · · · · · · · · · · ·

⎞
⎟⎠ xi = 0. (28)

If we define

Bi
d =

⎛
⎜⎝

B
i

0 0 · · ·
0 B

i
0 · · ·

· · · · · · · · · · · ·

⎞
⎟⎠ ∈ R

T×3T (∀i ∈ I)

(28) is equivalent to

I∑
i=0

Bi
d xi = 0.

Accordingly, the constraints (8c) can be described as
follows:

I∑
i=1

Bi
d xi ≤ cd (29)

where we have cd = (m, m · · ·m)T ∈ R
T .

REFERENCES

[1] N. Chatzipanagiotis and M. M. Zavlanos, “On the convergence of
a distributed augmented Lagrangian method for nonconvex optimiza-
tion,” IEEE Trans. Autom. Control, vol. 62, no. 9, pp. 4405–4420,
Sep. 2017.

[2] N. Radhakrishnan, Y. Su, R. Su, and K. Poolla, “Token based scheduling
for energy management in building HVAC systems,” Appl. Energy,
vol. 173, pp. 67–79, Jul. 2016.

[3] K. L. Ku, J. S. Liaw, M. Y. Tsai, and T. S. Liu, “Automatic control
system for thermal comfort based on predicted mean vote and energy
saving,” IEEE Trans. Autom. Sci. Eng., vol. 12, no. 1, pp. 378–383,
Jan. 2015.

[4] Y. Ma, S. Vichik, and F. Borrelli, “Fast stochastic MPC with
optimal risk allocation applied to building control systems,” in
Proc. IEEE 51st IEEE Conf. Decis. Control (CDC), Dec. 2012,
pp. 7559–7564.

[5] Y. Ma, F. Borrelli, B. Hencey, B. Coffey, S. Bengea, and P. Haves,
“Model predictive control for the operation of building cooling sys-
tems,” IEEE Trans. Control Syst. Technol., vol. 20, no. 3, pp. 796–803,
May 2012.

[6] Y. Ma, J. Matusko, and F. Borrelli, “Stochastic model predictive control
for building HVAC systems: Complexity and conservatism,” IEEE Trans.
Control Syst. Technol., vol. 23, no. 1, pp. 101–116, Jan. 2015.

[7] A. Afram and F. Janabi-Sharifi, “Theory and applications of HVAC
control systems—A review of model predictive control (MPC),” Building
Environ., vol. 72, pp. 343–355, Feb. 2014.

[8] Z. Xu, G. Hu, C. J. Spanos, and S. Schiavon, “PMV-based event-
triggered mechanism for building energy management under uncertain-
ties,” Energy Buildings, vol. 152, pp. 73–85, Oct. 2017.

[9] Z. Xu, Q.-S. Jia, and X. Guan, “Supply demand coordination for building
energy saving: Explore the soft comfort,” IEEE Trans. Autom. Sci. Eng.,
vol. 12, no. 2, pp. 656–665, Apr. 2015.

[10] A. Kelman and F. Borrelli, “Bilinear model predictive control of a HVAC
system using sequential quadratic programming,” IFAC Proc. Volumes,
vol. 44, no. 1, pp. 9869–9874, Jan. 2011.

[11] J. Sun and A. Reddy, “Optimal control of building HVAC&R sys-
tems using complete simulation-based sequential quadratic program-
ming (CSB-SQP),” Building Environ., vol. 40, no. 5, pp. 657–669,
May 2005.

[12] M. Maasoumy and A. Sangiovanni-Vincentelli, “Total and peak energy
consumption minimization of building HVAC systems using model
predictive control,” IEEE Des. Test. Comput., vol. 29, no. 4, pp. 26–35,
Aug. 2012.

[13] M. Killian, B. Mayer, and M. Kozek, “Cooperative fuzzy model pre-
dictive control for heating and cooling of buildings,” Energy Buildings,
vol. 112, pp. 130–140, Jan. 2016.

[14] N. Nassif, S. Kajl, and R. Sabourin, “Optimization of HVAC control
system strategy using two-objective genetic algorithm,” HVAC&R Res.,
vol. 11, no. 3, pp. 459–486, Jul. 2005.

[15] S. Wang and X. Jin, “Model-based optimal control of VAV air-
conditioning system using genetic algorithm,” Building Environ., vol. 35,
no. 6, pp. 471–487, Aug. 2000.

[16] I. Mitsios, D. Kolokotsa, G. Stavrakakis, K. Kalaitzakis, and
A. Pouliezos, “Developing a control algorithm for CEN indoor
environmental criteria–addressing air quality, thermal comfort and
lighting,” in Proc. 17th Medit. Conf. Control Autom., Jun. 2009,
pp. 976–981.

[17] J. H. Yoon, R. Baldick, and A. Novoselac, “Dynamic demand response
controller based on real-time retail price for residential buildings,” IEEE
Trans. Smart Grid, vol. 5, no. 1, pp. 121–129, Jan. 2014.

[18] P.-D. Moroäan, R. Bourdais, D. Dumur, and J. Buisson, “Build-
ing temperature regulation using a distributed model predic-
tive control,” Energy Buildings, vol. 42, no. 9, pp. 1445–1452,
Sep. 2010.

[19] S. K. Gupta, K. Kar, S. Mishra, and J. T. Wen, “Incentive-based
mechanism for truthful occupant comfort feedback in human-in-the-
loop building thermal management,” IEEE Syst. J., vol. 12, no. 4,
pp. 3725–3736, Dec. 2018.

[20] P.-D. Morosan, R. Bourdais, D. Dumur, and J. Buisson, “Distributed
MPC for multi-zone temperature regulation with coupled con-
straints,” IFAC Proc. Volumes, vol. 44, no. 1, pp. 1552–1557,
Jan. 2011.

[21] L. Yu, D. Xie, T. Jiang, Y. Zou, and K. Wang, “Distributed real-
time HVAC control for cost-efficient commercial buildings under smart
grid environment,” IEEE Internet Things J., vol. 5, no. 1, pp. 44–55,
Feb. 2018.

[22] H. Hao, C. D. Corbin, K. Kalsi, and R. G. Pratt, “Transactive control of
commercial buildings for demand response,” IEEE Trans. Power Syst.,
vol. 32, no. 1, pp. 774–783, Jan. 2017.

[23] N. Radhakrishnan, S. Srinivasan, R. Su, and K. Poolla, “Learning-based
hierarchical distributed HVAC scheduling with operational constraints,”
IEEE Trans. Control Syst. Technol., vol. 26, no. 5, pp. 1892–1900,
Sep. 2018.

[24] D. Yuan, D. W. C. Ho, and S. Xu, “Regularized primal–dual subgradient
method for distributed constrained optimization,” IEEE Trans. Cybern.,
vol. 46, no. 9, pp. 2109–2118, Sep. 2016.

[25] H. Terelius, U. Topcu, and R. M. Murray, “Decentralized multi-agent
optimization via dual decomposition,” IFAC Proc. Volumes, vol. 44,
no. 1, pp. 11245–11251, Jan. 2011.

[26] S. Boyd, “Distributed optimization and statistical learning via the alter-
nating direction method of multipliers,” Found. Trends Mach. Learn.,
vol. 3, no. 1, pp. 1–122, 2010.

[27] Z. Wang, G. Hu, and C. J. Spanos, “Distributed model pre-
dictive control of bilinear HVAC systems using a convexification
method,” in Proc. 11th Asian Control Conf. (ASCC), Dec. 2017,
pp. 1608–1613.

[28] X. Zhang, W. Shi, B. Yan, A. Malkawi, and N. Li, “Decen-
tralized and distributed temperature control via HVAC systems in
energy efficient buildings,” 2017, arXiv:1702.03308. [Online]. Available:
http://arxiv.org/abs/1702.03308

[29] Y. Lin, T. Middelkoop, and P. Barooah, “Issues in identification of
control-oriented thermal models of zones in multi-zone buildings,”
in Proc. IEEE 51st IEEE Conf. Decis. Control (CDC), Dec. 2012,
pp. 6932–6937.

[30] M. Maasoumy, A. Pinto, and A. Sangiovanni-Vincentelli, “Model-based
hierarchical optimal control design for HVAC systems,” in Proc. ASME
Dyn. Syst. Control Conf. Bath/ASME Symp. Fluid Power Motion Control,
vol. 1, Jan. 2011, pp. 271–278.

[31] G. P. McCormick, “Computability of global solutions to factorable
nonconvex programs: Part—Convex underestimating problems,” Math.
Program., vol. 10, no. 1, pp. 147–175, 1976.

[32] T.-H. Chang, “A proximal dual consensus ADMM method for multi-
agent constrained optimization,” IEEE Trans. Signal Process., vol. 64,
no. 14, pp. 3719–3734, Jul. 2016.

[33] R. Jia, R. Dong, S. S. Sastry, and C. J. Spanos, “Privacy-enhanced
architecture for occupancy-based HVAC control,” in Proc. 8th Int. Conf.
Cyber-Physical Syst. (ICCPS), 2017, pp. 177–186.

[34] S. Nagarathinam, A. Vasan, V. Ramakrishna P, S. R. Iyer, V. Sarangan,
and A. Sivasubramaniam, “Centralized management of HVAC
energy in large multi-AHU zones,” in Proc. 2nd ACM Int. Conf.
Embedded Syst. Energy-Efficient Built Environ. (BuildSys), 2015,
pp. 157–166.

Authorized licensed use limited to: Xian Jiaotong University. Downloaded on March 27,2023 at 12:21:31 UTC from IEEE Xplore.  Restrictions apply. 



1960 IEEE TRANSACTIONS ON AUTOMATION SCIENCE AND ENGINEERING, VOL. 17, NO. 4, OCTOBER 2020

Yu Yang (Student Member, IEEE) received the B.E.
degree in automation from the Huazhong University
of Science and Technology, Wuhan, China, in 2013,
and the Ph.D. degree in automation from Tsinghua
University, Beijing, China, in 2018.

She is currently a Post-Doctoral Scholar with
Berkeley Education Alliance for Research in Singa-
pore (BEARS), UC Berkeley, Berkeley, CA, USA.
Her research interests include decentralized opti-
mization and decision-making, event-based opti-
mization, stochastic optimization (Markov decision

process and reinforcement learning), and data-driven analysis/control, with
applications to smart buildings, smart grids, and cyber-physical systems.

Guoqiang Hu (Senior Member, IEEE) received
the Ph.D. degree in mechanical engineering from
the University of Florida, Gainesville, FL, USA,
in 2007.

In 2011, he joined the School of Electrical
and Electronic Engineering, Nanyang Technologi-
cal University, Singapore, where he is currently a
Tenured Associate Professor and the Director of
the Centre for System Intelligence and Efficiency.
He works on distributed control, distributed opti-
mization, and game theory, with applications to

multirobot systems and smart-city systems.
Dr. Hu was a recipient of the Best Paper in Automation Award in the 14th

IEEE International Conference on Information and Automation and the Best
Paper Award (Guan Zhao-Zhi Award) in the 36th Chinese Control Conference.
He serves/served as an Associate Editor for the IEEE TRANSACTIONS ON

AUTOMATIC CONTROL, the IEEE TRANSACTIONS ON CONTROL SYSTEMS

TECHNOLOGY, and the IEEE TRANSACTIONS ON AUTOMATION SCIENCE
AND ENGINEERING, AND A TECHNICAL EDITOR FOR THE IEEE/ASME
TRANSACTIONS ON MECHATRONICS.

Costas J. Spanos (Fellow, IEEE) received the
diploma degree in electrical engineering from the
National Technical University of Athens, Athens,
Greece, and the M.S. and Ph.D. degrees in ECE from
Carnegie Mellon University, Pittsburgh, PA, USA, in
1981 and 1985, respectively.

In 1988, he joined the Department of Electri-
cal Engineering and Computer Sciences (EECS),
University of California at Berkeley (UC Berke-
ley), Berkeley, CA, USA, where he is currently the
Andrew S. Grove Distinguished Professor and the

Director of the Center for Information Technology Research in the Interest
of Society and the Banatao Institute (CITRIS). He has been the Chair
of EECS with UC Berkeley, the Associate Dean for Research with the
College of Engineering, UC Berkeley, and the Director of the UC Berkeley
Microfabrication Laboratory. He is also the Founding Director and the CEO
of the Berkeley Education Alliance for Research in Singapore (BEARS), and
the Lead Investigator of a large research program on smart buildings based
in California and Singapore. His research focuses on sensing, data analytics,
modeling, and machine learning, with broad applications in semiconductor
technologies and cyber-physical systems.

Authorized licensed use limited to: Xian Jiaotong University. Downloaded on March 27,2023 at 12:21:31 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Black & White)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /AdobeArabic-Bold
    /AdobeArabic-BoldItalic
    /AdobeArabic-Italic
    /AdobeArabic-Regular
    /AdobeHebrew-Bold
    /AdobeHebrew-BoldItalic
    /AdobeHebrew-Italic
    /AdobeHebrew-Regular
    /AdobeHeitiStd-Regular
    /AdobeMingStd-Light
    /AdobeMyungjoStd-Medium
    /AdobePiStd
    /AdobeSansMM
    /AdobeSerifMM
    /AdobeSongStd-Light
    /AdobeThai-Bold
    /AdobeThai-BoldItalic
    /AdobeThai-Italic
    /AdobeThai-Regular
    /ArborText
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /BellGothicStd-Black
    /BellGothicStd-Bold
    /BellGothicStd-Light
    /ComicSansMS
    /ComicSansMS-Bold
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Courier-Oblique
    /CourierStd
    /CourierStd-Bold
    /CourierStd-BoldOblique
    /CourierStd-Oblique
    /EstrangeloEdessa
    /EuroSig
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Impact
    /KozGoPr6N-Medium
    /KozGoProVI-Medium
    /KozMinPr6N-Regular
    /KozMinProVI-Regular
    /Latha
    /LetterGothicStd
    /LetterGothicStd-Bold
    /LetterGothicStd-BoldSlanted
    /LetterGothicStd-Slanted
    /LucidaConsole
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MinionPro-Bold
    /MinionPro-BoldIt
    /MinionPro-It
    /MinionPro-Regular
    /MinionPro-Semibold
    /MinionPro-SemiboldIt
    /MVBoli
    /MyriadPro-Black
    /MyriadPro-BlackIt
    /MyriadPro-Bold
    /MyriadPro-BoldIt
    /MyriadPro-It
    /MyriadPro-Light
    /MyriadPro-LightIt
    /MyriadPro-Regular
    /MyriadPro-Semibold
    /MyriadPro-SemiboldIt
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /Symbol
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Webdings
    /Wingdings-Regular
    /ZapfDingbats
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 300
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 900
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.33333
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


