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Abstract—Since wear particles usually contain valuable
information about lubricant and wear condition of lubri-
cated components, wear debris analysis is widely used
to monitor machine/component wear. Current literature re-
ports about the importance and necessity of 3-dimensional
(3D) surface characterization of wear particles as opposed
to 2D characterization. It may be borne in mind that tra-
ditional 3D analysis has been a synonym only for local
surface morphologies for stationary particles. This results
in large errors when irregular particles are under obser-
vation. A new 3D imaging methodology is proposed to
reconstruct multi-view 3D surfaces for a moving particle
whereby the target particle is passed through a micro-
channel with rolling motion, and recorded via a digital mi-
croscope. The multiple moving particles are tracked based
on Kalman filter to obtain different-view images. Sparse and
dense reconstruction of the particle surfaces are enabled
by these images using Structure from Motion (SfM) and
Shape from Shading (SfS) methodologies, respectively. The
method was verified using real particles and evaluated by
the results of Laser Scanning Confocal Microscopy. The
proposed method is able to reconstruct wear particles
under various perspectives, and the errors from the char-
acterization parameters of the Areal are less than 20 %.

Index Terms—Wear debris analysis, 3D feature extrac-
tion, Structure from Motion, Shape from Shading.

I. INTRODUCTION

ALUABLE information about a wear process, includ-
ing the wear severity and wear mechanism, can be
revealed through wear debris analysis (WDA). On account
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of this notion, WDA has been adopted over the years as
the primary candidate for wear diagnosis [1], [2]. However,
this technique may provide marginal results by virtue of its
empirical dependence on the identification of wear particles.
Based on increasing demands for an accurate, reliable and
efficient analysis process, there is an increasing emergence in
the WDA by shifting from 2D to 3D analysis with the objective
of acquiring more comprehensive and accurate information
of particle morphologies. As significant 3D information, the
surfaces have record their generation mechanism with obvious
features, such as scratches on the surface of severe sliding
particles and pits on the surface of fatigue particles. Therefore,
further development of new methods for extracting compre-
hensive features is important for wear particle identification,
which is critical for wear mechanism assessment.

Conventional WDA is based on 2D images, e.g., using
ferrography [3], and morphological features are extracted from
plane images of some typical wear particles for wear diagnosis
[4], [5]. Artificial intelligence algorithms have recently been
introduced to facilitate such processes [6]. However, there
have been frequent occurrences of misidentifications due to the
absence of the topography information of the wear particles,
especially when they have an irregular shape in 3D. As
an example, laminar, adhesive, and severe sliding particles
often exhibit similar boundary features in their 2D projection
images but have different topographies when viewed in 3D.
Another factor contributing to the misidentifications is the
lack of quantitative description of distinctive surface features
which are critical for similar particles. In fact, there arises the
urgent requirement for the acquisition of more comprehensive
features for the accurate identification of different types of
wear particles.

The emergence of electron microscopy makes it possible to
acquire and extract 3D features from wear particles. Stereo
Scanning Electron Microscopy (SSEM) [7], Laser Scanning
Confocal Microscopy (LSCM) [8] and Atomic Force Mi-
croscopy (AFM) [9] have been used for the investigation of
wear particles in 3D. These technologies provide more mor-
phological information than the conventional 2D approaches.
However, since the particle is fixed on the spectrum, these
instruments provide the surface topography from a fixed view.
Typical features required for the identification of the type of
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wear particle may be omitted due to deposition randomness.
Added to this is the fact that the complexities involved in
the operation of these instruments, and coupled with their
high costs, their application in industry has been greatly
marginalized.

A video-based method has been reported for the acquisition
of multi-view 2D images from moving particles [10]. The
3D model of wear particles is reconstructed, and the volume
is estimated to evaluate wear severity in [10]. However, the
established model for 3D image reconstruction may not accu-
rately represent a particle because only the shapes of two-view
images are used in the reconstruction. An improvement of this
approach is later made through the extraction of 2D features
from multi-view images for the statistical determination of
3D features [11]. Furthermore, the 3D model of the particles
is constructed by using a silhouette-based method from full-
view images [12]. Cutting, laminar and spherical particles
are identified with the application of 3D features extracted
from the 3D model. However, due to limitations in the image
resolution and the reconstruction method in that work, 3D
surface topographies of wear particles with similar boundary
and surface features cannot be extracted reliably and utilized
effectively for particle identification. Typical particles falling
into this category are laminar, adhesive, and severe sliding
particles, which often exhibit some similarity in 2D images
acquired by ferrography.

A new 3D surface reconstruction methodology is hereby
proposed through the integration of multi-view image acqui-
sition and 3D reconstruction for moving wear particles. With
a specifically designed oil channel, multi-view images of each
rolling particle are acquired from the captured video by digital
camera. A two-step algorithm is developed to reconstruct wear
particle surfaces. In the first instance, sparse reconstruction is
carried out based on SfM to accurately determine the spatial
position of feature points on the wear particle surface. This
is followed by a SfS-based dense strategy to enrich detailed
features for sparse points. This two-step framework can ensure
that wear particles are reconstructed with satisfactory accuracy.

The rest of this paper is organized as follows: Section II
contains the description of the procedures involving the ac-
quisition of multi-view particle images, the SfM-based sparse
reconstruction, the SfS-based dense reconstruction, and the
multi-view surfaces for wear particles. The verification of
the proposed method is given in Section III, followed by
discussions in Section I'V. Main conclusions are presented in
Section V.

Il. MATERIALS AND METHODS
A. Framework of the proposed method

A novel method for the surface reconstruction of wear
particles using multi-view images is proposed in this work.
With a similar design as the previous study [13], a moving
wear particle acquisition system is established to capture the
rolling particles through a digital camera via a microscope. In
the system, micro-pump is selected as the driving force of oil
to accurately control the flow rate from 1ml/h to 1000ml/h. The
resolution of the digital camera is 1280 pixel x 960 pixel, and

its physical size represented by each pixel is 0.75um. A single-
view light source, instead of ambient illumination, is used to
illuminate wear particles to enhance the stereo information
on the wear particle surfaces, and a high incidence angle is
adopted for irradiating particle surfaces. The framework of this
method is shown in Fig. 1 and the procedures involving three
main steps are summarized as follows.

Step 1 Multi-view image acquisition: This first step is to ac-
quire multi-view particle images with adequate surface
morphological information. Videos of moving wear
particles are captured with the designed system. Multi-
view images are collected by applying a feature-based
Kalman filter in tracking multiple particles found in
the videos.

Step 2 Sparse reconstruction: This second step establishes a
sparse characterization for the wear particle surfaces.
The two images are selected from the multi-view
image sequences of the wear particles (generally, the
largest surface of a particle contains more surface
characteristics). Feature points are handled by the
Kanade-Lucas-Tomasi (KLT) operator and their spatial
coordinates are calculated with SfM. To establish a
relationship, spatial points are triangulated as shown
in the box marked with “SP”.

Step 3 Dense reconstruction: This third step provides a fine
characterization for the wear particle surfaces. A dense
strategy is constructed by adding points to triangulated
sparse points obtained in Step 2. One of the images
constructed in Step 2 is transformed and smoothened
to obtain a luminance image. With this image, the
relative heights of all points on the wear particle
surface are reconstructed using the SfS method. The
true height of the dense points is calculated based on
the dense strategy and shown in the box marked with
“RS”.

Further details of the above 3 steps are presented in the
sections below.

B. Multi-view image acquisition

In most cases, multiple particles simultaneously appear in
the field of the observation with varying speeds. Meanwhile,
the same particle is imaged with different boundary and/or
surface features in images captured from different views. This
causes some difficulties in the automatic collection of the
multi-view image of the moving particles. To cope with these
situations, a cooperative strategy is established based on the
Kalman filtering. This consists of the following procedures:
a) particle position estimation, b) feature matching, and c)
tracking model updating.

1) Particle position estimation

For multi-target tracking, the estimation of possible location
can reduce the search time. Because the flow velocity of the
lubricant is constant, a constant velocity model can be adopted
to predict particle position across frames. As a linear opti-
mal estimation algorithm, Kalman filtering can transform the
global search problem into local search for the sequential state
of dynamic systems. Therefore, Kalman filtering is introduced
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Fig. 1. The framework of the integrated system for moving particle acquisition and particle reconstruction in 3D.

to estimate the position of wear particles using their historical
position information.

Accurate description of historical position information can
facilitate particle tracking. During the movement of particles,
the particle centroid and morphological characteristics contin-
uously alter. A bounding rectangle composed of particle char-
acteristics (including maximum length(L), minimum width
(W), x coordinate of the center and y coordinate of the center),
is projected to cover the whole wear particle, as shown in Fig.
2 (a). Meanwhile, these features change slowly as the particles
rotate. Therefore, the historical position of the moving particle
at the k'™ frame is described with these particle features, as:

Xk = [LaULvI/VaUW7I7Uxayavy]T (1)

where vy, vw, v, and v, are the velocities of L, W, x and y
over the k" frame.

With the historical position description, the Kalman filter
based estimation process is conducted with the prediction
equation [14].

Xk»+1‘k-:AXk;+Wk; 2)

where A is the state transition matrix which is determined by
the moving features of the particle. W}, is correction term, its
initial value is 0.

2) Feature matching

To cope with multiple particles existing in the predicted
area, the target particle is identified with a feature matching
process. Due to the low motion and high sampling rate (30fps),
a reasonable assumption may be made that the appearance of
the objective particle would not change dramatically. There-
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Fig. 2. Position estimation based on Kalman filtering: (a) tracked particle
in the k" frame, (b) position estimation, (c) predicted area in the (k +
1)th frame.

fore, the perimeter and area are chosen as the features to
establish the matching criterion as:

(Ay — A%chl) Ck —Cin
Ay Ck
where A\; is the degree of matching, A and C' represent
the perimeter and area of the target particle, respectively, @
represents the i* particle in the predicted area, k represents
the k*" frame, v is the weight of area and perimeter. As the
wear particles rotate, both area and perimeter will change in
time. Therefore, v is defined as with an intermediate value

(0.5).

A\; is adopted to characterize the degree of matching
between the i*" particle in the search area and the target
particle. Due to the high sampling frequency and slow rotation
speed, wear particles will not change dramatically. With the
statistical results of the change of moving particles in different
sizes and speeds, 0.1 is determined as an effective threshold.
When A\; is less than the threshold 7" (0.1), the two particles
are considered as same one; i.e., the i particle is the tracked
particle of the target particle in the next frame.

3) Tracking model updating

Dy =7y +(1=7) 3)
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With the obtained target particle, the historical position of
the moving particle at the (k + 1) frame can be updated as
Xy+1. Considering the uncertainty in the movement, a more
accurate estimation of Wj is carried out with Kalman filter
for further predicting particle position in the next frame. By
repeating particle position estimation, feature matching and
tracking model updating, an automatic tracking is achieved
for the moving wear particles. An example of extracted multi-
view images of three moving wear particles is shown in Fig.
3. As can be observed, these wear particles show different
morphological features on 2D images with changing captured
views.

C. Sparse reconstruction

With weak surface texture information in the captured
images, particle surface topography may not be directly re-
constructed to a satisfactory level through the commonly
used methods for 3D reconstruction. Therefore, a two-step
algorithm is developed including a sparse and a dense recon-
struction. The aim of the sparse reconstruction is to calculate
the space coordinates of the key points which characterize
the topography of the wear particle surfaces. A SfM-based
reconstruction is adopted to calculate the 3D space coordinates
of each key point. In order to obtain the maximum number
of key points to characterize the surface, the feature points
are extracted and matched from the two adjacent images.
Furthermore, space position of feature points is calculated by
analyzing the camera motion.

1) Feature point extraction and matching based on KLT

The surface topography information of an object exists
in the form of feature points in the 2D image. Hence, 3D
reconstruction can be carried out for wear particle surfaces
by collecting a series of matched feature points from two
sequential images [15], and the number of feature points
directly determines the number of sparse reconstructions.

Weak surface textures lead to difficulties in the extraction
of sufficient feature points to enable the characterization of
the particle surfaces using conventional SIFT and HARRIS
operators. Comparing the principles of the different feature
point extraction methods, the KLT operator is selected to
extract feature points from wear particle images. For the KLT
operator, it is assumed that an image pixel is represented as
I(x,y), and a fixed window (W) can be established for the
pixel in its adjacent area, which has a luminance value [16].
The corresponding feature extraction matrix G and feature

equation f(A) are defined in Egs. (4) and (5).

(w2 Swll] fa b
o=l -l e
fA) =2 = (a+bA+ac—b* (5)

where I is the gradient in the x direction, I, is the gradient
in the y direction, and A is the eigenvalues of the feature
extraction matrix G. W is a fixed window in the pixel adjacent
area. Considering feature extraction accuracy and computation
time, 31 pixels x 31 pixels is an appropriate size.

According to Tomasi and Kanad in [17], Eq. (6) is chosen
as the criterion for the feature point extraction. Should the
value of the parameter a be larger than a pre-defined threshold
AgT, this point is considered as a feature point. Ay is set
to a small value (0.001) to improve the extraction accuracy of
feature points. The extracted feature points are shown in Fig.
4. As it can be seen, extracted feature points are sufficient to
cover the wear particle surface.

a > \gr

The feature points in the subsequent frames are matched
with optimal estimation of the similarity between two feature
points. According to the KLT algorithm, the solution of the
matched feature points is equivalent to finding an optimal
displacement d (d=(Az,Ay)) to minimize the sum of the
squared intensity differences (SSD, denoted by ¢), which can
be calculated with Newton-Raphson iteration [18], [19].

c— / /W[J(X +d) - I(X)2w(X)dX ()

2

g 9z Gy
d =d; + z X
R [gzgy gz }

[ ] oo - 1eop %] [

where I and J represent two images, d; represents the
displacement of the feature window center, d, 1 represents the
value calculated by the (t+1)** Newton iteration, g represents
the first order coefficient of Eq. (7) carried out by Taylor.

The initial iteration value dy is set to 0. When the image
points are iteratively matched to the termination condition:
|dz,., — da,| or |dy,., — dy,| is less than the set threshold
0.01, the displacement d is considered as an optimal value.
Similarly, the matching is terminated when the number of
iterations exceeds 30 (an empirical value).

2) Space position calculation of feature points

Establishing the corresponding relationship between 2D
feature points and 3D surface points is a key step in recon-
structing 3D surfaces from 2D images, and the relationship is
determined by the geometric imaging model of the camera.
Within the context of image processing as illustrated in [20],
a point in space maps to pixels in image and this relationship
can be expressed mathematically in Eq. (9).

Ju 0w
sm'=K[Rt){M = |0 f, vl [RIt|M 9)
0 0 1

®)
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(b)

Fig. 5. Camera imaging model: (a) imaging model of moving wear
particles; (b) transformed imaging model.

where s is the scale factor, m’ is the 2D coordinates of the
image, K is the camera intrinsic matrix, R is the rotation
matrix, ¢ is the translation matrix, M is the 3D coordinate in
space, ug and vg are the coordinates of the pivot point (the
point of the optical axis with the imaging plane), f, and f,
are the focal lengths of the camera on the w-axis and v-axis,
respectively.

Using Zhang’s calibration method [21], the camera intrinsic
matrix is estimated in our previous work presented in reference
[22], and K is calculated as:

34043.51 0 863.53
K= 0 33376.80 430.49 (10)
0 0 1

The videos of the moving wear particles are collected with
the same microscope at a fixed position, and the imaging
model of the collection of the two-view images is shown
in Fig. 5 (a). By changing the relative space position, it
is assumed that the wear particles are stationary and the
microscope-camera is rotated and shifted to the position C’
to capture the second image. The transformed imaging model
is shown in Fig. 5 (b).

Without loss of generality, the origin of the spatial co-
ordinate system is located at the camera center of the first
image. As a result, the translation vector ¢ of the first image
is (0,0,0)7 and the rotation matrix R may be concluded as
R=I. And, the projection matrix of the camera of the first
image may be expressed as:

Py = K[110] = [K|0] (1)

where I is a 33 unity matrix.

Compared with the spatial coordinate system established
for the first image, the rotation matrix R and translation
vector ¢ (relative to the first image) for the second image

(a) (b)

Fig. 6. Sparse reconstruction of wear particle surface: (a) spatial point
clouds; (b) triangulation of point clouds.

can be calculated from matched feature point sets. According
to Hartley in [23], feature point sets are pre-processed by
normalization to enhance the stability of data. Eight feature
point sets are randomly and uniformly selected to calculate
the basic matrix and the intrinsic matrix. With the singular
value decomposition of an intrinsic matrix [24], [25], the
rotation matrix R and translation vector ¢ are calculated for
the second image. Using the same camera, the camera intrinsic
parameter K remains unchanged, which was obtained by
Zhang’s calibration method. Thus, the projection matrix of the
camera of the second image is expressed as:

P, = K[R|t] (12)

With the obtained projection matrices of the two images
and the imaging model in Eq. (9), a linear equation set can be
established for each pair of the feature points, as:

{slm’l =P X,

52m/2 = P2Xw (13)

where X, is the homogeneous coordinates of spatial 3D points
Xw = (X,Y,Z,1), m| and m}, represent the homogeneous
coordinates of feature points m} = (u1,v1,1), and m) =
(ug,va,1) onto two images.

The set of equations in Eq. (13) contains 6 equations and 5
unknowns. Thus, the spatial coordinate of each matched point
can be calculated using the least square method. Fig. 6 (a)
is a spatial point cloud reconstructed from the adjacent two
particle images in Fig. 4. In order to establish the relationship
between the spatial points, point clouds are meshed by the
Delaunay triangulation method [26] satisfying some criteria
such as different side, maximum angle of normal vector,
maximum/minimum inner angle, and the maximum number
of used edges. The result is shown in Fig. 6 (b).

D. Dense reconstruction

As shown in Fig. 6, the wear particle reconstructed through
the sparse reconstruction process exhibits its overall contour
but lacks detailed surface textures. This is because the number
of the feature points used for the 3D reconstruction is limited
to represent the true surface of the wear particle. There arises
the need to collect as many feature points as possible from
the 2D images in order to characterize the wear particle
with adequate surface topography information. Conventional
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(a) (b) (c)

Fig. 7. Y-channel image preprocessing: (a) Y-channel image; (b) trans-
lated spectrum image; (c) image with Gaussian filter.

dense methods (such as PMVS [15]) fail to achieve dense
reconstruction with limited sparse points. The SfS algorithm
is able to reconstruct a relative 3D height for the visible pixels
of a 2D image through the application of the shade change.
With the relative height for the wear particle surfaces, dense
reconstruction is carried out on sparse points. The main steps
include: a) image preprocessing, b) surface reconstruction, and
¢) dense strategy.

1) Image preprocessing

The SfS method reconstructs a 3D surface based on the
brightness change of images, whereas the color that existed on
the wear particle surface may result in a poor reconstruction
outcome. It is necessary to transform the color space to a
luminance map instead of the original image for the SfS-
based reconstruction. By comparing RGB, HSI and other
color spaces, Luminance channel Y in YUV color space
can reflect sudden changes of illumination intensity, and the
transformation from RGB model to YUV model is linear
which is able to avoid conversion overflow, as shown in Eq.
(14). Therefore, the particle image in RGB color space is
transformed into YUV color space to obtain a luminance map
for the SfS-based reconstruction. The luminance channel Y is
extracted from one of the two adjacent images used for sparse
reconstruction, as shown in Fig. 7 (a).

Y 0.229 0.587  0.114 R
Ul =|-0169 -0.332 0.500 G (14)
v 0.500 —0.419 —-0.081| |B

However, some noise (highlights) exists on the image in Fig.
7 (a), which will cause sudden changes in the reconstructed
surface. With Discrete Fourier Transform (DFT), it can be
observed that the noise is distributed in the high frequency
band, as shown in Fig. 7 (b). Thus, noise components can be
removed by filtering out the high frequency signals. Due to
the property for preserving the gray distribution of an image,
Gaussian filter is used to smoothen the wear particle images
in the frequency domain. Highlights on Y-channel image have
been eliminated as shown in Fig. 7 (c).

2) Surface reconstruction based on SfS

According to the Lambertian light reflection model [27],
[28], the gray value of a point captured by the camera is
concerned with the following four conditions (Fig. 8): the
geometry of the object surface, the incident intensity and
direction of the light source, the direction of the camera
relative to the object, and the reflection characteristics of the
object surface.

Camera

Reflectivity

Fig. 8. SfS model for reconstructing the relative height of wear particle
surface.

(a)

Fig. 9. SfS-based wear surface reconstruction: (a) luminance image;
(b) front elevation of reconstructed surface; (c) oblique drawing of
reconstructed surface.

With the reflection equation solution algorithm proposed
by Tsai [29] and the Jacobi iteration [30], the height can be
calculated for each pixel with Eq. (15).

ZM(x,y) = 2" (@, y)+

i(gy)] Tt (9)
= F(Z" () [M]

dZ(x,y)
where,
df(Z" '(zy) (ps + ¢s)
dZ(z,y) P+ +1):+ PR+ +1)2
(ps + as)

P2 +q>+1)2 + (p2+q2+1)2
(16)

where Z(z,y) is the height at pixel (z,y), (p, q) is the surface
gradient of the object, (ps, qs) is the gradient of the incident
direction of the light source.

Based on the experimental conditions, Z°(z,y) = 0, p° =0
and ¢ = 0 are chosen as the initial variables. The incident
light source is p;, = 0.908 and ¢; = 0.908. The final surface
height is obtained after completing the iterations, as shown
in Fig. 9. It is found that although the SfS reconstructs the
topographies of all visible areas, it only reflects the relative
positions rather than accurate surface points. Therefore, the
StS-based reconstruction surface is adopted to dense sparse
point reconstruction.

3) Dense strategy

The essence of dense reconstruction is to increase the
number of points with certain rules and determine its spa-
tial location. Based on the Delaunay triangulation method,
geometric relations have been established for sparse points
(see Fig. 6). Here, the midpoint of each side in every triangle
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Fig. 10. SfS-based dense strategy for sparse points.
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Fig. 11. Wear particle surface reconstructed based on SfM and SfS:
(a) 2D image of wear particle #1 in Fig. 3; (b) front elevation of recon-
structed surface for particle #1; (c) oblique drawing of reconstructed
surface for particle #1; (d) 2D image of wear particle #2 in Fig. 3;
(e) front elevation of reconstructed surface for particle #2; (f) oblique
drawing of reconstructed surface for particle #2.

is selected as the dense point, as shown in Fig. 10, and its
spatial position is calculated based on the Principle of Similar
Triangles. Due to the small distance between two points A
and B, it is assumed that the triangle composed of points Ay,
B, and () are similar to the triangle formed by points A,
B and C'. The relative position of points A;, By and C; are
calculated by application of the SfS method, thus, the location
of C' can be uniquely determined.

The goal of the 3D reconstruction is to obtain the surface
topographies of reconstructed objects, which should be close
to the realistic object. Reconstructed 3D surfaces are more
realistic and natural when surface textures are included. The
original image is chosen as a texture map, and directly mapped
onto the reconstructed wear particle surface. The surfaces of
wear particles #1 and #2 in Fig. 3 are reconstructed, and
different views of the final reconstruction results are illustrated
in Fig. 11. Compared with the sparse points in Fig. 6, the
grooves and parallel scratches on the particle surface can be
clearly observed after the denseness of SfS.

Reconstructed surface Reconstructed surface

¥y

Front View  Oblique View

T o o o e o T

e

Front View Oblique View

Front View

[eememsssssssmsssssssmssssa==ae.

Oblique View

Fig. 12. Reconstructed surfaces from the wear particle in Fig. 3(a) under
three views.

E. Multi-view surfaces of wear particles

Compared to existing 3D WDA methods, the most impor-
tant advantage of the proposed method is that it provides multi-
view surface topographies for a wear particle. From the multi-
view images of the moving wear particle in Fig. 3(a), subse-
quent images of wear particles related to the maximum area
(MaxA) and the minimum area (MinA) are selected and used
to reconstruct the wear particle 3D surfaces. Reconstruction
results are illustrated in Fig. 12. As demonstrated, the surface
topography of the same wear particle is significantly different
under different perspectives.

I1l. VERIFICATION

In this section, a set of comparative experiments is con-
ducted to verify the performance of the proposed reconstruc-
tion method. A suitable process to evaluate the accuracy
of 3D reconstruction is to compare a reconstructed surface
with their respective references, when the 3D morphologies
of the references can be obtained by existing instruments.
As a 3D imaging instrument, LSCM has been successfully
applied to particle surface analysis [8], thus it is used to verify
the proposed method through the surface topography from
a fixed view. First, the multi-view images of real particles
are collected by the image acquisition system in Section
II, and the wear particles are then collected and fixed to
the glass slides. The 3D surfaces of the wear particles are
firstly reconstructed with the LSCM. It further follows that
the same view of wear particles are reconstructed by the
proposed method. Three particle surfaces reconstructed from
the two methods are shown in Fig. 13. As can be observed,
there exists color deviations on the reconstructed surfaces
with these two methods, which may be attributed to the
different imaging conditions of the LSCM and moving particle
acquisition system, such as lighting and exposure. But more
importantly, the recovered surfaces by the proposed method
exhibit a high similarity with the results from the LSCM, and
the main characteristics, including surface grooves and bulges,
have been reconstructed in the final particle surfaces.

In addition to the above evaluation of the effectiveness of the
proposed reconstruction algorithm through visual inspection,
quantitative analysis is carried out to further quantify the
accuracy of the newly developed reconstruction approach.
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Fig. 13. Validation examples for the proposed method (Note: In order to
highlight the surface details of particles, the particle images in Moving
Particle Image Sequences are the part of real images that contain
particles).

The 3D surface parameters of the micro-topography can
comprehensively evaluate the complete surface rather than
the contour; thus they are closer to reflect the real surface
than 2D analysis. Furthermore, morphological features of
wear particles are important for identifying the types of wear
particles. Therefore, the accuracy of the proposed surface
reconstruction is verified using surface topography parameters.

Areal parameter system is a 3D roughness evaluation
method based on the middle surface of the topography. The
parameters of the Areal characterization system are introduced
in detail in ISO/TS CD 25178-2 [31]. Amongst these pa-
rameters, amplitude and functional parameters are reported
to be closely related to distinctive features and are used to
identify typical wear particles [32]. Three amplitude and two
functional parameters are selected to characterize wear particle
surfaces, including root-mean-square deviation (Sq), surface
bearing index (Sbi), central liquid retention index (Sci), surface
kurtosis (Sku) and surface skewness (Ssk).

The difference between the LSCM reconstructed surfaces
and our reconstructed surfaces are recorded by extracting 3D
surface parameters from particles in Fig. 13, and their values
are reported in Table 2. It may be observed that most of
the morphological information, especially for particles #4
and #6, are reconstructed with a good accuracy. As a result,
although Sku and Sbi for particle #5 have a relative larger dif-
ference compared with the other parameters, the reconstruction
accuracy is acceptable, indicating that reconstructed surfaces
are very similar to the real ones and can be used to characterize
typical wear particles.

IV. DISCUSSION

An integrating strategy for reconstructing multi-view 3D
surface topographies of wear particles is presented based on
SftM and SfS, involving three automated steps: multi-view
image acquisition, sparse reconstruction, and dense recon-
struction. A 3D surface is reconstructed by extracting feature
points in two-adjacent frames. Using the same approach,
multi-view 3D surfaces are reconstructed to characterize a
wear particle through inputting two-adjacent frames from

TABLE |
PARAMETER COMPARISON BETWEEN LSCM RECONSTRUCTED
SURFACES AND OUR RECONSTRUCTED SURFACES.

Particle  Parameter LSCM StM&SfS  Errors
Sq 49.03511  42.6475 13.03 %
Sbi 0.5829 0.5746 1.42 %
#4 Sci 0.5829 0.5518 534 %
Sku 0.0276 0.0310 1232 %
Ssk 1.3549 1.3208 2.52 %
Sq 54.1600 57.6047 6.36 %
Sbi 0.5659 0.6771 19.65 %
#5 Sci 0.5073 0.4956 231 %
Sku 0.0275 0.0222 19.27 %
Ssk 1.4914 1.2806 1413 %
Sq 61.6396 63.1083 0.24 %
Sbi 0.5929 0.6785 14.44 %
#6 Sci 0.2664 0.2316 13.06 %
Sku 0.0227 0.0194 14.54 %
Ssk 1.3991 1.2242 12.50 %

different perspectives. Comparing to conventional techniques
for particle 3D surface reconstruction, this newly proposed
reconstruction approach offers distinct advantages which are
detailed below.

With respect to the video-based reconstruction system re-
ported in previous works [11]-[13], the improvements of
current works can be summarized as: a) A single-view light
source is adopted in the acquisition system to enhance the
details of particle surface; b) The current tracking method
uses particle location estimation and feature matching instead
of centroid tracking, which can reduce the matching error;
¢) The most important improvement is on the construction
method of 3D feature. Previous work constructs 3D features of
particles from 2D feature sequences, and successfully obtained
the thickness of particles, but failed to describe the details of
the particle surfaces, resulting in a low recognition of severe
sliding, fatigue and other similar particles. The current work
provides both surface features (such as surface kurtosis) and
spatial features through using the integration approach of the
StM and SfS methods. When compared with conventional 3D
particle imaging techniques [9], such as LSCM and SEM, the
advantage of the proposed imaging method is that, the multi-
view 3D surface topographies are acquired from different
perspectives for a wear particle. This imaging method of a
moving wear particle effectively avoids the loss of typical
surfaces due to the deposition randomness of wear particles in
the conventional 3D imaging techniques. Therefore, the newly
proposed method is able to provide reliable and comprehensive
3D information of wear debris for wear analysis.

Apparently, three-view or more-view images introduced in
the 3D reconstruction can increase the robustness of the recon-
struction algorithm. However, there are still some problems to
be solved in the reconstruction process. Due to the single-view
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light source, the color reflected from particle surfaces may be
different in multi-view images, which leads to the error of
feature point matching. Simultaneously, the increase of multi-
view images will need a new reconstruction method to deal
with feature points in the different coordinates, which will
further increase the complexity of the algorithm. Although it
is important to improve the accuracy of surface reconstruction
for the particle, a single particle can not reflect the wear type
of the machine, which may be accidental or random. WDA is
to analyze the machine wear state by all the particles produced
during a running period. In addition, the results from the
comparison have revealed that the surface reconstructed by
the proposed method can reflect the main characteristics of
the real particle surfaces, and it has achieved a high similarity
with the reconstructed surface by LSCM. In view of the
computational complexity and the reconstruction accuracy, the
3D reconstruction with two-view images is a suitable mean for
wear particle surfaces.

Although the proposed method can reconstruct wear particle
surfaces with satisfactory accuracy, the resolution is limited
by the magnification/resolution of the digital camera used
to acquire particle images. In addition, it will suffer perfor-
mance degradation when occlusion occurs between two or
more particles. This problem can be reduced by diluting the
concentration of wear particles in the oil. The ultimate goal
of this work is to improve the accuracy of wear particle
identification. Therefore, future work will be carried out in the
identification of wear particles based on multi-view 3D sur-
faces. With new 3D characterization and numerous intelligent
identification algorithms [32], artificial intelligence-based wear
particle identification may be implemented to further improve
the efficiency and accuracy of WDA.

V. CONCLUSION

A new system for reconstructing multi-view 3D surfaces
of wear particles from two-adjacent frames under different
perspectives is presented. The main features are that: 1) the
designed image acquisition system is able to collect multi-
view 2D images of moving wear particles with appropriate
stereoscopic information; 2) based on the KLT, feature points
are extracted and matched from two subsequent images, and
their space positions are calculated with the SfM to character-
ize the key topography points of wear particle surfaces; and 3)
through integrating the relative height calculated using the SfS
method, space points are increased to form dense wear particle
surfaces with fine surface texture features. Using LSCM to
evaluate the performance, it has been demonstrated that the
surfaces reconstructed by the proposed method have a high
similarity to the real surfaces. Compared with the existing
3D WDA approaches, this method offers a comprehensive
characterization for individual particle by providing multi-
view 3D surfaces for reliable and accurate wear particle
identification.
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