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Why Iteration Bound Matters?

Input Signal i(n)

How to determine the
feasible Sample rate (
iteration period) ?

Data Stream Hardware Module

B Only for recursive algorithms which have feedback loops
B Impose an inherent fundamental lower bound on the achievable
iteration or sample period




Outline

Loop Bound and Iteration Bound
Important Definitions and Examples

Compute the Iteration Bound
Longest Path Matrix Algorithm (LPM)
Minimum Cycle Mean Method (MCM)



Introduction

Iteration period: the time required for execution of one
iteration of algorithm (same as sample_period).

Iteration rate: the number of iterations executed per second

Sample rate = the number of. samples processed in the system
per second (a.k.a throughput rate)



Preliminaries (Time constrains)
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d,4, dg: Execution delays of A and B
X4, Xp: Start time of “some” iteration of A and B

T: Iteration period

Xp > X, + dy Xpg=>X,+d,—T

dy dpg
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Preliminaries (Loop bound)

da dp da dp da dp
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dy,dg, d; . Execution delays of A, Band C
X4, Xg, Xc: Start time of “some” iteration of A, Band C

T: Iteration period

XBZXA‘I‘dA XBZXA+dA
XSy + dg X; > Xp +dpg
XAZXC+dC XAZXC+dC—nT
X +Xp+Xc=>X,+Xp+Xe+dy+dg+dg X +Xg+Xc>2X,+Xpg+Xc+dy+dg+de+nT
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Delay-free loops are non-computable



Example: DSP Program

Y(n) =ay(n-1)+x(n)
Adder (A): 2 cycles, Multiplier (B) : 4 cycles

Block Diagram Data-Flow Graph

x(n y(n) y(n)
PR R SLG
R b

D i« b

Intra-Iteration Period (edges with no delay elements) : Ak -> By
Inter-Iteration Period (edges with delay elements): Bg => Ak,

Aj -> B;i=> Ajyq -> Bi11=> Ajy2 => Biy2 => ..



Example: DSP Program

3 5 (6 (21)
7
2D

Aj =>Bjy1->Cip1 =24i43=>Bi1 4 —> (i44=> ...

Ajy1 =>Bit2 - >€i2=>Ai 44 => Bjys —> (s => ...

Ajyz ==2Bjyg=> 43 =>Aj15 =>Bjyg = Cire=> ...

Cit+1 Aixs

I gl I« g |

|
3T >d,+dg+dp =3+6+21=30



Loop Bounds in DFG (Data flow Graph)

Critical Path: The path with the longest (1) (1‘)

computation time among all paths that
contain zero delays

Loop: Directed path that begins and ends at

the same node

O « O [«

Loop Bound of the i-th loop= t; / w;,where (2)

t; is the loop computation time and wy'is (1) )« O)

the number of delays in the i-th-loop

O |«

Critical Loop: the loops in which has (2)
maximum loop bound: (1) Q)< @)a

<

Iteration Bound: maximum loop bound,

O

T, = m&x{g} , where L is the set of loops (2)
l i (: )4_

in the DFG. i.e., a fundamental limit for

recursive algorithms

Loop bounds: 4/2 u.t., 5/3 u.t., 5/4 u.t.



Iteration Bound

t.
Definition: T.. = max{—
* icL {Wi}

R0

2D

Loop bounds> 6/2 u.t.
Iteration bound = 3 u.t.

Loop bounds: 6/2 u.t., 11/1 u.t.

Critical loop : A->B->C->A

Iteration bound = 11 u.t.
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Longest Path Matrix (LPM) Algorithm

A series of matrices (L(l)"‘ L™ m=1,2 3, .., d) are constructed,
and the iteration bound is found by examining the diagonal
elements of the matrices.

d : # of delays in the DFG

Lg';'): Element of Matrix L™, which is the longest computation time of
all paths from delay element di to_delay element dj that pass through
exactly m-1 delays, if no path éxists, then the value of LE’;') equals -1.

Usually, LS) is computed using DFG, The higher order matrices are
computed-recursively:

(m) _ (1) (m-1)
Li,j = rl?ea[gﬁ(—l:Li,k + Ly j )
The iteration bound is given by: L(m)
T, = max {——]
imef{1,2,..d} m

11



A DFG with Three Loops Using LPM
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A DFG with Three Loops Using LPM
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1 o0 -1 -1
4 —1 0 -1
5 —1 -1 0
'5 -1 -1 -1
4] —1

@ = [\

L AV

—1 5

(m)

-1 O
—1
-1

— IMax

0" —1]

—1
—1]

keK

(1) (p

v
-1 —1] D
0 -1 !
—1 470

SN L 2) >
(1) @Qe——@« !
(2) >
1) Qe—@+——
D

(2)
®—

(1L + Ly )

k,j

13



T,

T,

A DFG with Three Loops Using LPM
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A Filter Using LPM
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Minimum Cycle Mean (MCM) Method

B Step 1: Construct the new graph Gdand Gd
OTransform from original DFG &.
ODecide the # of nodes from the # of delays in 6.
OIDecide the weight of each edge

B Step 2: Compute the minimum cycle mean

OConstruct the series of d+1 vectors f™ , m=0, 1,-2, ...,d the dimension of
™ is dx1
An arbitrary reference node is.chosen in Gd (called this node s). The initial
vector f(o) is formed by-setting f(o) (s) =0 and setting the remaining
nodes of £(9) to infinity{co).

OThe remaining vectors f(m) ,m=1, 2, ...,d are recursively computed:
G =min (FV@ +w (@)
l
[ is the set of nodes such that there exists an edge from node 7 to node j

(f(d) (i) — fm™ (i)>)

d—m

Ofind the min cycle mean

To,=— min ( max
i€{1,.2,..,d} me{01.2,..d-1}

16



A DFG with Three Loops Using MCM

B Cycle mean = Average length of the edge in c (Cycle = Loop)
B Longest path length
CIPath that passes through no delays

ClLongest: two loops that contain Daand DB
» Max{6,4}=6
» Cycle mean=6/2=3

1
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QTD b, N
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5
Gd
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A DFG with Three Loops Using MCM

B delay => node
B |ongest path length (computation time) =>weight w(i,j)

O If no zero-delay path exists from delay di to delay(dj,, then the edge
i ->j does not exist in Gd.

1@ ¥

D |d,
D\| %2
(2)
(1) @Qe——(@)« |
2) D |d3
(1) @e—@+—]
D |d,
(2)
©-
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A DFG with Three Loops Using MCM

B We will find d+1 vectors, f(m) m=20,1,..,d

0] 00 —4 -5 —8

0) _ |oo| fg1) _ |0 p@2 _ } )53 — |—4| g4 _ |5
f() o0 f o0 f - 0 f - o0 f — _4_
|00 o0 00 0 | o0

FOG) = min F™ D@ +W (Q,)))

w (i, ) is the weight of the edge i->j in and / is the set of nodes in such that
there exists an edge from node i to node j (i->j).
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A DFG with Three Loops Using MCM

fP0 - IR0

To, = _iegfi?}.,d}(m e{ngf,d—ﬂ( c!,?—/(é?,‘/ >)

<f<4> (i) — fm (i))
max —————————————
4 —m

m€{0,1,2,....3}

T, =-—min(—2,—1,—2,00)=2
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A Filter Using MCM

4
(1) (2) (1) (1) (2) l
?-’@-’@ >3 5 @ W 4 (&) (d) |8
D dz D d1
T (1) 8
< 4
(@ )
A0 - f<m>(i)> 8
3 0 _ |4 _|—12
i=1 -12/2 -8/1 6 fO = Lo] f = [_4] f& = [_12

i=2 - -8/1

T., = —min(—8, —6)=8
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Conclusion

When the DFG is recursive, the iteration/ bound is the
fundamental limit on the minimum, sample period of a
hardware implementation of the.Data-stream program.

Two algorithms to compute iteration bound, LPM and
MCM are explored.
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Next Lecture. Retiming & Pipelining
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