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Parallel Processing

B Multiple outputs are computed in parallél in-a clock period

B The effective sampling speed is increased by the level of
parallelism

M Can also be used to reduce the power consumption



Parallel Architecture (Unfolding) (1)

Consider a single-input single-output (SISO) FIR filter:
FIR: y(n)=axx(n)+b+xx(n—1)+c*x(n—+2)

x(n) yin) X3 4 y(3k)
—> SISO — xBﬂ» MIMO _ﬂ3_k+&)
x(3k+2) | y(3k+2)

Convert the SISO system into.an MIMO (multiple-input multiple-output) system
in order to obtain a parallel processing structure.

For example: a 3-level\(unfolding factor=3) parallel MIMO implementation
y(Bk)=a+xx(3k)+b*x(3k—1)+c*x(3Bk —2)

yBk+1)=a+xx(3k+1)+b*xx(3k)+c*xx(Bk—1)
yBk+2)=a+xx(3k+2)+b+xx(3k+ 1)+ c*x(3k)



MIMO (multiple-input multiple-output) Architecture
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T (NOTE: Clock period of MIMO is 3x of the sample period)



Parallel Architecture (Full system, unfolding factor = 4)
Sample Period=T/4
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Unfolding == Parallel Processing

Unfolding is a transformation technique that can be applied to a
data-stream program to create a new program describing more
than one iterations (Unfolding factor J) of the original program
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2 nodes & 2 edges
T, =1+1/2=1 u.t.

Ao, A2, A4, A6, . T’OO=1+1/1=2 u.t.
(1) (1)
D
A1, A3, A5, A7, ... T"  =1+1/1=2 u.t.
(1) (1)
D
4 nodes & 4 edges
T =2/2=1u.t.

Note that: in unfolded systems, each delay is J- slow
For each node (edge) in the original DFG, there are J nodes(edges)



Unfolding

2x Unfolding (J=2)

y(n) =ay(n—9) + x(n) ! y(2k) = ay(2k =9) + x(2k)

y2k +1) = ay(RQk =8) + x(2k + 1)

v(n) 5 x(2k)

T y(2k)
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(n) D

o ’C/\jé) y(2k+1)
x(2k+1) —DE

y(2k) = ay(2k —9) + x(2k) = ay(2(k —5) + 1) + x(2k)
yR2k+1)=ayRk—-8)+x(2k+1) =ayR(k—4)+x2k + 1)

In a ‘/’ unfolded system each delay is J-slow => if input to a delay element is

the signal x(Jk + i), theoutputisx(J(k — 1) + i) = x(k] +i —)).




Algorithm for unfolding (1)
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H(i +w)%J

]k+i+w=]<k+

B For each node U in the original DFG, draw / nodes Uy, U4, U;... Uj_4

B For each edge U — V with w delays in the original DFG, draw the
J edges U;— V iy)yy With [(i + w) /]| delays for /=0, 1, ..., J-1.

SHOMONE



Algorithm for unfolding (2)

B For each node U in the original DFG, draw / nodes Uy, U4, U;... U;_4

B For each edge U — V with w delays in the original DFG, draw the
J edges U;— Vj,y)yy With |(i + w) /]| delays for 1= 0, 1,0, J-1.

4x Unfolding (J=4) - : U ° V
G+ wy)] = L2 = !

9
o, i=012 2.3
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B Unfolding of'an edge with w delays in the original DFG produces /-w edges with
no delays and w edges with 7 delay in / unfolded DFG for w< /.

B Unfolding preserves the number of delays in a DFG.

This can be stated as follows:

\w/J| + |(w+ D /] + -+ [(w+]-1)/]|=w



Properties for unfolding (1)

5D 6D
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Properties for unfolding (2)

Un+m) Un  Jx Unfold/ng

i . U(lk+l+w)z)
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B If i = (i+ pwPOkJ then form aloop in the unfolding DFG

We would like to find the minimum value of P
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Properties for unfolding (3)

D

D
3D 2D @
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i =+ pwp%J= (i+ 6p)%3

i= (i +pw)%] = (i + 6p)%h4

The smallest positive integer p, q that satisfies pw;= qJ is J/gcd(w;,]J) ,w;/gcd(w,,])
J-unfolding of a loop L with w; delays in the original DFG leads to gcd(wy,J) loops in the

unfolded DFG, and each of these loops contains w;/gcd(wy,J) delays and J/gcd(w;,])
copies of each node that appearsin L.

Unfolding a DFG (iteration bound T,,) results in a /-unfolded DFG (iteration bound /T,,)
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Applications of Unfolding

Applications of Unfolding
[0 Sample Period Reduction
1 Parallel Processing
Sample Period Reduction

[ Case 1: A node in the DFG-having computation time
greater than T, .

[ Case 2 : lteration bound is not an integer.

[0 Case)3:(Casel+2): Longest node computation is larger
than the iteration bound T, , and T, is not an integer.
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Casel

The original DFG cannot have sample period equal to the iteration
bound because a node computation time is more than iteration bound

(0) (1)

B If the computation time of a node is greater than the iteration bound T, then
[ty /T | - unfolding should be used.

B Inthe example, tc =4, and Ty, = 3, so [4/3]| = 2- unfolding is used. "



Case2

The original DFG cannot have sample period equal to the iteration

bound because the iteration bound is not an integer.
(1) (1) (1) (1)

(L—(2<3—(
(1) 5 (1) (1) 5 (1) j=3 (1) (1) (1) (1)
OunOryOnn OSSN S Yo SN ot -Nes

(1) (1) (1) (1)
(1) P(29—G)—(1
—
Too=4/3 T.,=4
M If a critical loop bound-is of the form t; /w; where t; and w; are mutually
co-prime, then wp -unfolding should be used.

B In the example t; = 60 and w; =45, then t; / w; should be written as 4/3
and 3-unfolding should be used.

Case 3 (Casel+Case2) : In this case the minimum unfolding factor
that allows the iteration period to equal the iteration bound is the
min value of /such that /T, is an integer and is greater than the
longest node computation time




Parallel Processing

B Word- Level Parallel Processing
B Bit Level Parallel processing

1 Bit-serial processing

[ Bit-parallel processing

1 Digit-serial processing
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Combining Parallel Processing and Pipelining(1)

In some cases, pipelining can be combined with parallel processing
to further increase the speed of the data-stream system

By combining parallel processing (block size: L) and pipelining
(pipelining stage: M), the sample period canbe reduce to:

- Tclock
Titeration = Tsample — IM
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Combining Parallel Processing and Pipelining(2)
—+DDh
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Combining Parallel Processing and Retiming (1)

Unfolding can be exploited to reduce the iteration period of DFG
Retiming can be exploited to reduce the critical pathy(clock period)

Z 4. 4 R
B C B C
A
DFG Acyclic precedence graph Periodic schedule
D
2 4 1
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AO ’Bl > Cl
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2x unfolding DFG Acyclic precedence graph Periodic schedule



Combining Parallel Processing and Retiming (2)

Unfolding can be exploited to reduce the iteration period of DFG
Retiming can be exploited to reduce the critical pathy(clock period)

D
1 2
+t—rt—r .
( Y Ae—>»B Al 8 [
(A—(B)—"(c) c ¢
< y >
DFG Acyclic precedence graph Periodic schedule
D
1 2 4 R
B @ e et
D l Aol By ¢y
Co — A— B4 Co Aq| By
(ag—(B)—(Cy
2x unfolding DFG Acyclic precedence graph Periodic schedule
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Unfolding the switch

ML+t 41 + 3

@_,)(\_@ 3 x U|$ﬁ)/ding
e oo

121 +1=3@4LF0)% 1 4l + 3

121 + 7 =3(41+2) + 1

121+9 <3¢l +3)+0 <>_.1C@

1213 11'=3(41 + 3) + 2
B Assume M = M'J
B Assume-altbedges have no delays .
B Write the switch instanceas Ml+t=JM'l +OH) + (t%))
B Draw an edge with no delays in the unfolded graph from
the node Uiy to the node V,y,;, which is switched at time

instance (M'l + U‘)
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Unfolding the switch (with delays)

Adding dummy nodes

. 6l+0,23,4 $

— 21+ 0

2l+1 Remave dummy

and dead nodes
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Bit-Parallel Adder(1)

41+0 41+1,2,3
ag by a by a; b, az b3
D LR
Carry in (Z) | Carry out

—>+Er+ > o > e —
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Bit-Parallel Adder(2)

21+#0
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Bit-Parallel Adder(3) .., a, b, a3 b

ao by
a, by
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4-l+0 4l+ .l'!" 3 4l¥2 41+0,13
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121+ 0,4,8 121+ 1,2,3,5,
6,7,9,10,11



Next Lecture: -Folding
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