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Abstract—This paper investigates the localization of multiple
near-field narrowband sources with a symmetric uniform linear
array, and a new linear prediction approach based on the trun-
cated singular value decomposition (LPATS) is proposed by taking
an advantage of the anti-diagonal elements of the noiseless array
covariance matrix. However, when the number of array snapshots
is not sufficiently large enough, the “saturation behavior” is usu-
ally encountered in most of the existing localization methods for
the near-field sources, where the estimation errors of the estimated
directions-of-arrival (DOAs) and ranges cannot decrease with the
signal-to-noise ratio. In this paper, an oblique projection based al-
ternating iterative scheme is presented to improve the accuracy
of the estimated location parameters. Furthermore, the statisti-
cal analysis of the proposed LPATS is studied, and the asymptotic
mean-square-error expressions of the estimation errors are derived
for the DOAs and ranges. The effectiveness and the theoretical
analysis of the proposed LPATS are verified through numerical
examples, and the simulation results show that the LPATS pro-
vides good estimation performance for both the DOAs and ranges
compared to some existing methods.

Index Terms—Linear prediction, near-field, oblique projection,
source localization, uniform linear array.

I. INTRODUCTION

F INDING directions or localizing places of multiple narrow-
band sources plays important role in many fields of sensor

array processing (see, e.g. [1]–[4] and references therein), and
much effort has been made to the far-field situation for decades
(e.g. [5]–[16]), where the distance of signal source to the ar-
ray is sufficiently large compared with the array aperture (i.e.,
in the Fraunhofer region), and hence the wave emanated from
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the signal source can be considered as the plane-wave at the
array, which is characterized by the direction-of-arrival (DOA)
only, and the range (i.e., the distance) becomes irrelevant. When
the signal source is close to the array and lies in the near-field
(i.e., in the Fresnel region), the wave impinging on the array
has the spherical wavefront characterized by two independent
location parameters (i.e., the range and the DOA), and the near-
field situation usually occurs in many practical applications such
as sonar, collision avoidance radar, electronic surveillance, seis-
mology, speech enhancement, and biomedical imaging (e.g., [3],
[17]–[21], [103]). As a result, the estimation methods with the
far-field assumption generally are no longer applicable in this
situation, and the pair-matching (i.e., the association or align-
ment) of the estimated DOAs and ranges is usually required.
Numerous methods were proposed for localizing the near-field
sources based on the spherical wavefront model (e.g., [22]–[27],
[104], [105]), for examples, the modified two-dimensional (2D)
MUSIC [22], the polynomial rooting approach [23], the neu-
ral network based method [24], the maximum-likelihood (ML)
location estimator [25], the MUSIC curved wavefront (MCW)
algorithm [26], and the spherical harmonics domain method
[27]. However, most of these methods involve multidimensional
searching or high-order Taylor series expansion and have high
computational load.

In fact, by approximating the nonlinear propagation time de-
lay of the spherical wavefront model into a quadratic wavefront
model with its second-order Taylor expansion (i.e., the Fres-
nel approximation), the estimation of location parameters can
be facilitated [28]. Consequently many localization methods
were proposed for the near-field narrowband sources [29]–[37],
[106]–[108], for instance, the path-following methods [29], [30],
the high-order statistics (HOS) based methods [31]–[34], the
approximated nonlinear optimization method [35], and the 3D
ML estimation [36]. In contrast to the aforementioned methods
based on the traditional spherical wavefront model [22]–[27],
these localization methods based on the quadratic wavefront
approximation model usually require low computational effort,
but they suffer some systematic errors introduced by the Fres-
nel approximation [38], while some correction methods were
considered to mitigate the systematic error [37].

More recently, by utilizing the geometric configuration of
centro-symmetric linear arrays [39] and the quadratic wave-
front approximation model, lots of localization methods were
developed to reduce the computational complexity and im-
prove the estimation performance [40]–[56], [109], [110].
Among them, the HOS-based methods [40], [42]–[44] and the
cyclostationarity-based method [41] were presented for the near-
field sources with specifically temporal properties but often in-
volve multidimensional searching or are suitable only for the
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source signals with specifically temporal properties, and they
require many array snapshots and have high computational load,
while the second-order statistic (SOS) based methods [45]–[56]
are more computationally efficient compared to the former. The
reduced-dimension MUSIC algorithm [110] estimates the DOA
estimates by 1D peak-searching procedure, but which is really
time-consuming. However, the generalized ESPRIT and MU-
SIC based method (GEMM) [48] performs worse for finite array
snapshots, because the generalized ESPRIT [57] encounters am-
biguity in some scenarios owing to the selection of weighting
matrix [58], while the rank reduction based method (RARE)
[53] generally performs better than the GEMM with more com-
putational load [59]. The weighted linear prediction method
(WLPM) [47] has a rather simple way to implement. Unfortu-
nately, the structure property of the array covariance matrix of
the incident signals is required in these methods [45], [47], [49],
[50], [54], where this structure property is only valid for large
number of snapshots. Furthermore, when the number of snap-
shots is not sufficiently large enough, the erroneous estimated
correlations cause a “saturation behavior” in the estimation of
location parameters regardless of the signal-to-noise ratio (SNR)
(cf. [60]), where the estimated DOAs and/or ranges have high
elevated error floors, which do not decrease monotonically with
the increasing SNR. Additionally, the sparse recovery methods
have difficulty in determining the regularization parameter that
balances the tradeoff between the Frobenius norm term and
�1-norm term in the objective function [55], [56], [107].

In this paper, we investigate the problem of localizing multiple
near-field narrowband sources impinging on a symmetric uni-
form linear array (ULA) with the SOS of the received array data,
and we propose a new linear prediction (LP) approach based on
the truncated singular value decomposition (SVD) (LPATS) by
utilizing the anti-diagonal elements of the noiseless array co-
variance matrix. By using the advantage of oblique projection
(see, e.g., [61], [89], [91], [94] and references therein), which
is an extended orthogonal projection and projects the measure-
ment onto a low-rank subspace along a non-orthogonal sub-
space, an oblique projection operator based alternating iterative
scheme is presented to improve the accuracy of the estimated
location parameters, when the number of array snapshots is not
sufficiently large enough, where the aforementioned “saturation
behavior” encountered in most of the existing localization meth-
ods is mitigated. The statistical property of the proposed LPATS
is analyzed, and asymptotic mean-square-error (MSE) expres-
sions of the estimation errors are derived for both the estimated
DOAs and ranges. The effectiveness of the proposed LPATS and
the theoretical analysis are demonstrated through numerical ex-
amples. The simulation results show that the LPATS generally
performs well at relatively low SNR and/or with small number
of snapshots, while the aforementioned saturation problem is
alleviated effectively.

Notation: In the paper, Om×n , Im , 0m×1 , and δn,t stand
for an m× n null matrix, an m×m identity matrix, an m× 1
null vector, and the Kronecker delta, and E{·}, {·}∗, (·)T , and
(·)H represent the statistical expectation, the complex conjugate,
the transposition, and the Hermitian transposition. Additionally,
(·)†, R(·), and N (·) indicate the Moore-Penrose pseudoinverse,
the range space, and the null space of the bracketed matrix, and
diag(·) denotes the diagonal matrix operator. Furthermore, �,
⊗, ⊕, and tr{·} signify the Hadamard-Schur product, the Kro-
necker matrix product, the direct sum operator, and the trace
operator, and Im{ · } and Re{ · } denote the imaginary or real

Fig. 1. The localization of near-field sources with a symmetric ULA.

part of the bracketed quantity, while ei and ēi is a L× 1 or
(2M + 1) × 1 unit vector with a unity element at the i-th loca-
tion and zeros elsewhere, x̂ means the estimate of x, and ( · )ik
and O[ · ] denote the ik-th element of the the bracketed matrix
and the order of magnitude.

II. DATA MODEL

As depicted in Fig. 1, there are K sources located in the
Fresnel region of the array, and sk (n) is the narrowband
noncoherent signal from the k-th source and impinges on
the symmetric ULA with the DOA θk and range rk , where
rk ∈ (0.62(D3/λ)1/2 , 2D2/λ)), the ULA consists of 2M + 1
sensors with spacing d, and D is the aperture of the array given
by D = 2Md herein (cf. [3]). Here we assume that the ULA is
fully calibrated and the center of the array is the phase reference
point, and then the noisy signal xi(n) received at the i-th sensor
can be expressed as

xi(n) =
K∑

k=1

sk (n)ejτi k + wi(n) (1)

for i = −M, . . . ,−1, 0, 1, . . . ,M , where wi(n) is the additive
noise, and τik is the phase delay due to the time delay between
the reference sensor and the i-th sensor for the signal sk (n)
from the k-th near-field source, which is given by (cf. [28])

τik =
2π
λ

(√
r2
k + (id)2 − 2idrk sin θk − rk

)
(2)

where λ is the wavelength. Further, τik in (2) can be approxi-
mated with the second-order Taylor expansion as [47], [62]

τik ≈ iψk + i2φk (3)

where ψk and φk are the electric angles defined by

ψk � −2πd
λ

sin θk (4)

φk � πd2

λrk
cos2 θk . (5)

Then the received signals {xi(n)} can be rewritten compactly

x(n) = As(n) + w(n) (6)

where x(n) � [x−M (n), . . . , x−1(n), x0(n), x1(n), . . . ,
xM (n)]T , s(n) � [s1(n), s2(n), . . . , sK (n)]T , and
w(n) � [w−M (n), . . . , w−1(n), w0(n), w1(n), . . . ,
wM (n)]T , while A is the array response matrix de-
fined by A � [a(θ1 , r1), a(θ2 , r2), . . . , a(θK , rK )], and
a(θk , rk ) � [e−jM ψk ejM

2 φk , . . . , e−jψk ejφk , 1, ejψk ejφk , . . . ,

ejM ψk ejM
2 φk ]T .
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Here we make the basic assumptions as follows.
A1) The array is calibrated and the array response matrix A

has full rank and is unambiguous.
A2) The incident signals {sk (n)} from the K near-field

sources are temporally complex white Gaussian ran-
dom processes with zero-mean and the variance given
by E{sk (n)s∗k (t)} = rsk δn,t and E{sk (n)sk (t)} =
0,∀n, t.

A3) The additive noises {wi(n)} are temporally and
spatially complex white Gaussian random pro-
cesses with zero-mean and the covariance matri-
ces E{w(n)wH (t)} = σ2I2M+1δn,t , and E{w(n)
·wT (t)} = O(2M+1)×(2M+1) , ∀n, t. Additionally the
additive noises {wi(n)} are independent to the
incident signals {sk (n)}, i.e., E{s(n)wH (n)} =
E{s(n)wT (n)} = OK×(2M+1) .

A4) The number of near-field sources K is known, and K
satisfies the relation K < M + 1 (cf. Remark B for de-
tails).

A5) The sensor spacing d satisfies the relation d ≤ λ/4 for
avoiding the estimation ambiguity.

In the following, we concentrate on the estimation of location
parameters {θk}Kk=1 and {rk}Kk=1 of multiple near-field sources
from the finite noisy array data {x(n)}Nn=1 , where the basic
idea is firstly to estimate the LP coefficients fitting the noise-
less correlations of array data and then to estimate the location
parameters from the zeros of the estimated LP polynomial.

Remark A: The random matrix theory (RMT) (i.e., the general
statistical analysis or G-estimation) [84], [85] is used to analyze
the asymptotic behavior of the eigenvalues and eigenvectors
of different random matrix models including the sample covari-
ance matrix for solving the “threshold effect” of subspace-based
direction estimation in the asymptotic situation, where both the
numbers of snapshots and sensors are large and of the same or-
der of magnitude (see, e.g., [85]–[88]). However, in the problem
considered in this paper, the number of sensors is not compa-
rable in the same order of magnitude to that of snapshots, and
hence the RMT cannot be adopted to study the estimation per-
formance. �

III. LINEAR PREDICTION WITH TRUNCATED

SVD FOR LOCALIZATION

A. Linear Prediction Modeling With Noiseless Correlations

Under the basic assumptions, from (6), we can obtain the
(2M + 1) × (2M + 1) array covariance matrix R

R � E{x(n)xH (n)} = ARsA
H + σ2I2M+1 (7)

where Rs � E{s(n)sH (n)} = diag(rs1 , rs2 , . . . , rsK ), and
its pq-th element (R)pq is given by

(R)pq � E{xp(n)x∗q (n)}

=
K∑

k=1

rsk e
j((p−q)ψk +(p2 −q 2 )φk ) + σ2δpq (8)

where p, q = −M, . . . ,−1, 0, 1, . . . ,M . In order to eliminate
the quadratic term (p2 − q2)φk in (8) and to reduce the com-
putational complexity of parameter estimation, we can choose

q = −p−m [47], i.e.,

(p− q)ψk + (p2 − q2)φk

= (2p+m)ψk −m(2p+m)φk = (2p+m)γmk (9)

where γmk � ψk −mφk , and consequently the pq-th elements
(R)pq along the major cross-diagonal (for m = 0) and that
along them-th (1 ≤ |m| < 2M ) upper (form > 0) or lower (for
m < 0) diagonal off the major cross-diagonal can be expressed
as

(R)pq =
K∑

k=1

rsk e
j (2p+m )γm k + σ2δp,−p−m � ρm (p) (10)

for p = −M +m2 , −M +m2 + 1, . . . , −1, 0, 1, . . . , M −
m1 − 1, M −m1 , where m1 = 0.5(|m| +m), and m2 =
0.5(|m| −m). Clearly we have the relations between the aux-
iliary parameter γmk and the electric phase angles ψk and
φk as

ψk = γ0k , for m = 0 (11)

φk =
1

2m
(γ−m,k − γmk ), for m 
= 0 (12)

ψk = 0.5(γ−m,k + γmk ), for m 
= 0. (13)

By partitioning the matrix R in (7) into four submatrices as

K 2M+1−K

R =
[

R11 , R12

R21 , R22

]
K

2M + 1 −K
(14)

we have the noise variance σ2 from R21 and R22 as [63]

σ2 =
tr{R22Π}

tr{Π} (15)

where R†
21 = (RH

21R21)−1RH
21 , and Π � I2M+1−K − R21

R†
21 . Hence from (10) and (15), we get the noiseless correlation

ρ̄m (p) of the received array data

ρ̄m (p) � ρm (p) − σ2δp,−p−m

=
K∑

k=1

rsk e
jmγm k ej2pγm k � r̄Tmsbm (p) (16)

where r̄ms � [rs1 e
jmγm 1 , rs2 e

jmγm 2 , . . . , rsK e
jmγm K ]T , and

bm (p)� [ej2pγm 1 , ej2pγm 2 , . . ., ej2pγm K ]T . Evidently, {ρ̄m (p)}
can be interpreted as the received “signals” for a virtual array
of 2M + 1 − |m| sensors illuminated by K “sources” {rsk },
and these “signals” {ρ̄m (p)} differ only by a phase factor γmk

(cf. [64]). Consequently the auxiliary parameter γik (i.e., the
electric angles ψk in (4) and φk in (5) and hence the location
parameters θk and rk in (2)) can be estimated by using the phase
delays of {ρ̄m (p)}. Furthermore, from Prony’s method [65], we
can find that {ρ̄m (p)} obey a linear difference equation (cf. [7],
[47], [64]–[69]).

Thus by dividing the virtual array into L overlapping
subarrays with K̄ sensors in the forward direction, where
K̄ − 1 > K, and L = 2M + 2 − |m| − K̄ > K, i.e., |m| <
2M + 1 − 2K, the l-th forward subarray comprises the vir-
tual sensors {−M +m2 + l − 1,−M +m2 + l, . . . ,−M +
m2 + l + K̄ − 2} for l = 1, 2, . . . , L, we obtain the forward
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LP model in terms of the received “signals” {ρ̄m (p)} for the
l-th subarray as

ρ̄m (−M +m2 + l + K̄ − 2) = ζTmlβm (17)

where

ζml � [ρ̄m (−M +m2 + l − 1), ρ̄m (−M +m2 + l),

. . . , ρ̄m (−M +m2 + l + K̄ − 3)]T

= [bm (−M +m2 + l − 1), bm (−M +m2 + l),

. . . , bm (−M +m2 + l + K̄ − 3)]T r̄ms

= ĀmD−M+m 2 + l−1
m r̄ms (18)

in which Ām � [bm (0), bm (1), . . . , bm (K̄ − 2)]T , and Dm �
diag(ej2γm 1 , ej2γm 2 , . . . , ej2γm K ), while βm � [βm,K̄−1 ,
βm,K̄−2 , . . . , βm1 ]T . Herein {βmk} are the LP coefficients,
and the order of LP model is K̄ − 1. By concatenating (17) for
l = 1, 2, . . . , L and performing some simple manipulations, we
obtain the LP model in a matrix-vector form as

ym = Zmβm (19)

where ym � [ρ̄m (−M +m2 + K̄ − 1), ρ̄m (−M +m2 +
K̄), . . . , ρ̄m (M −m1)]T , and

Zm � [ζm1 , ζm2 , . . . , ζmL ]T

= Ãm R̄msD
−M+m 2
m Ā

T
m (20)

in which Ãm � [bm (0), bm (1), . . . , bm (L− 1)]T , and R̄ms �
diag(rs1 e

jmγm 1 , rs2 e
jmγm 2 , . . . , rsK e

jmγm K ).
Under the assumptions, the ranks of two Vandermonde ma-

trices Ãm and Ām and two diagonal matrices R̄ms and
Dm are given by rank(Ãm ) = min(L,K) = K, rank(Ām ) =
min(K̄ − 1,K) = K, and rank(R̄ms) = rank(Dm ) = K.
Hence the rank of the L× (K̄ − 1) matrix Zm in (19) and
(20) is obtained as rank(Zm ) = K, i.e., the dimension of sig-
nal subspace of Zm equals the number of near-field sources K.
Hence we get the SVD on Zm in (20) as (cf. [70]–[72])

Zm = UmλmV H
m (21)

where Um and V m are the L× L or (K̄ − 1) × (K̄ − 1) uni-
tary matrices given by Um � [um1 ,um2 , . . . ,umL ], V m �
[vm1 ,vm2 , . . . ,vm,K̄−1 ], and umk and vmk are the correspond-
ing left or right singular vectors, while Λm is the L× (K̄ − 1)
rectangular diagonal matrix given by

Λm =
[
Λ̄m ,OL×(K̄−L−1)

]
, for L ≤ K̄ − 1 (22)

Λm =
[

Λ̄m

O(L−K̄+1)×(K̄−1)

]
, for L > K̄ − 1 (23)

in which Λ̄m is a diagonal matrix given by Λ̄m �
diag(λm1 , λm2 , . . . , λm,min{L,K̄−1}) with λm1 ≥ · · · ≥
λmK >λm,K+1 = · · · = λm,min{L,K̄−1} = 0, and {λmk} are
the singular values.

Thus when the LP coefficients {βmk}K̄−1
k=1 are available, by

forming the prediction polynomial Pm (z) (e.g., [7], [47], [64]–
[69])

Pm (z) = 1 − βm1z
−1 − βm2z

−2 · · · − βm,K̄−1z
−(K̄−1) (24)

where z = ej2γm k , the parameters {γmk} (i.e., the DOAs {θk}
and the ranges {rk}) can be obtained from theK signal zeros of
Pm (z) in the z-plane. Then the localization problem is reduced
to that of estimating the LP coefficients {βmk}K̄−1

k=1 from the
finite noisy array data.

Remark B: The 2M + 1 − |m| correlations along the anti-
diagonal of R are used to form the LP model with the order
K̄ − 1 for each virtual subarray with the size K̄, and the rank
of the L× (K̄ − 1) matrix Zm for all L overlapping subarrays
should satisfy the conditions L ≥ K and K̄ − 1 ≥ K, where
L = 2M + 2 − |m| − K̄. Hence we easily find that the max-
imum resolvable sources is given by K ≤M − 0.5|m| + 0.5,
i.e., K < M + 1. This is roughly the same as the WLPM [47]
and other subspace-based localization methods (e.g., [48], [100],
[101]), where the geometric symmetry of the ULA is exploited
to facilitate the parameter estimation (cf. [102]). �

B. Parameter Estimation With Truncated SVD

Obviously the reliable estimation of the LP coefficients is
the crux of the localization of near-field sources. Although the
ordinary least-square (LS) estimation is simple, the LS esti-
mate of the LP coefficients with (19) becomes biased or un-
stable due to the small singular values λm,K+1 , λm,K+2 , , . . . ,
λm,min{L,K̄−1} (cf. [69], [71], [73], [74]), and it will result in an
inaccurate estimation of location parameters. The weighted LP
method was studied for the localization of near-field sources
[47], but the optimal weighting matrix is a function of the
unknown location parameters, and its determination is rather
complicated. Herein we consider the estimation of the LP coef-
ficients in the sense of LS method by using the truncated SVD
to reduce the noise effect and to mitigate the ill-conditioned
problem [69], [75].

When the finite array data {x(n)}Nn=1 are available, we have
the sample array covariance matrix R̂ as

R̂ =
1
N

N∑

n=1

x(n)xH (n). (25)

Then by using the elements { ˆ̄ρm (p)} of R̂ to construct the LP
model in (19), from (21), the SVD of the estimated matrix Ẑm

is given by

Ẑm = Ûm Λ̂m V̂
H

m (26)

where Ûm = [ûm1 , ûm2 , . . . , ûmL ], V̂ m = [v̂m1 ,
v̂m2 , . . . , v̂m,K̄−1 ], and λ̂m1 ≥ · · · ≥ λ̂mK ≥ λ̂m,K+1 ≥
· · · ≥λ̂m,min{L,K̄−1}. From (26) and (19), by using the prin-

cipal singular values λ̂m1 , λ̂m2 , . . . , λ̂mK and discarding the
smaller ones λ̂m,K+1 , λ̂m,K+2 , . . . , λ̂m,min{L,K̄−1}, we can
obtain the truncated SVD based minimum-norm LS estimate of
βm as (cf. [7], [69], [71], [72], [75], [78], [79], [98])

β̂m = Ẑ
†
m ŷm =

K∑

k=1

ûH
mk ŷm

λ̂mk

v̂mk . (27)

Hence the parameter γmk (i.e., ψk −mφk ) can be estimated by
finding the phases of the K zeros of the estimated prediction
polynomial P̂m (z) closest to the unit circle in the z-plane [7],
[8], [65], [69], where

P̂m (z) = 1 − β̂m1z
−1 − β̂m2z

−2 · · · − β̂m,K̄−1z
−(K̄−1) (28)
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in which z = e2jγm k .
Thus by setting m = 0, m̄, and −m̄ to form three different

LP models with (17)–(19), and from (25)–(28), we can obtain
three sets of the estimates {γ̂mk}, where 0 < m̄ ≤ 2M − 2K.
Then with the aid of the relations in (11)–(13), for each esti-
mated electric angle ψ̂k with k = 1, 2, . . . ,K, its corresponding
another electric angle φ̂k is pair-matched as [47]

φ̂k =
1

2m̄
(γ̂−m̄ ,lo − γ̂m̄ qo ) (29)

where the index (lo , qo) is determined by

(lo , qo) = arg min
(l,q)

∣∣∣∣ψ̂k −
1

2m̄
(γ̂−m̄ ,l + γ̂m̄ q )

∣∣∣∣ (30)

in which l, q = 1, 2, . . . ,K, and ψ̂k = γ̂0k . Finally the estimated
location parameters (i.e., the DOA θ̂k and the range r̂k ) of each
near-field source can be obtained as

θ̂k = arcsin(α1 ψ̂k ) (31)

r̂k =
α2

φ̂k
cos2(θ̂k ) =

α2

φ̂k
cos2(arcsin(α1 ψ̂k )) (32)

where α1 = −λ/(2πd), and α2 = πd2/λ.
Remark C: The cross-diagonal index m dominates the num-

ber of the accessible correlations (i.e., the number of “received
signals” of virtual array) in (10) and hence affects the number
of overlapping subarrays in (17), where the number of these
accessible correlations becomes small for large |m|. Further as
shown in (8), the cross-diagonal index m also governs the ex-
istence of noise variance item in these accessible correlations,
where the noise variance item is absent if m is odd. Thus the
cross-diagonal index m will affect the estimation performance
of location parameters in a rather complicated way. Although
the indexm is usually chosen asm = 0,±m̄ for facilitating the
derivation of localization methods with m̄ = 1 (cf. [47]), in fact,
m̄ can be set as m̄ = 1, 2, . . . , 2M − 2K. Unfortunately, it is
rather difficult to determine the optimal value of m̄, which will
be examined empirically in Section VI. �

IV. OBLIQUE OPERATION BASED ALTERNATING ITERATION

FOR PERFORMANCE IMPROVEMENT

A. Saturation Behavior in Localization

As discussed above, the noiseless correlations {ρ̄m (p)} in the
cross-diagonals of the array covariance matrix R are employed
to estimate the DOAs and ranges of the near-field sources, and
the matrix R should be estimated from finite received array data.
In practice, when the number of snapshots N is not sufficiently
large enough, the sample array covariance matrix R̂ in (25) can
be expressed as

R̂ =
1
N

N∑

n=1

x(n)xH (n)

= AR̂sA
H + AR̂sw + R̂

H

swAH + R̂w (33)

where R̂s = (1/N)
∑N

n=1 s(n)sH (n), R̂sw = (1/N)∑N
n=1 s(n)wH (n), and R̂w = (1/N)

∑N
n=1 w(n)wH (n),

while further R̂s and R̂w will not be strictly diagonal even

the SNR is high. Evidently we have the estimated noiseless
correlation ˆ̄ρm (p) of R̂ as

ˆ̄ρm (p) =
K∑

k=1

r̂sk e
j (2p+m )γm k

+
K∑

k=1

K∑

l=1,l 
=k
r̂sk l

(
ej(pψk +p2 φk ) · ej((p+m )ψl−(p+m )2 φl )

)
+ε

(34)

where r̂sk l = (1/N)
∑N

n=1 sk (n)s∗l (n), r̂sk k = r̂sk , and ε de-
notes the error caused by the last three terms in (33). Conse-
quently, the non-zero residual cross-correlations between the
incident signals and the other error will cause that the er-
roneous correlations { ˆ̄ρm (p)} contain other information than
ψk −mφk . Hence the “saturation behavior” will be encoun-
tered in most of the existing methods for localizing near-field
sources regardless of the SNR, where the estimated DOA and
range (i.e, θ̂k and r̂k ) may have high elevated error floors, which
do not decrease monotonically with the increasing SNR. In or-
der to cope with this problem, we suggest an alternating iterative
scheme by exploiting the oblique projection operator (cf. [61]
for details).

Remark D: The relation between the “saturation effect” and
a particular threshold is much complicated, and an elaborately
theoretical explanation for this relation is currently under inves-
tigation. �

B. Oblique Projection Based Alternating Iteration

Since the range space of each incident signal is nonover-
lapping and not orthogonal to that of another signal, here we
consider the utilization of the oblique projection operator to iso-
late one incident signal from the others and to eliminate their
mutual interference of the multiple sources (cf. [61], [76], [89]–
[95]). Since the array response matrix A has full rank, we can
divide the range space of A as

R(A) = R(ak ) ⊕R(Ak ) (35)

where ak � a(θk , rk ), and Ak denotes the array response ma-
trix without column ak . Then the oblique projection operator
EAk |ak

which projects onto the space R(Ak ) along a direction
parallel to the space R(ak ) is given by (cf. [61], [76])

EAk |ak
� Ak (AH

k Π⊥
ak

Ak )−1AH
k Π⊥

ak
(36)

where Π⊥
ak

� I2M+1 − ak (aHk ak )−1aHk , and we have

EAk |ak
Ak = Ak (37)

EAk |ak
ak = O(2M+1)×1 . (38)

By reexpressing the estimated signal covariance matrix as

R̂s =

[
r̂sk , η̂T

η̂∗, R̂Ak

]
(39)

where η̂ = (1/N)
∑N

n=1 sk (n)sAk
(n), sAk

(n) denotes the
(K − 1) × 1 signal vector without signal sk (n), and R̂Ak

in-
dicates the (K − 1) × (K − 1) signal covariance matrix cor-
responding to Ak , the estimated array covariance matrix R̂ in
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(33) can be rewritten as

R̂ = r̂sk aka
H
k + ak η̂

T AH
k + Ak η̂

∗aHk + AkR̂Ak
AH
k + R̂e

(40)

where R̂e = AR̂sw + R̂
H

swAH + R̂w . By using the properties
of oblique projection in (37) and (38), from (36) and (40), we
can obtain the projected array covariance matrix as

R̂k � (I2M+1 − EAk |ak
)R̂(I2M+1 − EAk |ak

)H

= r̂sk aka
H
k + ΔR̂e (41)

where

ΔR̂e � (I2M+1 − EAk |ak
)R̂e(I2M+1 − EAk |ak

)H . (42)

When the SNR is sufficiently high, the matrix ΔR̂e is rea-
sonably small, from (41), and hence we can get the following
approximation

R̂k ≈ r̂sk aka
H
k . (43)

Clearly by using the oblique projection, the estimated array
covariance matrix corresponding to the incident signal sk (n) is
well separated from the other sources and the additive noise.

However, the oblique projection operator EAk |ak
in (36) con-

tains the unknown location parameters of near-field sources.
Herein we consider an alternating iterative scheme to improve
the performance of parameter estimation with the oblique pro-
jection. Firstly, we estimate the electric angles of the near-field
sources from R̂ in (25) as studied in Section III-B and denote
them as {ψ̂(t)

k }Kk=1 and {φ̂(t)
k }Kk=1 . Secondly, we calculate the

oblique projector with the accessible data as (cf. [61], [76])

ÊAk |ak
= Âk

(
Â
H

k Π̂
⊥
âk

Âk

)−1
Â
H

k Π̂
⊥
âk

(44)

for k = 1, 2, . . . ,K. Thirdly, from (41) and (44), we calculate
the projected noiseless array covariance matrix as

R̂
(t)
k =

(
I2M+1 − Ê

(t)
Ak |ak

)
(R̂ − σ̂2I2M+1)

·
(
I2M+1 − Ê

(t)
Ak |ak

)H
. (45)

Finally, we estimate the electric angles from R̂
(t)
k and denote

them as {ψ̂(t+1)
k }Kk=1 and {φ̂(t+1)

k }Kk=1 , while the index is up-
dated as t = t+ 1. This procedure should be repeated several
times until the difference between two consecutive iterations
becomes smaller than a threshold, for example,

K∑

k=1

∣∣∣ψ̂(t+1)
k − ψ̂

(t)
k

∣∣∣ ≤ ε̄ (46)

where ε̄ is an arbitrary and positive small constant (e.g.,
ε̄ = 10−6), then we denote ψ̂k = ψ̂

(t+1)
k and φ̂k = φ̂

(t+1)
k , and

consequently we can obtain the refined estimates of the DOAs
and ranges from these estimated electric angles.

Therefore when the finite array data {x(n)}Nn=1 are avail-
able, the implementation of the proposed LPATS for near-field
localization is summarized as follows:

1) Calculate the sample array covariance matrix R̂ with (25)
and the noise variance σ̂2 from R̂ with (14) and (15).

. . . . . . . . . 8(2M + 1)2N + 16K2(2M + 1 −K)
+ 2(2M + 1 −K) + O[K3 ] flops

2) By setting m = 0 and ±m̄, estimate the auxiliary param-
eters {γ0k}Kk=1 , {γm̄k}Kk=1 and {γ−m̄ ,k}Kk=1 from R̂ with
(19) and (26)–(28), respectively, and estimate the electric
angles {ψk}Kk=1 and {φk}Kk=1 from these estimates with
(29) and (30), where these estimated electric angles are
denoted as {ψ̂(t)

k }Kk=1 and {φ̂(t)
k }Kk=1 , and t = 0.

. . . 2(2M + 1)2 + O[L2(K̄ − 1) + (K̄ − 1)2] flops

3) Calculate the oblique projection operators Ê
(t)
Ak |ak

from the estimated electric angles with (44) for k =
1, 2, . . . ,K.

. . . . . . . . . 8(2M + 1)3 + 16(2M + 1)2(K̄ − 1)
+ 16(2M + 1)(K̄ − 1)2 + 10(2M + 1)2

+O[(K̄ − 1)3] flops

4) By calculating the projected matrix R̂
(t)
k with (45) for k =

1, 2, . . . ,K and by setting m = 0 and ±m̄, estimate the

auxiliary parameters γ0k , γm̄k and γ−m̄k from R̂
(t)
k with

(19), (26)–(28); and then by finding the phase of the zero
of the polynomial P̂m (z) closest to the unit circle in the z-
plane, estimate the electric angles {ψk}Kk=1 and {φk}Kk=1
from γ̂0k , γ̂m̄k and γ̂−m̄k with (11) and (12), where the
estimated electric angles are denoted as {ψ̂(t+1)

k }Kk=1 and

{φ̂(t+1)
k }Kk=1 .

. . . . . . . . . 16(2M + 1)3 + 4(2M + 1)2

+O[L2(K̄ − 1) + (K̄ − 1)2] flops

5) If the condition in (46) is not satisfied, repeat Steps 3 and
4 by setting t = t+ 1; otherwise reexpress the estimates
{ψ̂(t+1)

k }Kk=1 and {φ̂(t+1)
k }Kk=1 as {ψ̂k}Kk=1 and {φ̂k}Kk=1 ,

and estimate the corresponding DOAs {θ̂k}Kk=1 and ranges
{r̂k}Kk=1 with (31) and (32).

The number of flops is usually taken as a measure of the al-
gorithm complexity in the literature of array processing (e.g.,
[79]). The computational complexity of each step is roughly in-
dicated in terms of the number of MATLAB flops, where a flop
is defined as a floating-point additional or multiplication oper-
ation, and hence the computational complexity of the LPATS
is approximately O[8(2M + 1)2N + 24(2M + 1)3Ni ] flops if
2M + 1 
 K, which occurs often in applications of array pro-
cessing, where Ni denotes the times of iteration.

Remark E: In the above iteration procedure, the estimated
electric angles {ψ̂k}Kk=1 and {φ̂k}Kk=1 are automatically paired
without any additional processing. �

Remark F: Some existing SOS-based localization meth-
ods such as the GEMM [48] and the WLPM [47] were pro-
posed. The GEMM [48] involves one EVD and two 1-D
spectrum peak searching, and its computational complexity is
roughly O[(2M + 1)2N + (2M + 1)3 + (2M + 1)2(180/Δθ
+ (2D2/λ− 0.62(D3/λ)1/2)/Δr)] MATLAB flops, where Δθ
and Δr are the angular and range grid intervals (for example,
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Δθ = 0.002◦ and Δr = 0.002), and the precise peak searching
necessitates fine grid interval but is a rather time-consuming task
with heavy computational load. On the contrary, the WLPM is
based on the Fresnel approximation of the spherical wavefront
model, and its computational complexity is reduced roughly
to O[10(2M + 1)2N + (2M + 1 −K)3 ] flops. Obviously the
proposed LPATS is computationally more efficient than the
GEMM, but is slightly larger than the WLPM. �

V. STATISTICAL ANALYSIS

Now we study the asymptotic properties of the proposed
LPATS for sufficiently large number of snapshots.

A. Asymptotic Properties of LPATS

In order to facilitate the theoretical derivations, firstly we
define the estimation error of auxiliary parameter γmk as
Δγmk � γ̂mk − γmk , while the estimation vector γ̄m of the
same parameter errors for all sources is defined by

γ̄m � [Δγm1 ,Δγm2 , . . . ,ΔγmK ]T . (47)

From (19), we get the model error ξm as (cf., [77]–[79])

ξm � ŷm − Ẑmβm = Υ̂m β̄m (48)

where its g-th element is denoted by (ξm )g , β̄m � [−βT
m , 1]T ,

and Υ̂m � [Ẑm , ŷm ]. Then we have the following lemma on
the consistency of the estimated DOAs and ranges.

Lemma: As the number of snapshots N tends to infinity, the
estimates {θ̂k , r̂k}Kk=1 of the near-field sources approach the
true parameters {θk , rk}Kk=1 with probability one (w.p.1).

Proof: This lemma can be readily established by adopting
the analysis on the asymptotic properties of the high-order Yule-
Walker estimation of sinusoidal frequencies (e.g., [78], [79],
[98]). From the ergodicity property of the sample array covari-
ance matrix and the standard convergence results (cf., [96], [97],
[78]), it follows that

β̂m = Ẑ
†
m ŷm → βm = Z†

mym as N → ∞ (49)

both with probability one (w.p.1) and in the mean-square sense.
Clearly the estimated prediction polynomial P̂m (z) in (28) con-
verges to the true prediction polynomial Pm (z) in (24) w.p.1
as N → ∞. Thus it follows that the estimates {γ̂mk} and
hence {θ̂k , r̂k}Kk=1 approach the true parameters {γmk} and
{θk , rk}Kk=1 w.p.1 when N → ∞. �

From this lemma, we can obtain the asymptotic MSE expres-
sions of the estimated DOAs {θ̂k}Kk=1 and ranges {r̂k}Kk=1 of
the near-field sources as follows.

Theorem 1: The large-sample MSEs of the estimation er-
rors Δθk � θ̂k − θk and Δrk � r̂k − rk of the near-field signal
sk (n) are given by

MSE(θk ) = E{(Δθk )2} =
α2

1

cos2(θk )
E{(Δγ0k )2} (50)

MSE(rk ) = E{(Δrk )2}

=
m̄2α2

2 cos4(θk )
4ψ4

k

(
E{(Δγ−m̄ ,k )2}+E{(Δγm̄k )2}

− 2E{Δγ−m̄ ,kΔγm̄k})

+
α1m̄

2α2
2

ψ3
k

cos(θk ) sin(2θk )

· (E{Δγ0kΔγ−m̄ ,k} − E{Δγ0kΔγm̄k})

+
4(α1m̄α2)4

ψ2
k

E{(Δγ0k )2} (51)

where m̄ 
= 0, E{ΔγmkΔγlk} = (Γml)kk with

Γml � E{γ̄m γ̄T
l }

= 0.5Re{HmFmlH
H
l − Hm F̃mlH

T
l } (52)

Hm � D̄mQ−1
m G−1

m (Ã
T

m Ã
∗
m )−1Ã

T

m (53)

while Fml � E{ξmξHl }, F̃ml � E{ξmξTl }, the gt-th ele-
ments of matrices Fml and F̃ml are given by

(Fml)gt = E{ξmg ξ
∗
lt} =

σ4

N
tr{MmgM

H
lt }

+
σ4

2N(2M + 1 − 2K)
tr{Mmg}tr{MH

lt }

+
σ4

N
tr{MmgR̄MH

lt + MmgM
H
lt R̄} (54)

(F̃ml)gt = E{ξmg ξlt} =
σ4

N
tr{MmgM

T
lt}

+
σ4

2N(2M + 1 − 2K)
tr{Mmg}tr{MT

lt}

+
σ4

N
tr{MmgR̄MT

lt + MmgM
T
ltR̄} (55)

Gm = ejmγm k RsD
M−K̄−m 2 +1
m (56)

D̄m = 0.5 diag(e−j2γm 1 , e−j2γm 2 , . . . , e−j2γm K ) (57)

Qm = diag(qm1 , qm2 , . . . , qmK ) (58)

qmk = (K̄ − 1)zK̄−2
mk − (K̄ − 2)βi1zK̄−3

mk −
· · · − βi,K̄−1 (59)

Mmg � (eTg ⊗ I2M+1)Cm (β̄m ⊗ I2M+1) (60)

with R̄ = R − σ2I2M+1 , Cm is (61) given at the bottom
of the next page, k = 1, 2, . . . ,K, m, l = 0,±m̄, and g, t =
1, 2, . . . , L.

Proof: See Appendix. �

B. An Analytic Study of Performance

As the general expressions of asymptotic MSEs derived in
above are much complicated, here we specialize in the case
of one signal s1(n) impinging from a near-field source with
(θ1 , r1) for gaining insights into the proposed LPATS method.

In this case (i.e.,K = 1), by lettingm = 0, we readily obtain

R = rs1 a(θ1 , r1)aH (θ1 , r1) + σ2I2M+1 (62)

Ā0 = [1, ej2γ0 1 , . . . , ej2(K̄−2)γ0 1 ]T = ā0 (63)

Ã0 = [1, ej2γ0 1 , . . . , ej2(L−1)γ0 1 ]T = ã0 (64)

R̄0s = Rs = rs1 = rs = r̄0s (65)
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y0 = rs1 [e
j2M γ0 1 , ej2(M−1)γ0 1 , . . . , ej2(M−L+1)γ0 1 ]T (66)

Z0 = rs1 e
j2(M−K̄−1)γ0 1 ã∗

0 ā
T
0 (67)

D0 = ej2γ0 (68)

γ01 = ψ1 = −2πd
λ

sin θ1 (69)

From (19), (52)–(60), by performing some manipulations, we
have

β0 =
1

K̄ − 1

[
ej2(K̄−1)γ0 1 , ej2(K̄−2)γ0 1 , . . . , ej2γ0 1

]T

(70)

G0 = rs1 e
j2(M−K̄+1)γ0 1 (71)

D̄0 = 0.5e−j2γ0 1 (72)

Q0 = 0.5K̄ej2(K̄−2)γ0 1 (73)

H0 =
1

K̄Lrs1

ej2M γ0 1 ãT0 (74)

M 0g = diag(

g−1︷ ︸︸ ︷
0, . . . , 0, 1,−β01 , . . . ,−β0,K̄−1 , 0, . . . , 0︸ ︷︷ ︸

2M+1

) (75)

Furthermore, after some tedious calculations, we can get

F 00 =
1
N
σ2(σ2 + 2rs1 )B1B

H
1 (76)

F̃ 00 =
1
N
σ2(σ2 + 2rs1 )B1B

T
2 (77)

Γ00 =
1

2K̄2L2r2
s1

Re{ãT0 F 00 ã
∗
0 − ej4M γ0 ãT0 F̃ 00 ã0} = Γ00

(78)

where B1 and B2 are L× (2M + 1) matrices given by

B1 �

⎡

⎢⎢⎣

1, −β01 , . . . , −β0,K̄−1 , . . . , O

. . .
. . .

. . .

O . . . , 1, −β01 , . . . , −β0,K̄−1

⎤

⎥⎥⎦

(79)

B2 �

⎡

⎢⎣

O −β0,K̄−1 , . . . , −β01 , 1

··· ··· ···
−β0,K̄−1 , . . . , −β01 , 1 O

⎤

⎥⎦

(80)

andE{(Δγ01)2} = Γ00 . Then by substituting these results into
(50) and performing some manipulations, from Theorem 1, we

can obtain the asymptotic MSE of the estimated DOA θ̂1 for
large N as

MSE(θ̂1) =
1

NK̄2L2

1
SNR

α2
1κ

cos2 θ1

(
1 +

1
2SNR

)
(81)

where SNR � rs/σ
2 , and

κ � Re
{
ãT0 B1B

H
1 ã∗

0 − ej4Mψ1 ãT0 B1B
T
2 ã0

}
. (82)

Hence from (81), we can find that the asymptotic MSE MSE(θ̂1)
of the estimated DOA θ̂1 decreases monotonically with increas-
ing the number of snapshots N or SNR, which means that the
LPATS estimator is asymptotically efficient for sufficiently large
number of snapshots N .

Unfortunately, the analytic study of the asymptotic MSE
MSE(r̂1) of the estimated range r̂1 is much more complicated
and rather tedious to obtain herein, while the empirical exam-
inations in Section VI show that the asymptotic MSE of the
estimated range also decreases monotonically with the increas-
ing N or SNR.

Remark G: The source localization methods also exhibit the
“threshold effect” at low SNR region (e.g., [111]–[116]), where
the results of asymptotic analysis become invalid within the
threshold region and non-information region. A more accurate
characterization of the proposed LPATS in the threshold region
and non-information region should be studied by considering the
global estimation errors (i.e., the effect of outliers) to predict
the threshold performance (cf. [112]–[114]), but it is under a
tedious and complicated investigation and beyond the scope of
this paper. �

VI. NUMERICAL EXAMPLES

Now we evaluate the effectiveness of the proposed LPATS
and the theoretical analysis of statistical performance, where
two near-field noncoherent narrowband sources are located at
(θ1 , r1) and (θ2 , r2), i.e., K = 2, and the symmetric ULA con-
sists of 2M + 1 sensors, while the sensor spacing d is set
as d = λ/4. For examining the estimation performance, some
existing SOS-based localization methods such as the WLPM
[47], the covariance approximation method for direction-finding
(CAMDF) [45], and the GEMM [48] are carried out as well. In
addition, the Cramer-Rao lower bound (CRB) provides a lower
bound on the variance of any unbiased estimator and is useful as
a benchmark to test the efficiency of parameter estimation meth-
ods, where the closed-form expression of CRB for the near-field
source localization is given by [47]

CRB(ϑ) =
σ2

2N
{
Re
{
(DHΠ⊥

AD) � (J ⊗ QT )
}}−1

(83)

where ϑ � [θ1 , . . . , θK , r1 , . . . , rK ]T , D � [dθ (θ1 , r1), . . . ,
dθ (θK , rK ), dr (θ1 , r1), . . . , dr (θK , rK )], Π⊥

A � I2M+1−
A(AHA)−1AH , Q � RsA

HR−1ARs , and J � 11T

Cm =

⎡

⎢⎢⎢⎢⎢⎣

ē2M+2−K̄−m 1
ēT
K̄+m 2

, ē2M+3−K̄−m 1
ēT
K̄−1+m 2

, . . . , ē2M+1−m 1 ē
T
1+m 2

ē2M+1−K̄−m 1
ēT
K̄+1+m 2

, ē2M+2−K̄−m 1
ēT
K̄+m 2

, . . . , ē2M−m 1 ē
T
2+m 2

...
...

. . .
...

ē1−m 1 ē
T
2M+1+m 2

, ē2−m 1 ē
T
2M+m 2

, . . . , ēK̄−m 1
ēT2M+2+m 2

⎤

⎥⎥⎥⎥⎥⎦
(61)
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Fig. 2. Comparison of estimation performances for the DOAs in terms of the
SNR in Example 1 (N = 100, (12◦, 2.9λ), and (31◦, 3.3λ)).

Fig. 3. Comparison of estimation performances for the ranges in terms of the
SNR in Example 1 (N = 100, (12◦, 2.9λ), and (31◦, 3.3λ)).

with 1 � [1, 1]T , while dθ (θk , rk ) � ∂a(θk , rk )/∂θ and
dr (θk , rk ) � ∂a(θk , rk )/∂r for k = 1, 2, . . . ,K. In this paper,
CRB(ϑ) in (83) is also calculated, and the simulation results
shown below are all based on 1000 independent trails.

Example 1 (Performance versus SNR): Two near-field sour-
ces are located at (12◦, 2.9λ) and (31◦, 3.3λ), the number of
sensors in the ULA is 2M + 1 = 11, i.e.,M = 5, while the SNR
is varied from −10 dB to 40 dB, and the number of snapshots
is fixed at N = 100. The order of LP model is chosen as K̄ =
5 > K + 1 = 3, and the parameter values m corresponding to
the cross-diagonals are set at m = 0,±1, i.e., m̄ = 1.

The averaged root mean-squared-errors (RMSEs) of the esti-
mated DOAs θ̂1 and θ̂2 and that of the estimated ranges r̂1 and r̂2
of two sources in terms of the SNR are shown and compared with
that of the WLPM [47], the CAMDF [45], the GEMM [48] in
Figs. 2 and 3, respectively. Obviously the proposed LPATS with
the alternating iterative scheme performs well than the WLPM,
the CAMDF, and the GEMM at moderate to high SNRs, where
the “saturation” problem encountered in these existing methods
[47], [45], [48] is mitigated effectively. From Figs. 2 and 3, we
can observe that the theoretical MSE of the estimated DOA (or

Fig. 4. Comparison of estimation performances for the DOAs against the num-
ber of snapshots in Example 2 (SNR = 5 dB, (12◦, 2.9λ), and (31◦, 3.3λ)).

Fig. 5. Comparison of estimation performances for the ranges against
the number of snapshots in Example 2 (SNR = 5 dB, (12◦, 2.9λ), and
(31◦, 3.3λ)).

range) derived in (50) (or (51)) coincides with the CRB shown
in (83), where the theoretical RMSEs of the DOAs estimated by
the proposed LPATS is very close to the CRB, and their differ-
ence is small for DOA estimation. Additionally the empirical
MSEs of the estimated DOA (or range) are in good agreement
with the theoretical one (except at low SNR), and they decrease
monotonically with the increasing SNR, where the SNR thresh-
old at which the empirical MSEs deviating from the CRB and
the theoretical MSEs behavior approximately 10 dB or 5 dB
in this scenario. Moreover, it is noteworthy that the empirical
MSE of the proposed LPATS deviates abruptly from the CRB
and the theoretical MSE, and the LPATS exhibits the so-called
“threshold effect” at low SNR region (e.g., [111]–[116]), be-
cause the results of asymptotic analysis become invalid within
the threshold region and non-information region.

Example 2 (Performance versus Number of Snapshots):
The simulation conditions are similar to those in Example 1,
except that the SNR is set at 5 dB, and the number of snapshots
is varied from 10 to 1000.

Figs. 4 and 5 display the estimation performances of the
proposed LPATS against the number of snapshots, where the
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Fig. 6. Comparison of estimation performances for the DOAs with respect to
the angular separation in Example 3 (SNR = 15 dB, N = 100, (12◦, 2.9λ),
and (12◦ + Δθ, 2.9λ+ Δλ)).

Fig. 7. Comparison of estimation performances for the ranges with respect to
the range separation in Example 3 (SNR = 15 dB, N = 100, (12◦, 2.9λ), and
(12◦ + Δθ, 2.9λ+ Δλ)).

empirical RMSEs of the DOAs and ranges are compared with
the WLPM [47], the CAMDF [45], the GEMM [48] and the
CRBs. In general, the proposed LPATS has better localization
performance than the existing localization methods such as the
WLPM and the GEMM (except with smaller number of snap-
shots for the DOA estimation). When the number of snapshots
becomes large, the empirical RMSEs of the estimated DOAs
and that of the estimated ranges agree well with the theoretical
RMSEs given in (50) and (51), and they decrease monoton-
ically with the increasing number of snapshots as analyzed in
Section V, while the differences between the theoretical RMSEs
and the CRBs are small.

Example 3 (Performance versus Angular and Range Sepa-
ration): The simulation conditions are similar to those in Ex-
ample 1, except that the SNR is fixed at 10 dB, and the number
of snapshots is set atN = 100, while two near-field sources are
localized at (12◦, 2.9λ) and (12◦ + Δθ, 2.9λ+ Δλ), where Δθ
is varied from 0.5◦ to 19.5◦ with Δλ = λ or Δλ is varied from
0λ to 1.5λ with Δθ = 19◦, respectively.

As shown in Figs. 6 and 7, we can find that the proposed
LPATS generally outperforms the existing methods [47], [45],

Fig. 8. (a) Comparison of estimation performances for the DOAs and
(b) comparison of estimation performances for the ranges versus the cross-
diagonal index m̄ with different array size 2M + 1 in Example 4 (SNR = 0 dB,
N = 50, K̄ = 5).

Fig. 9. (a) Comparison of estimation performances for the DOAs and
(b) comparison of estimation performances for the ranges versus the cross-
diagonal index m̄ with different array size 2M + 1 in Example 4 (SNR = 5 dB,
N = 100, K̄ = 5).

[48] for the closely-spaced sources, while the empirical RMSEs
of the estimated DOAs and that of the estimated ranges are close
to the theoretical RMSEs derived in Section V for relatively
large angular and range separations. Additionally the empirical
and theoretical RMSEs do not decrease monotonically with the
increasing angular and range separations.

Example 4 (Performance versus Cross-Diagonal Index):
Two near-field sources are located at (12◦, r1) and (31◦, r2),
where the ranges are chosen as r1 = 0.62(D3/λ)1/2 +Δr1 and
r2 = 0.62(D3/λ)1/2 + Δr2 , and the array aperture D is given
byD = 2Md, while the number of sensors in the ULA 2M + 1
is varied to 9 to 19, i.e., M = 4, 5, 6, 7, 8, 9, and Δr1 = 0.5λ
and Δr2 = 0.9λ.

As clarified in Remark C, the cross-diagonal index m can
be chosen as m = 0,±m̄, where the reasonable values of m̄
is given by 1 ≤ m̄ ≤ 2M − 2K, and m̄ is fixed at m̄ = 1 in
the previous examples for the proposed LPATS and the WLPM
[47]. The estimation performances of the DOAs and ranges
versus the cross-diagonal index m̄ for different SNR and the
number of snapshots are plotted in Figs. 8 and 9. Evidently the
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choice of m̄ can significantly improve the estimation perfor-
mance of the location parameters at relatively low SNR or with
small number of snapshots, though the estimation performance
of location parameters is affected by the parameter m̄ in a com-
plicated way, and it is rather difficult to determine the optimal
value of m̄. In general, we can find that the proposed LPATS
can attain better localization performance with a experimentally
compromise value of m̄, i.e., m̄ = round{0.6(M + 1)}, where
round denotes the round-off operation.

VII. CONCLUSION

In this paper, a new LP approach was proposed for the local-
ization of multiple near-field sources impinging on a symmetric
ULA by utilizing the truncated SVD, and an oblique projection
operator alternating iterative scheme was also presented as a
measure against the impact of finite array data to improve the
estimation accuracy of the location parameters and to overcome
the “saturation behaviour”. The explicit asymptotic MSE ex-
pressions of the estimated DOAs and ranges were clarified for
the proposed LPATS, and the effectiveness and the theoretical
analysis were substantiated through numerical examples.

APPENDIX

PROOF OF THEOREM 1

Firstly we consider the relations between the asymptotic co-
variance of estimation errors of the desired location parameters
(i.e., θk and rk ) and that of the electric phase angles (i.e., φk
and ψk ). By defining the vector of three auxiliary parameters as
γk � [γ0k , γ−m̄ ,k , γm̄k ]T = [φk , φk + m̄ψk , φk − m̄ψk ]T , the
vector of their estimation errors can be expressed as Δγk =
[Δγ0k ,Δγ−m̄ ,k ,Δγm̄k ]T . From (4), (5) and the definition of
γmk , we easily get [47]

θk = arcsin(α1γ0k ) � f1k (γ) (A1)

rk =
2α2 cos2(arcsin(α1γ0k ))

γ−m̄ ,k − γm̄k
� f2k (γ). (A2)

By using the so-called “continuity theorem” [80], [81], the
asymptotic covariance of estimation errors Δθk and Δrk is
obtained as

E

{[
Δθk
Δrk

]
[Δθk ,Δrk ]

}
= Γ̄k Γ̃k Γ̄

T
k (A3)

where

Γ̄k �

⎡

⎣
∂f1 k (γ )
∂γ0 k

, ∂f1 k (γ )
∂γ−m̄ , k

, ∂ f1 k (γ )
∂γm̄ k

∂f2 k (γ )
∂γ0 k

, ∂f2 k (γ )
∂γ−m̄ , k

, ∂ f2 k (γ )
∂γm̄ k

⎤

⎦

=

⎡

⎣
α1

cos θk
, 0, 0

− 2α1 α2 sin θk
φk

, −α2 cos2 θk
2φ2

k
, α2 cos2 θk

2φ2
k

⎤

⎦ (A4)

Γ̃k � E{(Δγk )(Δγk )
T } (A5)

while we can easily see that

E{ΔγmkΔγlk} = (E{γ̄m γ̄T
l })kk (A6)

where γ̄m is defined in (47).
Next, we derive the asymptotic covariance matrix of the error

vector γ̄m (i.e., E{γ̄m γ̄T
l }). By letting zmk be the signal zero

of the prediction polynomial Pm (z) in (24), we easily find that
zmk should satisfy the following equation

zK̄−1 − βm1z
K̄−2 − · · · − βm,K̄−1 = 0. (A7)

Then by using the first-order approximation (cf., [82]), from
(A7), we have

zTmkΔβm + qmkΔzmk ≈ 0 (A8)

where zmk = [−1,−zmk , . . . , −zK̄−2
mk ]T , and Δβm =

[Δβm,K̄−1 , Δβm,K̄−2 , . . . ,Δβm1 ]T . For k = 1, 2, . . . ,K, (A8)
can be reexpressed in a matrix-vector form as

Δzm = −Q−1
m Ā

T
mΔβm (A9)

where Δzm = [Δzm1 ,Δzm2 , . . . ,ΔzmK ]T . As described in
Section III-A, the signal zero of the prediction polynomial
Pm (z) in (24) is given by zmk = ej2γm k , and then its first-order
Taylor series expansion can be expressed as

Δzmk ≈ j2ej2γm k Δγmk . (A10)

For k = 1, 2, . . . ,K, from (A10), we get a compact expression
as

γ̄m ≈ Im{D̄mΔzm}. (A11)

When the number of snapshots is finite, from (21) and (26), by
discarding the min{L, K̄ − 1} −K smallest estimated singular
values of Ẑm , we can obtain its rank-reducing approximation
with the effective rank K [71], [72]

Ẑ
(T )
m = Ûm Λ̂

(T )
m V̂

H

m (A12)

where

Λ̂
(T )
m =

[
ˆ̄Λm ,OL×(K̄−L−1)

]
, for L ≤ K̄ − 1 (A13)

Λ̂
(T )
m =

[
ˆ̄Λm

O(L−K̄+1)×(K̄−1)

]
, for L > K̄ − 1 (A14)

in which ˆ̄Λm is a P̄ × P̄ diagonal matrix given by ˆ̄Λm =
diag(λ̂m1 , λ̂m2 , . . . , λ̂mK , 0, . . . , 0), and P̄ = min{L, K̄ −
1}. Then we can easily verify the fact that [77], [78]

(
Ẑ

(T )
m

)†
Ẑm =

(
Ẑ

(T )
m

)†
Ẑ

(T )
m . (A15)

Note that

Δβm =
(
Λ̂

(T )
m

)†
ŷm − βm

=
(
Ẑm

)†
K

ξm +
((

Ẑ
(T )
m

)†
Ẑm − I2M+1

)
βm .

(A16)

From (A15) and (A16), we have

Ẑ
(T )
m Δβm = Ẑ

(T )
m

(
Ẑ

(T )
m

)†
ξm

+
(

Ẑ
(T )
m

(
Ẑ

(T )
m

)†
Ẑm − Ẑ

(T )
m

)
βm

= Ẑm

(
Ẑ

(T )
m

)†
ξm . (A17)
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Consequently, we get the following approximation (cf., [79])

ZmΔβm ≈ Zm

(
Z(T )
m

)†
ξm (A18)

and then by substituting (20) into (A18), we have

Ā
T
mΔβm ≈ Ā

T
m

(
Z(T )
m

)†
ξm . (A19)

From (A9), (A11), (A19), and (20), we get

γ̄m ≈ −Im{D̄mQ−1
m Ā

T
mΔβm}

≈ −Im{D̄mQ−1
m Ā

T
mZ†

mξm}

≈ −Im{D̄mQ−1
m G−1

m (Ã
T

m Ã
∗
m )−1Ã

T

mξm}
= −Im{Hmξm}. (A20)

By using the fact that Im{u}Im{v} = 0.5(Re{uv∗} −
Re{uv}) and from (A20), we can obtain E{γ̄m γ̄T

l } in (A6)
(i.e., Γml in (52)) as

E{γ̄m γ̄T
l } = Γml

= 0.5Re{HmE{ξmξHl }HH
l − HmE{ξmξTl }HT

l }
= 0.5Re{HmFml − Hm F̃mlH

T
l }. (A21)

Now we derive the asymptotic covariance matrices Fml (i.e.,
(54)) and F̃ml (i.e., (55)) of the vector ξm in above. By noting
that

ˆ̄ρm (p) = ēTM+p+1(R̂ − σ̂2I2M+1)ēM−p+1 (A22)

and by substituting (33) into (A22), from (48), we have

Υ̂m =
1
N

N∑

n=1

(IL ⊗ xH (n))Cm (IK̄ ⊗ x(n)) − σ̂2B̄m

(A23)

where B̄m is (A24) given at the bottom of this page. Conse-
quently, from (48) and (A23), the g-th element (ξm )g of vector
ξm can be expressed as

(ξm )g =
1
N

N∑

n=1

eTg (IL ⊗ xH (n))Cm (IK̄ ⊗ x(n))β̄m

− σ̂2eTg B̄m β̄m

=
1
N

N∑

n=1

xH (n)(eTg ⊗I2M+1)Cm (β̄m⊗I2M+1)x(n)

− σ̂2eTg B̄m β̄m

=
1
N

N∑

n=1

xH (n)Mmgx(n) − σ̂2eTg B̄m β̄m

=
1
N

N∑

n=1

(
x̄H (n)Mmg x̄(n) + x̄H (n)Mmgw(n)

+ wH (n)Mmg x̄(n) + wH (n)Mmgw(n)
)

− σ̂2eTg B̄m β̄m (A25)

where the relation x̄(n) � As(n) is used implicitly in (A25),
and

1
N

N∑

n=1

x̄H (n)Mmg x̄(n)

=
1
N

N∑

n=1

eTg (IL ⊗ x̄H (n))Cm (IK̄ ⊗ x̄(n))β̄m

= eTg Υ̂β̄m ≈ 0. (A26)

in which, we neglect the order O(1/N) for N → ∞ (see [78]
and the references therein). Additionally, from (60), we can
obtain

tr{Mmg} =
2M+1∑

q=1

ēTq Mmg ēq

= eTg (IL ⊗ ēHq )Cm (IK̄ ⊗ ēq )β̄m

= eTg Bm β̄m (A27)

tr{Mmg R̄} = tr{MmgE{x̄(n)x̄H (n)}}
= E{x̄H (n)Mmg x̄(n)}
= eTg E{(IL ⊗ x̄H (n))Cm (IK̄ ⊗ x̄(n))β̄m}
= eTg Φm β̄m = 0 (A28)

where R̄ = R − σ2I2M+1 . Under the basic assumptions of the
data model and the well-known formula for the expectation of
four Gaussian random variables with zero-mean (e.g., [83])

E{AbcT D} = E{Ab}E{cT D} + E{cT ⊗ A}
· E{D ⊗ b} +E{AE{bcT }D} (A29)

from (A25)–(A28), we can get

E{ξmg ξ
∗
lt} = T1 + T2 − T3 − T4 (A30)

where

T1 =
1
N 2

N∑

n=1

N∑

t=1

{E{wH (n)Mmg x̄(n)wT (t)M ∗
lt x̄

∗(t)}

+ E{wH (n)Mmg x̄(n)x̄T (t)M ∗
ltw

∗(t)}

B̄m =

⎡

⎢⎢⎢⎢⎢⎣

ēT
K̄+m 2

ē2M+2−K̄−m 1
, ēT

K̄−1+m 2
ē2M+3−K̄−m 1

, · · · ēT1+i2 ē2M+1−m 1

ēT
K̄+1+m 2

ē2M+1−K̄−m 1
, ēT

K̄+m 2
ē2M+2−K̄−m 1

, · · · ēT2+m 2
ē2M−m 1

...
...

. . .
...

ēT2M+1+m 2
ē1−m 1 , ēT2M+m 2

ē2−m 1 · · · ēT2M+2+m 2
ēK̄−m 1

⎤

⎥⎥⎥⎥⎥⎦
(A24)
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+ E{x̄H (n)Mmgw(n)wT (t)M ∗
lt x̄

∗(t)}
+ E{x̄H (n)Mmgw(n)x̄T (t)M ∗

ltw
∗(t)}

+ E{wH (n)Mmg x̄(n)wT (t)M ∗
ltw

∗(t)}
+ E{x̄H (n)Mmgw(n)wT (t)M ∗

ltw
∗(t)}

+ E{wH (n)Mmgw(n)wT (t)M ∗
ltw

∗(t)}
+ E{wH (n)Mmgw(n)wT (t)M ∗

lt x̄
∗(t)}

+ E{wH (n)Mmgw(n)x̄T (t)M ∗
ltw

∗(t)}}

=
σ2

N
tr{MmgR̄MH

lt } + 0 + 0 +
σ2

N
tr{MmgM

H
lt R̄}

+ 0 + 0 + σ4(tr{Mmg}tr{MH
lt }

+
1
N

tr{MmgM
H
lt }) + 0 + 0

=
σ2

N
tr{MmgR̄MH

lt } +
σ2

N
tr{MmgM

H
lt R̄}

+ σ4(tr{Mmg}tr{MH
lt } +

1
N

tr{MmgM
H
lt }). (A31)

Further, in order to calculate the terms T2 , T3 , and T4 in (A30),
from (15), the estimated noise variance σ̂2 can be formulated as

σ̂2 =
1

2M + 1 − 2K
Re

{
1
N

N∑

t=1

xH (t)Mx(t)

}
(A32)

where M � blkdiag(OK×K ,Π). Then by using the fact that
Re{u}Re{v} = 0.5(Re{uv} + Re{uv∗}) and (A32), we can
obtain T2 in (A30) as

T2 = E{σ̂4eTg B̄m β̄m β̄
H
l B̄

H
l et}

=
1

2N 2(2M + 1 − 2K)2 eTg B̄m β̄m β̄
H
l B̄

H
l et

·
N∑

n=1

N∑

t=1

Re{E{xH (n)Mx(n)xH (t)Mx(t)}

+ E{xH (n)Mx(n)xT (t)M ∗x∗(t)}}
= σ4tr{Mmg}tr{MH

lt }

+
σ4

2N(2M + 1 − 2K)
tr{Mmg}tr{MH

lt } (A33)

where the facts that tr{MR} = (2M + 1 − 2K)σ2 and
tr{(MR)2} = (2M + 1 − 2K)σ4 are used implicitly, while
we get T3 and T4 in (A30) as

T3 =
1
N

N∑

n=1

E
{
σ̂2(x̄H (n)Mmgw(n) + wH (n)Mmg x̄(n)

+ wH (n)Mmgw(n))β̄H
l B̄

H
l et

}

=
1

2N 2(2M + 1 − 2K)
β̄
H
l B̄

H
l et

·
N∑

n=1

N∑

t=1

{E{wH (n)Mmg x̄(n)xH (t)Mx(t)}

+ E{wH (n)Mmg x̄(n)xT (t)M ∗x∗(t)}
+ E{wH (n)Mmgw(n)xH (t)Mx(t)}
+ E{wH (n)Mmgw(n)xT (t)M ∗x∗(t)}
+ E{x̄H (n)Mmgw(n)xH (t)Mx(t)}
+ E{x̄H (n)Mmgw(n)xT (t)M ∗x∗(t)}}

=
1

2N 2(2M + 1 − 2K)
β̄
H
l B̄

H
l et

· (0 + 0 + σ2tr{Mmg}tr{MR}
+ σ2tr{Mmg}tr{MHR} + 0 + 0)

= σ4tr{Mmg}tr{MH
lt } (A34)

T4 =
1
N

N∑

n=1

E
{
σ̂2eTg B̄m β̄m (x̄H (n)M ltw(n)

+ wH (n)M lt x̄(n) + wH (n)M ltw(n))∗
}

= T ∗
3 .

(A35)

Hence by substituting (A31) and (A33)–(A35) into (A30) and
performing some straightforward manipulations, the matrix
Fml = E{ξmξHl } in (54) can be established immediately. In a
similar way,E{ξmg ξlt} (i.e., F̃ml = E{ξmξTl } in (55)) can be
derived.

Finally, based on the results (A6) and (A21), by substituting
(A4) and (A5) into (A3), the MSE(θ̂k ) and MSE(r̂k ) of the esti-
mated θ̂k in (50) and r̂k in (51) can be established immediately.�
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[77] P. Stoica, T. Söderström, and F. Ti, “Overdetermined Yule-Walker es-
timation of frequencies of multiple sinusoids: Some accuracy aspects,”
Signal Process., vol. 16, no. 2, pp. 155–174, 1989.
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