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A B S T R A C T

A fundamental requirement for designing compression artifact reduction techniques is to restore the artifact
free image from its compressed version regardless of the compression level. Most existing algorithms require
the prior knowledge of JPEG encoding parameters to operate effectively. Although there are works that attempt
to train universal models to deal with different compression levels, some JPEG quality factors (QF) are still
missing. To overcome these potential limitations, in this paper, we present a generalized JPEG-compression
artifact reduction framework that relies on improved QF estimator and rectified networks to take into account
all possible QF values. Our method, called a generalized compression artifact reducer (G-CAR), first predicts
QF by analyzing luminance patches with high activity. Then, based on the estimated QF, images are adaptively
restored by the cascaded residual encoder–decoder networks learned in multiple domains. Results tested on
six benchmark datasets demonstrate the effectiveness of our proposed model.
1. Introduction

With the rapid development of modern cameras and digital imaging
technology, billions of images/videos are captured, stored, and shared
on the Internet every day. These images/videos have to be compressed
for transmission and storage in order to save both bandwidth and
in-device resources. Apart from a few cases where lossless compres-
sion is adopted (e.g., medical imaging and technical drawing), lossy
compression, such as JPEG [1] and JPEG2000 [2], has been widely
used (e.g., online education, entertainment video streaming, wireless
surveillance, remote conference, etc.) to achieve a much higher com-
pression ratio. These coding algorithms generally work by quantizing
and encoding images in the transform domain, giving rising to code
streams that mostly contain zero-value coefficients, and hence encode
images via limited amount of data. For example, the discrete cosine
transform (DCT) is used in JPEG while the discrete wavelet transform
(DWT) is used in JPEG2000. Quantization of these DCT or DWT co-
efficients produces inaccurate superpositions of the respective basis
functions, which ultimately manifest as undesired image artifacts such
as blockiness, ringing, and blurring that are especially visible at low-
bit rates. JPEG2000 typically suffers from blurring due to the loss of
high-frequency components whereas JPEG suffers from blocking due to
the individual treatment of adjacent coding blocks. These compression
artifacts are not only visually unpleasant, but also have a negative
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impact on various image processing and computer vision algorithms
that take compressed images as input. Thus, algorithms which can
effectively reduce the amount or visibility of compression artifacts in
images/videos are in great demand.

In this paper, we focus on reducing compression artifacts in JPEG
compressed images. Although a large number of image restoration
algorithms have been reported to successfully remove the different
kinds of noise and blur artifacts in images (see [3,4] for a survey),
designing restoration techniques to combat JPEG compression artifacts
still remains quite challenging. This is due to the fact that the non-
linearity of quantization makes the resulting noise non-stationary and
signal dependent [5]. For example, after quantization, banding effects
become visible in smooth regions and ringing artifacts appear around
sharp edges. Moreover, in comparing with JPEG2000 that typically
introduces ringing and blurring artifacts to images, JPEG additionally
introduces a very distinct compression artifact, the blocking artifact,
which occurs due to the independent process of non-overlapping 8 × 8
image blocks and consequently the boundaries between coding blocks
become discontinuous. Thus, restoration algorithms (e.g., [6–9]) that
model quantization noises as signal independent often perform less
effectively on compressed images.

To overcome the blocking artifact problem, a number of
deblocking/soft-decoding approaches have been proposed. Among
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these approaches, one idea is to perform filtering operations along
boundaries in the spatial and/or transform domain. Typical spatial-
domain filtering algorithms (e.g., [10–12]) select a filtering mode
according to the pixel behavior of the block boundary and then ap-
ply one-dimensional (1-D) horizontal and vertical filtering or two-
dimensional (2-D) spatially adaptive filtering across different image
regions. Other spatial-domain algorithms include employing postfilter-
ing in shifted windows of image blocks [13], non-linear space-variant
filtering [14], adaptive nonlocal means filtering [15], adaptive bilateral
filtering [16], etc.

In comparison, transform-domain filtering approaches directly ad-
just DCT coefficients. Such algorithms include that considers the corre-
lation between boundary pixel values of two neighboring blocks [17,
18], the masking effect in the human visual system (HVS) [19], the
local ac coefficient regularization of shifted blocks [13], the local visi-
bility measure of blocking artifacts at block edges [20], and the optimal
correction of the DCT coefficients [21], etc. As the other approach,
the JPEG process itself is employed to reduce the compression artifacts
by reapplying JPEG compression to the various shifted versions of the
compressed image and then average the reapplied results [22,23].

Another type of the deblocking/soft-decoding approach treats com-
pression artifact reduction as an ill-posed inverse problem, where the
prior knowledge about high-quality images, compression algorithms,
and compression parameters is employed to guide the restoration pro-
cess [24]. Typical image priors include: the field of experts prior [25],
the low-rank prior [26–28], the quantization constraint prior [29,30],
non-local similarity [9,31], the sparse representation prior [32–36],
etc. Moreover, some approaches employ more than one image prior
to restore compressed images. For example, the sparse representation
and quantization constraint priors were used in [37–40]; the low-rank
and quantization constraint priors were used in [41]; the Laplacian
prior, sparsity prior, and graph-signal smoothness prior were used
in [42]. However, as mentioned in [24], most of the image-prior-
based deblocking algorithms are time-consuming due to the complex
optimization process.

With the wide/spread utilization of deep learning techniques in
recent years, a third type of the deblocking/soft-decoding approach has
appeared, which relies on a deep convolutional neural network (CNN)
as well as some traditional image transforms, priors, and constraints.
After the first CNN-based deblocking algorithm (ARCNN [43]) was
proposed, successive works have mainly focused on two important
issues: better network architectures and better utilization of the trans-
form domain information. For example, the feed-forward denoising
CNN (DnCNN) was proposed in [44]; the residual encoder–decoder
network (RED-Net) was proposed in [45]; the compression artifact
suppression CNN (CAS-CNN) was proposed in [46]; the one-to-many
network was proposed in [47]; the trainable nonlinear reaction dif-
fusion (TNRD) model was proposed in [48]; the persistent memory
network (MemNet) was proposed in [49]; the scalable CNN (S-Net)
was proposed in [50]; the deep convolutional sparse coding (DCSC)
network was proposed in [51]; the deep residual auto-encoder was
proposed in [52]; the generative adversarial networks (GANs) [53]
were employed in [54–56], and so forth. As JPEG compression is not
optimal, image transforms such as DCT and DWT were also embedded
in the network design to further explore and utilize the redundant
information neglected by the JPEG encoder. Consequently, some dual-
domain deblocking models such as D3 [5], DMCNN [57], DDCN [58],
MWCNN [59], and DPW-SDNet [24] have been proposed. Meanwhile,
to generate visually-comfortable restoration results, various loss func-
tions such as adversarial loss [60,61], structure similarity (SSIM [62])
loss, perceptual loss [63,64], edge emphasized loss [65], and JPEG
loss [47] were employed for network training.

Despite the promising results achieved thus far, one important
issue neglected by most existing approaches is the fact that in most
cases the encoding parameter of a compressed image is unknown.
2

Since most deblocking algorithms require this information to operate
effectively, their practical applications are restricted. To the best of our
knowledge, among the CNN-based deblocking approaches, only a few
works attempt to address this issue. One is the DnCNN model [44]
which was trained on compressed images with quality factors (QFs)
ranging from 5 to 99. The other one is the multiple GANs model [55]
which operates by incorporating a QF estimator such that different
GANs are applied based on different estimated QF values. Though
effective, both models suffer from potential limitations. For example,
since DnCNN was trained on compressed images with a wide range
of QF values, larger restoration errors might occur as compared with
training the same model on images with a single fixed QF value. In
comparison, although in [55] each generator of GANs was trained on
images with fixed QF values, the algorithm performance is influenced
by the accuracy of the QF estimator. Also, the compression artifacts of
images corresponding to other QF values not observed in the training
data may not be effectively removed, especially when QF value is
small (i.e., images are heavily compressed), because the algorithm
always employs a generative model whose trained QF is closer to the
output of the QF estimator to perform the deblocking task. Finally,
both models operate in the pixel domain only, while many existing
works (e.g., [24,38,58], etc.) suggest that incorporating analyses in
other domains (e.g., DCT or DWT) can possibly benefit the restoration
performance.

Based on the abovementioned points, in this paper we propose a
generalized JPEG compression artifact reduction framework based on
learning a cascaded residual encoder–decoder network (CRED-Net) in
the pixel, DCT, and DWT domains. Our method, called a generalized
compression artifact reducer (G-CAR), operates via two main stages:
(1) JPEG-compression quality factor estimation; and (2) QF-specific
compression artifact reduction, as shown in Fig. 1. In the first stage,
the luminance channel (Y channel of the YCbCr space) of an image is
divided into non-overlapping patches, and patches with high activity
are selected for QF estimation. The QF of the whole image is then
computed as the rounded average of all estimated QF values. In the
second stage, corresponding multi-domain CRED-Nets are applied to
the Y channel and corresponding CbCr-Nets are applied to the Cb and
Cr channels to perform the compression artifact reduction task. Specif-
ically, for Y channel restoration, if the estimated QF equals one of the
predefined values or fall into one of the predefined ranges (please refer
to Section 2.2.3 for more details), then a single corresponding multi-
domain CRED-Net is directly applied to obtain the deblocking result.
Otherwise, the multi-domain CRED-Net is first applied, and then its
output along with the original input are fed into another CRED-Net for
further restoration. These additional CRED-Nets (also called rectified
networks) are trained on images with small QF variations (e.g., QF ∈
[8, 9], [11, 14], 𝑒𝑡𝑐.) to overcome the potential limitation that a single
network cannot effectively address images with all compression levels.
For Cb and Cr channels restoration, the optimal CbCr-Net is applied
based on investigating the specific range into which the estimated QF
value falls. Finally, the restored Y, Cb, and Cr channels are converted
back to the RGB space to produce the restored image.

Compared with existing deblocking approaches, our method has
several appealing properties. First, it is a blind and generalized frame-
work, meaning that the algorithm requires no prior knowledge of
the encoding parameters. Like [55], we also trained a QF estimator
to indicate compression quality. However, different from [55], our
method on the one hand focuses on quality-relevant regions (instead
of all image patches) for more accurate QF estimation. On the other
hand, we additionally train rectified networks to take into account all
compression levels and perform restoration on both color and grayscale
images. Second, learning compression artifact reduction models in
multiple domains allows us to explore the spatial redundancies, fre-
quency redundancies, and spatial-frequency redundancies at the same
time to gain better restoration performance. As claimed in [58], the
non-linear representation of the DCT-domain patches afforded by us-

ing a CNN can help discover and utilize redundancies in the DCT
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Fig. 1. A block diagram of the proposed G-CAR framework. Note that ‘‘Condition 1’’ denotes that the estimated QF equals one of the predefined values or falls into one of the
predefined ranges. See Section 2.2.3 for more details.
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domain (e.g., the inter-DCT-block correlations), but DCT coefficients
mainly contain global information and do not respect the spatial con-
tinuity property of normal images. Thus, we also employ pixel and
wavelet domain analyses to recover the high-frequency details, espe-
cially considering that the DWT can capture both the frequency and the
location information of an image. Finally, compared with U-Net [66]
and RED-Net [45] that have been widely used in image restoration
and segmentation tasks, the proposed CRED-Net architecture has the
advantage of learning residual feature maps at different image scales.
Experimental results demonstrate the advantages of our model over
other recent state-of-the-art deblocking methods.

The rest of the paper is organized as follows. Section 2 describes
details of the proposed G-CAR framework. In Section 3, we analyze
and discuss the performance of the proposed model on various JPEG-
compressed images. General conclusions are presented in Section 4.

2. Algorithm

The goal of compression artifact reduction is to recover from a
compressed image I𝐶 an artifact free image I𝑅 which is as similar
as possible to the original uncompressed image I. Let I𝐶 = 𝐴(I),

here 𝐴(⋅) denotes a compression-decompression algorithm. Then, the
roblem of compression artifact reduction can been treated as to seek
n inverse function 𝐺 = 𝐴−1 to satisfy 𝐺(I𝐶 ) ≈ I. Different compression
lgorithms have different 𝐴, resulting in different compression artifacts.
or JPEG, the original uncompressed image is first divided into 8 × 8

coding blocks, and each block undergoes the DCT transform. Then,
each of the 64 DCT coefficients is quantized by referring to a 64-
element quantization table controlled by a quality factor (QF). Different
quantization tables can give rise to different compression levels, and
it is this quantization step that produces a combination of various
compression artifacts: blockiness, ringing, and blurring. As mentioned
previously, the QF value of a compressed image is often unknown to
a deblocking algorithm. Thus, in this paper, we propose a general-
ized JPEG-compression artifact reduction model, which decouples the
compression artifact reduction task into two subtasks: (1) compression
quality factor estimation and (2) QF-specific compression artifact re-
duction, as shown in Fig. 1. We provide details for each stage in the
following subsections.

2.1. Compression quality factor estimation

The first stage of G-CAR is to perform JPEG-compression quality fac-
tor estimation. To this end, the Y channel of a test image is divided into
non-overlapping blocks, and the QF value of each block is evaluated
by a QF estimator which is a fully convolutional model. As shown in
Table 1, the network consists of four types of layers: (1) convolutional
3

layer (Conv); (2) convolutional layer followed by Rectified Linear Unit G
Table 1
Network structure of the proposed QF estimator.

Layer Kernel size Stride Padding Output size

Conv 11 × 11 1 0 134 × 134 × 64
Conv 7 × 7 1 0 128 × 128 × 64
Conv+ReLU 3 × 3 1 1 128 × 128 × 128
Conv+ReLU 3 × 3 2 1 64 × 64 × 128
Conv+ReLU 3 × 3 1 1 64 × 64 × 256
Conv+ReLU 3 × 3 2 1 32 × 32 × 256
Conv+ReLU 3 × 3 1 1 32 × 32 × 512
Conv+ReLU 3 × 3 2 1 16 × 16 × 512
AvgPool – – – 1 × 512
FC – – – 1 × 1024
FC – – – 1 × 1024
FC – – – 1 × 1

(ReLU) for nonlinearity (Conv + ReLU); (3) average pooling layer
(AvgPool); and (4) fully connected (FC) layer. For the first and second
convolutional layers, 64 convolution filters of size 11 × 11 × 1 and
7 × 7 × 64 are respectively used to generate 64 feature maps. Then

e apply six Conv+ReLU layers using a kernel size of 3 × 3 pixels
nd one pixel padding for high-level feature extraction. Next, average
ooling is applied to collapse each feature map into a scalar, and two
ully connected layers which respectively have 512 and 1024 nodes are
ubsequently used. The last layer is a simple linear regression with a
ne dimensional output that gives the QF value. Given an image patch
f size 144 × 144 pixels, the dimensions of the output of each layer
re shown in Table 1. The network is trained on a large number of
mage patches with random compression levels using L1 loss, which is
omputed over the predicted and ground-truth QF values.

After obtaining the QF value of each patch, a pooling operation
as to be applied to collapse all values into a scalar. As in most cases
he flat region of an image cannot represent JPEG compression quality
roperly (because JPEG compression often eliminates high-frequency
etails of an image while flat regions mainly consist of low-frequency
omponents), patches with sharper edges/textures are selected. To this
nd, we compute local standard deviation (LSD) of the image, and then
elect image patches whose average LSD values are between the top
0% and top 50% of all the patches considered for QF estimation.

Specifically, the LSD of a grayscale image 𝐼(𝑖, 𝑗) is computed by

(𝑖, 𝑗) =

√

√

√

√

𝐾
∑

𝑘=−𝐾

𝐿
∑

𝑙=−𝐿
𝜔𝑘,𝑙(𝐼𝑘,𝑙(𝑖, 𝑗) − 𝜇(𝑖, 𝑗))2, (1)

here

(𝑖, 𝑗) =
𝐾
∑

𝑘=−𝐾

𝐿
∑

𝑙=−𝐿
𝜔𝑘,𝑙𝐼𝑘,𝑙(𝑖, 𝑗) (2)

nd 𝜔𝑘,𝑙(𝑘 = −𝐾,… , 𝐾; 𝑙 = −𝐿,… , 𝐿) is a 2D circularly-symmetric

aussian weighting function sampled out to 1.5 standard deviations
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Fig. 2. Architecture of the multi-domain CRED-Net.
𝑦

and rescaled to unit volume; 𝐼𝑘,𝑙(𝑖, 𝑗) = 𝐼(𝑖 + 𝑘, 𝑗 + 𝑙) denotes the local
image pixel value; 𝐾 and 𝐿 represent the normalization window sizes.
As in [62], we also define 𝐾 = 𝐿 = 5. Let 𝑄𝐹𝑖 (𝑖 = 1, 2,… , 𝑁) denote
the estimated QF value of each patch, and 𝑁 denote the total number
of all the selected patches. Then, the QF value of the overall image is
computed by

𝑄𝐹 = Round
(

1
𝑁

𝑁
∑

𝑖=1
𝑄𝐹𝑖

)

, (3)

where Round(⋅) denotes a rounding function.

2.2. QF-specific compression artifact reduction

The second stage of G-CAR is to perform the QF-specific com-
pression artifact reduction. To this end, we propose an end-to-end
multi-domain CRED-Net whose overall architecture is shown in Fig. 2.
As shown in Fig. 2, a compressed image is mapped to an artifact free
image via a DCT-domain auto-encoder, a DWT-domain auto-encoder, a
CRED-Net, and a skipped summation connection which transforms the
connectivity of the input and output to allow the residual learning. The
DCT-domain auto-encoder attempts to recover the DCT coefficients of
the ground truth, while the DWT-domain auto-encoder aims to restore
the high-frequency details. The CRED-Net combines the two branches
as well as the input compressed image to generate the residuals. Note
that both the DCT and DWT domain auto-encoders share the same
network structure; the only difference is the dimensions of the input
and output. Also note that an additional CRED-Net is employed for fur-
ther rectification when the estimated QF neither equals any predefined
values nor falls into any predefined ranges (as shown in Fig. 1). We
provide details of each component as follows.

2.2.1. DCT/DWT-domain auto-encoder
The architecture of the auto-encoder network is shown in Fig. 3, and

the same structure is applied for both the DCT and DWT coefficients.
As shown, the proposed auto-encoder contains one convolutional layer
as the encoder, one convolutional layer as the decoder, and three
dilated convolution layers in the middle for feature extraction in a
larger receptive field. Both the encoder and decoder layers contain
convolutions with 3 × 3 filters using one-pixel stride and one-pixel
padding. The three dilated convolution layers also contain convolutions
with 3 × 3 filters using one-pixel stride, but with different padding and
dilation factors. Each convolutional layer is followed by a parametric
rectified linear unit (PReLU) layer, and the number of convolutional
filters for all layers in the auto-encoder is 64.

A dilated convolution applies the same filter at different ranges
using different dilation factors, and has the advantage of supporting
exponentially expanding receptive fields without losing resolution or
coverage. For example, combining 𝑛 discrete 3 × 3 filters can reach a
(2𝑛+1 − 1) × (2𝑛+1 − 1) receptive field size if the dilation factors are set
to be 1, 2, 4, ⋯ , 2𝑛−1, respectively. After being first presented in [67],
dilated convolution has been widely used in many vision tasks such
as image segmentation (e.g., [68–70]), super-resolution (e.g., [71–73]),
denoising (e.g., [74–76]), and object detection (e.g., [77–79]), etc. In
this work, we set the dilation factors as 2, 4, and 8 for the three dilated
convolution layers, respectively, to capture more compression artifact
information of the compressed image.
4

For the DCT branch, a compressed image is first divided into a set
of overlapping 8 × 8 blocks, and the DCT coefficients of each block
are processed by the DCT-domain auto-encoder. As claimed in [38],
extracting overlapping blocks at arbitrary positions that misalign with
DCT coding block boundaries is very important in destroying the arti-
ficial block structures of JPEG compression method and thus effective
in removing the notorious DCT blocking artifacts. To apply the DCT
on overlapping blocks, in this work, a sliding window is moved across
the image (or image patch) horizontally and vertically with one pixel
stride, and image regions outside the window are cut off. As illustrated
in Fig. 4, starting from the top-left pixel of the image, the window
moves 64 times in an 8 × 8 squared manner, which results into 64
cropped images. Note that the height and width of the window should
be integer multiples of eight to accommodate the 8 × 8 DCT, and also
be large enough to cover most of the image. In this work, given an
image of 𝑊 ×𝐻 pixel size, the window size is set to be (⌊𝑊 ∕8⌋ ⋅ 8 − 8)×
(⌊𝐻∕8⌋ ⋅ 8 − 8), where ⌊⋅⌋ denotes the round-down operation. Then,
the DCT is applied to each cropped image and the associated 64 DCT
coefficient maps are concatenated and fed into the auto-encoder.

Following [57,58], a DCT Rectify Unit (DRU) is employed to con-
strain the DCT coefficient values by referring to the JPEG-specific
priors. Specifically, let 𝑥(𝑢, 𝑣) denote the DCT coefficient of a com-
pressed image, and 𝑦(𝑢, 𝑣) denote the corresponding DCT auto-encoder
output, where 𝑢 and 𝑣 are indices in the DCT domain. Then, the rectified
DCT coefficient 𝑦̃(𝑢, 𝑣) can be estimated by

̃(𝑢, 𝑣) =

⎧

⎪

⎨

⎪

⎩

𝑦(𝑢, 𝑣) −𝑄(𝑢, 𝑣)∕2, 𝑦 < 𝑥(𝑢, 𝑣) −𝑄(𝑢, 𝑣)∕2
𝑦(𝑢, 𝑣) +𝑄(𝑢, 𝑣)∕2, 𝑦 > 𝑥(𝑢, 𝑣) +𝑄(𝑢, 𝑣)∕2

𝑦(𝑢, 𝑣), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(4)

where 𝑄 is the quantization table. Finally, the rectified output of
the DCT auto-encoder is transformed back to the pixel domain by an
inverse DCT (IDCT).

For the DWT branch, four filters (f𝐿𝐿, f𝐿𝐻 , f𝐻𝐿, f𝐻𝐻 ) corresponding
to the Daubechies 3 (db3) wavelet are convolved with the compressed
image and the convolution results are then downsampled to obtain
the four subband images. The wavelet subband coefficients are then
concatenated and fed into the DWT-domain auto-encoder for high-
level feature extraction. By concatenating the four wavelet subbands,
the high-frequency components corresponding to the three different
orientations are fused with the low-pass filtered image while still
keeping the spatial consistency among them. Finally, a 2D inverse DWT
(IDWT) is performed on the four feature maps output by the auto-
encoder to produce the wavelet domain estimation, which is of the
same dimension as the input image.

The DCT-domain and DWT-domain branches run in parallel. To
better combine their capabilities as well as to exploit the pixel-domain
redundancies, the output feature maps of the two branches and the
original input image are concatenated. Note that given a 𝑊 ×𝐻 input
image, the DCT branch outputs (⌊𝑊 ∕8⌋ ⋅ 8 − 8) × (⌊𝐻∕8⌋ ⋅ 8 − 8) × 64
feature maps. Thus, the IDWT output and the original input have to be
cropped to the same width and height as the IDCT output before con-
catenation. In this paper, we simply crop the top-left (⌊𝑊 ∕8⌋ ⋅ 8 − 8) ×
(⌊𝐻∕8⌋ ⋅ 8 − 8) pixels of the IDWT output and the original input image,
and the concatenated 66-channel tensor are then fed into the CRED-Net
for further processing.
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Fig. 3. Architecture of the auto-encoder network. Note that ‘‘sx’’ denotes stride = x, and ‘‘px’’ denotes padding = x.
Fig. 4. Illustration of applying DCT on overlapped image blocks.
2.2.2. CRED-Net
The network architecture of CRED-Net is shown in Fig. 5 which

consists of two subnetworks; each subnetwork contains convolutional
and deconvolutional layers in the encoder and decoder with shortcut
connections. The PReLU layer comes after each convolutional layer to
introduce nonlinearity to the network, and a 2 × 2 average pooling
operation with stride 2 is applied after PReLU for downsampling.
Fractionally-strided convolutions (or namely ‘‘deconvolution’’) are ap-
plied to the feature maps in every downsampled layer in the encoder,
and the upsampled output is processed by two successive convolutional
layers after being added by the high-resolution features from the scale-
by-scale contracting path. For feature maps in a specific downsampled
layer in the encoder, the deconvolution operation repeats the same
number of times as that of downsampling. Thus, the decoder outputs
feature maps containing multi-scale information in the encoder. These
5

feature maps are concatenated and fed into a subsequent network as
the input, and in this way the two subnetworks are cascaded.

Apart from the first and last layers that contain convolutions with
9 × 9 and 5 × 5 filters, respectively, all other layers contain convolu-
tions with 3 × 3 filters using one-pixel stride and one-pixel padding
to keep the dimension consistent with the previous feature maps.
Consequently, the two subnetworks in CRED-Net can be formulated in
the same way as follows. Let 𝑥𝑖,𝑗 denote the output of each double-
convolution operation in the first subnetwork, where 𝑖 indexes the
downsampling layer along the encoder and 𝑗 indexes the upsampling
layer along the decoder, as shown in Fig. 5. The stack of feature maps
represented by 𝑥𝑖,𝑗 is computed as

𝑥𝑖,𝑗 =

{

𝐹
(

𝑥𝑖−1,𝑗
)

, 𝑗 = 0
( 𝑖,0 𝑖+1,𝑗−1 ) (5)
𝐹 𝑥 + 𝑈 (𝑥 ) , 𝑗 > 0
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Fig. 5. An architecture of the CRED-Net.
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here 𝐹 (⋅) denotes the two 3 × 3 convolution operations each followed
y PReLU; and 𝑈 (⋅) denotes the 2 × 2 deconvolution operation using
wo-pixel stride and zero padding. The input feature maps of the second
ubnetwork (denoted by 𝑦0,0) can be computed by

0,0 = 𝐹
(

[

𝑥0,𝑗
]3
𝑗=1

)

(6)

here [⋅] denotes the concatenation operation. The output of the con-
olutional layers in the second subnetwork can be computed the same
ay as in Eq. (5). Accordingly, given a 144 × 144 × 1 training image
atch, after the patch is processed by the aforementioned DCT/DWT-
omain auto-encoder, the input of CRED-Net is 136 × 136 × 66, and the
imension of each layer output in CRED-Net is illustrated in Fig. 5. The
ast layer uses convolution with 5 × 5 filters with two-pixel refection
adding, and thus the output is 128 × 128 × 1. Note that although
e analyze CRED-Net by assuming an input of 144 × 144 × 1 pixels,

mages of any size can be processed by the network as long as the
idth and height of the input are an integral multiple of eight. Thus,

n the testing stage, images are cropped with the rightmost and bottom
ixels abandoned (instead of being resized) in order to meet the shape
equirement as well as to preserve the original compression artifacts.

Although the shape of each subnetwork in CRED-Net is similar to U-
et [66], CRED-Net modifies U-Net in three aspects to achieve better
eblocking performance: (1) Instead of fusing feature maps from the
ncoder and decoder via concatenation/stacking generally adopted in
-Net, we use residual connections which can help avoid the gradient
anishing problem during training when the network goes deep. (2)
nlike U-Net whose decoder has only one branch of output, each

ubnetwork in CRED-Net has three branches before concatenation in
he decoder, where different branches represent information collected
rom different layers in the encoder corresponding to different image
cales. As claimed in [80], image restoration is a low-level task which is
upposed to require both a relatively shallow network for detail preser-
ation and a deep network to describe the complicated relationship
etween the input and output. The proposed CRED-Net meets both
equirements by adopting a multi-scale U-Net structure and a residual
onnection strategy; (3) PReLU is applied in the network instead of
eLU to avoid the dead ReLU problem in some extreme situations.

.2.3. Compression artifact reduction
As mentioned in Section 1, most existing deblocking algorithms

equire the encoding parameter of a compressed image to operate
ffectively. To release this dependence, we employ the strategy in [55]
hich (1) predicts the encoding parameter first by utilizing a QF
stimator, and then (2) selects the appropriate model to perform the
6

deblocking task. To this end, we train multi-domain CRED-Nets corre-
sponding to seven predefined QF values (5, 10, 20, 30, 40, 60, and 80).
As shown in Fig. 6 in Section 3.3, the restoration performance of using
any individual multi-domain CRED-Net will drop when input images
are compressed with QF values different from the seven predefined
values. Also, such a performance drop is significant when the QF value
is small (e.g., QF = 5), but insignificant when the QF value is large
(e.g., QF = 40). This is due to the fact that for smaller QF, even a minor
QF variation (e.g., 5 ± 1) can cause a major change in the compression
artifact intensity, while this is not the case for larger QF values.

To build a generalized compression artifact reduction framework
that can effectively deal with any JPEG-compressed image, we propose
to additionally train the rectified network (R-Net) whose main task is
to perform fine rectification such that the performance drop observed
in Fig. 6 can be compensated. Specifically, we train eight rectified
networks corresponding to the eight QF ranges: [1, 4], [6, 7], [8, 9],
11, 14], [15, 19], [21, 24], [25, 29], and [86, 95]. These ranges were chosen
ased on QF values of the cross points of the neighboring curves
n Fig. 6. When the estimated QF falls into the range [30, 85], we
imply employ a single multi-domain CRED-Net trained on the nearest
redefined QF value to give the result directly, because the performance
rop is acceptable as compared with the increased model complexity.
ccordingly, the models selected for dealing with different Y-channel
ompressed images are listed in Table 2, in which QF𝑒𝑠𝑡 denotes the
stimated QF value of the image, and the QF value in bracket indicates
he compression level of images on which the network was trained.

The rectified network shares almost the same architecture as that
f CRED-Net with the following differences: (1) the dimension of the
etwork input is 128 × 128 × 2 instead of 136 × 136 × 66, and
ccordingly there is a four-pixel padding in the first 9 × 9 convolution
ayer to keep the dimensions consistent; (2) the number of average
ooling operations in the encoder has been increased to four to deal
ith the more difficult restoration task caused by various compression

evels. The training data of the network consists of distorted image
atches which are concatenated as one 128 × 128 × 2 tensor and
he corresponding reference patch set as the target. The two-channel
ensor contains one channel from the output of the corresponding
ulti-domain CRED-Net and the other channel from the original input.
y exploring both the original input and the intermediate deblocking
esult, the rectified network is able to produce decent rectifications for
arious levels of compression.

To enable our model to work for color images, we also train net-
orks to perform restoration tasks on Cb and Cr channels. As shown

n Fig. 1, the proposed CbCr-Net consists of a residual CRED-Net which
akes all the three channels (Y, Cb, and Cr) as input, and outputs a
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Table 2
Models selected for dealing with Y channel images of different compression levels.

Compressed image Model selected

QF𝑒𝑠𝑡 ∈ [1, 4] Multi-domain CRED-Net (QF = 5) + R-Net (QF ∈ [1, 4])
QF𝑒𝑠𝑡 = 5 Multi-domain CRED-Net (QF = 5)
QF𝑒𝑠𝑡 ∈ [6, 7] Multi-domain CRED-Net (QF = 5) + R-Net (QF ∈ [6, 7])
QF𝑒𝑠𝑡 ∈ [8, 9] Multi-domain CRED-Net (QF = 10) + R-Net (QF ∈ [8, 9])
QF𝑒𝑠𝑡 = 10 Multi-domain CRED-Net (QF = 10)
QF𝑒𝑠𝑡 ∈ [11, 14] Multi-domain CRED-Net (QF = 10) + R-Net (QF ∈ [11, 14])
QF𝑒𝑠𝑡 ∈ [15, 19] Multi-domain CRED-Net (QF = 20) + R-Net (QF ∈ [15, 19])
QF𝑒𝑠𝑡 = 20 Multi-domain CRED-Net (QF = 20)
QF𝑒𝑠𝑡 ∈ [21, 24] Multi-domain CRED-Net (QF = 20) + R-Net (QF ∈ [21, 24])
QF𝑒𝑠𝑡 ∈ [25, 29] Multi-domain CRED-Net (QF = 30) + R-Net (QF ∈ [25, 29])
QF𝑒𝑠𝑡 ∈ [30, 34] Multi-domain CRED-Net (QF = 30)
QF𝑒𝑠𝑡 ∈ [35, 49] Multi-domain CRED-Net (QF = 40)
QF𝑒𝑠𝑡 ∈ [50, 69] Multi-domain CRED-Net (QF = 60)
QF𝑒𝑠𝑡 ∈ [70, 85] Multi-domain CRED-Net (QF = 80)
QF𝑒𝑠𝑡 ∈ [86, 95] Multi-domain CRED-Net (QF = 80) + R-Net (QF ∈ [86, 95])

two-channel feature map representing the restored Cb and Cr channels
via a 3 × 3 convolution operation. The purpose of incorporating the

channel as input is to make use of the structure/texture information
n luminance to help guide the restoration of the color components.
pecifically, we train eight CbCr-Nets corresponding to eight QF ranges:
1, 5], [6, 10], [11, 20], [21, 30], [31, 40], [41, 55], [56, 75], and [76, 95], and
he optimal CbCr-Net is chosen based on the range into which the
stimated QF value falls. Different from that being used for recovering
he Y channel image, the CRED-Net used for the Cb and Cr channels
utput 64 (instead of 128) feature maps in each convolution layer
o save model complexity, as the Cb and Cr components are less
erceptible.

.2.4. Loss function
As mentioned previously, the goal of compression artifact reduction

s to recover from a compressed image I𝐶 an artifact free image I𝑅
hich is as similar as possible to the original uncompressed image I.
hus, the network is learned to minimize the difference between I𝑅 and
, which can be computed as a loss function. By referring to the previous
eblocking models, we adopt both pixel-wise mean square error (MSE)
oss and structural similarity (SSIM) [62] loss in our work.

The pixel-wise MSE loss is defined as

𝑀𝑆𝐸 = 1
𝑊𝐻

𝑊
∑

𝑖=1

𝐻
∑

𝑗=1

[

𝐼(𝑖, 𝑗) − 𝐼𝑅(𝑖, 𝑗)
]2 , (7)

where 𝐼(𝑖, 𝑗) and 𝐼𝑅(𝑖, 𝑗) denote the pixel values of spatial location (𝑖, 𝑗)
in I and I𝑅, respectively; 𝑊 and 𝐻 represent image width and height.

The pixel-wise MSE loss is effective in recovering the lower-
frequency component of an image, and thus is prone to cause blur in
restoration. To combat this issue, we additionally use SSIM loss defined
as

𝑙𝑆𝑆𝐼𝑀 = 1 − SSIM
(

I, I𝑅
)

, (8)

where SSIM
(

I, I𝑅
)

denotes the average value of SSIM
(

I, I𝑅
)

which is
computed by

SSIM(I, I𝑅) =

(

2𝜇I𝜇I𝑅 + 𝐶1

)(

2𝜎I𝜎I𝑅 + 𝐶2

)

(

𝜇2
I + 𝜇2

I𝑅
+ 𝐶1

)(

𝜎2I + 𝜎2I𝑅
+ 𝐶2

) , (9)

where 𝜇I∕I𝑅 and 𝜎I∕I𝑅 denote, respectively, the local mean and local
standard deviation of I∕I𝑅; 𝐶1 and 𝐶2 are two constants which take the
same values as in [62]. It has been demonstrated that SSIM achieves
better quality assessment performance than MSE, meaning that it is
more consistent with human visual perception of image similarity.

The overall loss function is a linear combination of the aforemen-
tioned two losses:
7

𝐿 = 𝑙𝑀𝑆𝐸 + 𝜆 ⋅ 𝑙𝑆𝑆𝐼𝑀 , (10)
where 𝜆 = 0.005 is a parameter used to adjust the weights of different
losses. We use the loss function defined in Eq. (10) to train the seven
multi-domain CRED-Nets and the eight rectified networks for the Y
channel image restoration. Also, we use pixel-wise MSE loss to train
the eight CbCr-Nets for the Cb and Cr channels restoration.

3. Experiments

In this section, we conduct experiments to demonstrate the effec-
tiveness of the proposed G-CAR framework in reducing JPEG compres-
sion artifacts. We also compare the performance of G-CAR with other
state-of-the-art deblocking/soft-decoding approaches.

3.1. Implementation details

3.1.1. Training data
The training data consists of 55,000 images selected from the MS-

COCO database [81], and 400 images collected from the Berkeley
segmentation database (BSD) [82]. Specifically, for training the QF
estimator, 45,000 pristine images were selected from the training set
of MS-COCO, and the Y channel of each image was compressed using
a random QF value which falls into the range [1, 95]. Note that we do
not consider images whose QF values are greater than 95 in this work,
as they contain distortions that are hardly perceived by human eyes.
Then, we extracted non-overlapping 144 × 144 patches from each of
the compressed Y channel images as the training data.

For training multi-domain CRED-Net, the same 45,000 MS-COCO
images, as well as 400 BSD images (200 from the training set and 200
from the validation set of BSD) were used. The same standard MATLAB
JPEG encoder was applied to the Y channel of the pristine image to
generate its JPEG-compressed version. As a result, for each of the seven
predefined QF values, 45,400 compressed images were generated. Non-
overlapping 144 × 144 patches were extracted from both the pristine
images and their corresponding compressed versions, and were used as
the training data.

For training the rectified network, 10,400 pristine images were
collected (10,000 images from the testing set of MS-COCO and an extra
400 from BSD) and their JPEG-compressed Y channels with varied QF
values were fed into the corresponding multi-domain CRED-Net. Then,
for each of the eight QF ranges, non-overlapping 128 × 128 patches
were extracted from the corresponding network output, which along
with their original compressed inputs and ground-truth, were used as
the training data.

For training CbCr-Net, the same 10,000 images were selected from
the testing set of MS-COCO, and the same standard MATLAB JPEG
encoder was applied to the Y, Cb, and Cr channels with varied QF
values to generate their JPEG-compressed versions. Consequently, for
each of the eight predefined QF ranges, 10,000 compressed images
with random QF values within the specific range were generated.
Then, non-overlapping 128 × 128 × 3 patches and their corresponding
ground-truths were extracted and used as the training data.

3.1.2. Parameter settings and network training
Experiments were conducted by using the PyTorch framework on a

workstation with a 12-core Intel Xeon 2.67 GHz CPU and an NVIDIA
GeForce GTX1080Ti GPU. The network parameters were initialized via
the He initializer [83] with values sampled from the uniform distri-
bution. The leaky slopes were initialized to 0.1 for PReLU. We used
the Adam algorithm [84] with an initial learning rate of 2 × 10−4 and
set the exponential decay rates for the first/second moment estimate
to 0.9 and 0.999, respectively. As for the other hyper-parameters of
Adam, the default settings were adopted. The learning rate was scaled
down by a factor of 0.75 after every 16,000 iterations for training
the multi-domain CRED-Net, rectified network, and CbCr-Net with a
batch size of 16, and linearly decreased to zero in 200 epochs for
training the QF estimator with a batch size of 64. As a hard-to-easy
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transfer, we first trained our model on image patches generated with
the smallest QF value/range. Then the model corresponding to a larger
QF value/range was trained based on the model corresponding to the
previous smaller QF value/range. The same strategy was applied to
train all networks except the QF estimator. It takes about two days
to train the QF estimator, two weeks to train the seven multi-domain
CRED-Nets, one week to train the eight rectified networks, and two
days to train the eight CbCr-Nets. Consequently, the whole G-CAR
framework takes about 25 days for training.

3.2. Algorithms and performance measures

We compared the proposed G-CAR framework with several state-of-
the-art deblocking algorithms: the local-edge-regeneration-based
method proposed by Golestaneh et al. [85], the dual-domain soft decod-
ing (D2SD) algorithm [38], the trainable nonlinear reaction diffusion
(TNRD) model [48], and five CNN-based methods (ARCNN [43], Fast
ARCNN [86], DnCNN [44], DMCNN [57], and MWCNN [59]).

Three criteria were used to measure the performance of each de-
blocking algorithm: (1) peak signal-to-noise ratio (PSNR), (2) PSNR-
B [87], and (3) SSIM [62]. The PSNR index estimates image quality
in terms of noise, while PSNR-B modifies PSNR by additionally taking
into account blocking. The SSIM index operates based on similarity
measurements of three elements: luminance, contrast, and structure.
It has been demonstrated in [87] that PSNR-B and SSIM correlate
well with subjective quality, and perform much better than PSNR
when blocking artifacts are present. Each of these measures was com-
puted between the original (pristine, uncompressed) image and its
corresponding deblocked image.

3.3. Overall quantitative results

To quantitatively evaluate the performance of G-CAR, we used
as testing data JPEG-distorted grayscale images generated by JPEG-
compressing-decompressing pristine images in five public benchmark
datasets: LIVE1 [88], CSIQ [89], BSD100 (100 images in the validation
set of BSD [82]), Classic5 (baboon, barbara, boats, lena, and peppers), and
Urban100 [90]. Specifically, for the restoration performance test with
known compression quality factors, we compressed the pristine images
in all five datasets by using the standard MATLAB JPEG encoder at
seven QF values: 5, 10, 20, 30, 40, 60, and 80. Note that some of these
QF values (e.g., 10 and 20, etc.) are taken into account by most of the
existing deblocking algorithms. To test the algorithm performance on
images with unknown compression quality factors, we used the JPEG-
compressed images whose QF values are less than 90 in the SD-IVL
database [91]. To specifically test the performance of G-CAR on images
with a wide range of compression quality factors, we used the pristine
images in the LIVE1 and BSD100 datasets, and compressed each of
them via the same method at QF values ranging from 1 to 95 (with
a step size of 1).

3.3.1. Restoration performance
Tables 3 and 4 show the three performance measures of G-CAR

and other deblocking algorithms tested on the aforementioned dataset
images compressed with known and unknown QF values, respectively.
Also included in the two tables are the PSNR, PSNR-B, and SSIM values
of the original JPEG-compressed images for reference. Results of the
best-performing deblocking algorithms are bolded in Table 3. Note
that D2SD was originally designed to work on square images, and
thus its testing results on LIVE1, BSD100, Urban100, and SD-IVL are
unavailable. Also note that ARCNN, FastARCNN, and MWCNN were
originally trained on images with QF equals 10, 20, 30, and 40 only,
and thus their results on other unknown QF values are not presented.
The same principle is applied to TNRD and DMCNN, which were
originally trained on images with QF ∈ {10, 20, 30} and QF ∈ {10, 20},
respectively. Among all algorithms considered, only DnCNN and G-CAR
8

were tested on SD-IVL, as both methods take into account all possible
QF values.

As can be seen from Tables 3 and 4, the proposed G-CAR framework
consistently provides either the best or second-best PSNR, PSNR-B, and
SSIM as compared with other deblocking algorithms. Specifically, for
the unknown QF case, G-CAR shows better results than DnCNN. For
the known QF case, G-CAR achieves the best performance in terms of
all three performance measures when tested on images with QF equals
5, 10, 60, and 80. On images with other QF values (20, 30, and 40), G-
CAR achieves the best performance in terms of PSNR-B and SSIM, and
competitive results with respect to the best method in terms of PSNR.
This finding holds across all of the tested datasets.

To demonstrate the effectiveness of our model over the wide range
of QF values, we show improvement curves of the averaged PSNR and
SSIM tested on LIVE1 and BSD100 in Fig. 6 (PSNR-B curves display
similar trends as PSNR). As can be observed, the performance gain
of each individual multi-domain CRED-Net drops when images with
different compression levels are presented, while the G-CAR framework
can achieve almost equally high performance over a wide range of QF
values.

3.3.2. 𝑄𝐹 Estimation performance
As we mentioned, the G-CAR framework was tested on JPEG-

compressed images generated by compressing the pristine images in
LIVE1 and BSD100 using QF values ranging from 1 to 95. Here, we
investigate the performance of the QF estimator by examining how
accurately these 95 QF values, each of which corresponds to 129
compressed images, can be predicted. Fig. 7 shows the mean (denoted
by ‘‘×’’) and maximum-minimum prediction error bars for each of the
95 QF values. Observe that our QF estimator can predict QF values of
most images quite accurately with the maximal prediction error being
±2. Note that the mean prediction error for QF = 2 is relatively larger
than the others. This is due to fact that there is only a very minor
difference between images compressed with QF = 1 and QF = 2, which
confuses the estimator. Also note that the estimator does not perform
quite as well when QF is larger than 90. This is due to the fact that
sufficiently large QF values will give rise to very minor compression
artifacts which confuses the estimator. Despite these potential errors,
the overall performance of G-CAR is not apparently affected, because
our framework relies on QF ranges, not exact QF values, to operate
effectively, owning to the employed rectified network.

3.4. Representative qualitative results

In this section, we provide visual comparisons of different deblock-
ing algorithms applied on both synthetic and real-world compressed
images. For the synthetic compressed case, we selected two represen-
tative pristine images from the LIVE1 and Classic5 datasets, and the
images were compressed with QF values of 10 and 20, respectively.
Figs. 8 and 9 show the input JPEG-distorted images as well as the
resulting deblocking results from G-CAR and the aforementioned algo-
rithms. Also included in the two figures are the ground-truth grayscale
images for reference. As can be observed, G-CAR tends to yield better
results than ARCNN, TNRD, and DnCNN. Compared with MWCNN and
DMCNN, G-CAR seems to do a better job in dealing with regions that
contain striped lines, which might be attributed to the multi-domain
and multi-scale analysis adopted in our method.

For the real-world compressed case, the input images were JPEG
images downloaded from the Internet. Fig. 10 shows three webpage
images, and the corresponding deblocking results obtained from the G-
CAR framework. As shown in Fig. 10(a), (c), and (e), there are some
minor yet annoying compression artifacts around the edge and texture
areas, and our approach can alleviate these artifacts to make the images
look more pleasant. Although we are able to show only a limited set of
demonstrative images, overall, G-CAR shows either highly competitive
or superior deblocking performance as compared to existing methods.
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Fig. 6. Averaged PSNR and SSIM gains obtained by applying G-CAR and individual multi-domain CRED-Net on JPEG-compressed images generated from the pristine images in
the LIVE1 [88] (a) and BSD100 [82] (b) databases. For each figure, the x-axis is the QF of the input and 𝑦-axis represents the corresponding performance gain where QF = 𝑁 (𝑁
= 5, 10, 20, 30, 40, 60, 80) denotes the multi-domain CRED-Net specifically trained on compressed images with QF = 𝑁 .

Fig. 7. Mean QF prediction errors and maximum-minimum error bars tested on LIVE1 and BSD100 dataset images compressed with a wide range of QF values. Note that the
symbol ‘‘×’’ on each bar represents the mean QF prediction error computed over 129 images; the top and bottom sides of each bar represent the maximal and minimal QF
prediction errors, respectively.

Fig. 8. Visual comparison of various deblocking methods applied on image bikes from the LIVE1 dataset [88] compressed with QF equals 10. The corresponding PSNR-B and SSIM
values are presented at the bottom of each restored image.
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Table 3
Quantitative results of the proposed G-CAR framework vs. competing methods on various images datasets measured in terms of three objective quality assessment measures averaged
over the images in each dataset.

QF Method LIVE1 [88] BSD100 [82] Classic5 CSIQ [89] Urban100 [90]

PSNR PSNR-B SSIM PSNR PSNR-B SSIM PSNR PSNR-B SSIM PSNR PSNR-B SSIM PSNR PSNR-B SSIM

5 JPEG 25.291 23.079 0.671 25.254 22.893 0.643 25.365 23.002 0.658 25.186 22.754 0.681 23.984 21.737 0.696
Golestaneh [85] 25.402 25.201 0.702 23.399 23.129 0.664 25.755 25.407 0.699 25.443 25.077 0.708 23.761 23.566 0.718
D2SD [38] – – – – – – 26.801 26.466 0.709 26.284 25.996 0.725 – – –
ARCNN [43] – – – – – – – – – – – – – – –
FastARCNN [86] – – – – – – – – – – – – – – –
TNRD [48] – – – – – – – – – – – – – – –
DnCNN [44] 26.715 26.590 0.722 26.555 26.389 0.688 27.079 26.978 0.721 26.676 26.520 0.739 25.904 25.791 0.767
MWCNN [59] – – – – – – – – – – – – – – –
DMCNN [57] – – – – – – – – – – – – – – –
G-CAR 27.335 27.311 0.744 26.956 26.933 0.706 27.702 27.695 0.744 27.351 27.347 0.762 27.089 27.046 0.805

10 JPEG 27.770 25.333 0.773 27.576 24.968 0.748 27.821 25.209 0.760 28.012 25.276 0.796 26.331 23.940 0.789
Golestaneh [85] 27.240 27.157 0.784 24.296 24.137 0.749 26.169 26.023 0.777 27.725 27.487 0.808 25.223 25.157 0.794
D2SD [38] – – – – – – 29.203 28.871 0.796 29.058 28.786 0.823 – – –
ARCNN [43] 28.958 28.684 0.808 28.739 28.382 0.778 29.034 28.757 0.793 29.228 28.911 0.829 28.061 27.806 0.837
FastARCNN [86] 28.927 28.481 0.809 28.745 28.234 0.780 29.034 28.509 0.795 29.215 28.655 0.831 28.040 27.511 0.839
TNRD [48] 29.145 28.876 0.811 28.790 28.462 0.780 29.282 29.038 0.799 29.456 29.144 0.834 28.405 28.079 0.846
DnCNN [44] 29.195 28.901 0.812 28.839 28.440 0.783 29.405 29.130 0.803 29.532 29.184 0.836 28.538 28.291 0.849
MWCNN [59] 29.694 29.321 0.825 29.172 28.693 0.792 30.008 29.591 0.819 29.906 29.472 0.843 29.781 29.347 0.873
DMCNN [57] 29.736 29.433 0.826 29.179 28.779 0.792 29.998 29.675 0.819 29.924 29.553 0.845 29.760 29.442 0.873
G-CAR 29.753 29.707 0.829 29.184 29.146 0.796 30.012 29.985 0.821 30.007 29.996 0.847 29.845 29.781 0.876

20 JPEG 30.072 27.566 0.851 29.725 26.972 0.832 30.123 27.501 0.834 30.530 27.683 0.868 28.572 26.188 0.858
Golestaneh [85] 28.510 28.507 0.852 25.460 25.433 0.822 27.117 27.090 0.837 29.576 29.537 0.871 27.068 27.063 0.856
D2SD [38] – – – – – – 31.459 31.154 0.855 31.509 31.236 0.885 – – –
ARCNN [43] 31.288 30.762 0.873 30.822 30.100 0.850 31.154 30.594 0.852 31.552 30.964 0.887 30.289 29.829 0.890
FastARCNN [86] 30.967 30.235 0.873 30.793 29.896 0.851 31.145 30.228 0.853 31.511 30.548 0.890 30.300 29.427 0.891
TNRD [48] 31.463 31.034 0.877 30.929 30.355 0.853 31.468 31.054 0.858 31.949 31.446 0.893 30.827 30.333 0.899
DnCNN [44] 31.589 31.070 0.880 31.046 30.293 0.857 31.631 31.192 0.861 32.100 31.501 0.896 31.011 30.606 0.902
MWCNN [59] 32.043 31.510 0.889 31.356 30.549 0.863 32.158 31.524 0.870 32.476 31.847 0.900 32.246 31.609 0.917
DMCNN [57] 32.081 31.502 0.888 31.323 30.519 0.863 32.124 31.497 0.869 32.442 31.752 0.901 32.055 31.338 0.915
G-CAR 32.070 31.998 0.890 31.353 31.282 0.866 32.172 32.108 0.871 32.503 32.487 0.902 32.265 32.151 0.919

30 JPEG 31.407 28.923 0.885 30.982 28.224 0.869 31.484 28.939 0.867 31.967 29.138 0.898 30.001 27.691 0.890
Golestaneh [85] 29.900 29.900 0.885 26.245 26.243 0.858 28.849 28.849 0.867 31.286 31.285 0.900 29.058 29.058 0.890
D2SD [38] – – – – – – 32.786 32.409 0.881 32.956 32.669 0.911 – – –
ARCNN [43] 32.674 32.140 0.904 32.142 31.424 0.886 32.506 31.976 0.881 33.149 32.601 0.915 31.936 31.494 0.917
FastARCNN [86] 31.896 30.987 0.900 31.895 30.728 0.882 32.246 31.122 0.878 32.746 31.466 0.914 31.476 30.302 0.913
TNRD [48] 32.836 32.280 0.906 32.223 31.485 0.887 32.777 32.236 0.884 33.409 32.761 0.918 32.350 31.737 0.922
DnCNN [44] 32.980 32.337 0.909 32.359 31.433 0.891 32.908 32.380 0.886 33.577 32.878 0.920 32.474 31.974 0.925
MWCNN [59] 33.455 32.808 0.915 32.674 31.678 0.895 33.434 32.620 0.893 33.986 33.263 0.925 33.728 32.921 0.936
DMCNN [57] – – – – – – – – – – – – – – –
G-CAR 33.475 33.346 0.916 32.669 32.565 0.897 33.391 33.215 0.893 33.986 33.951 0.925 33.733 33.558 0.937

40 JPEG 32.355 29.957 0.904 31.878 29.131 0.890 32.428 29.921 0.885 32.958 30.183 0.915 31.065 28.891 0.908
Golestaneh [85] 30.522 30.522 0.902 26.292 26.292 0.875 29.051 29.051 0.882 31.796 31.796 0.915 29.722 29.722 0.906
D2SD [38] – – – – – – 33.653 33.208 0.896 33.948 33.648 0.926 – – –
ARCNN [43] 33.613 33.112 0.920 32.996 32.241 0.904 33.324 32.793 0.895 33.958 33.405 0.928 32.799 32.422 0.930
FastARCNN [86] 32.944 32.080 0.920 32.835 31.648 0.906 33.150 32.075 0.897 33.664 32.500 0.930 32.586 31.670 0.930
TNRD [48] – – – – – – – – – – – – – – –
DnCNN [44] 33.957 33.284 0.925 33.272 32.238 0.909 33.770 33.231 0.900 34.566 33.839 0.934 33.495 32.975 0.938
MWCNN [59] 34.450 33.782 0.930 33.602 32.464 0.913 34.266 33.354 0.906 35.001 34.202 0.938 34.766 33.889 0.947
DMCNN [57] – – – – – – – – – – – – – – –
G-CAR 34.457 34.299 0.931 33.594 33.454 0.914 34.223 33.966 0.907 34.989 34.951 0.938 34.746 34.511 0.947

60 JPEG 33.984 31.793 0.929 33.428 30.833 0.919 33.962 31.566 0.910 34.610 32.022 0.937 32.913 30.967 0.933
Golestaneh [85] 30.825 30.825 0.923 26.831 26.831 0.898 28.585 28.585 0.901 32.567 32.567 0.933 30.580 30.580 0.926
D2SD [38] – – – – – – 35.010 34.424 0.917 35.598 35.257 0.945 – – –
ARCNN [43] – – – – – – – – – – – – – – –
FastARCNN [86] – – – – – – – – – – – – – – –
TNRD [48] – – – – – – – – – – – – – – –
DnCNN [44] 35.569 34.851 0.945 34.834 33.709 0.934 35.109 34.533 0.920 36.180 35.433 0.951 35.052 34.488 0.953
MWCNN [59] – – – – – – – – – – – – – – –
DMCNN [57] – – – – – – – – – – – – – – –
G-CAR 36.102 35.867 0.950 35.193 34.977 0.938 35.545 35.205 0.924 36.640 36.553 0.954 36.383 36.047 0.960

80 JPEG 36.873 35.258 0.958 36.287 33.625 0.953 36.443 34.432 0.938 37.459 35.373 0.961 36.687 35.409 0.964
Golestaneh [85] 31.214 31.214 0.946 26.394 26.394 0.918 27.722 27.722 0.920 33.389 33.389 0.952 31.525 31.525 0.951
D2SD [38] – – – – – – 37.191 36.364 0.942 38.329 37.775 0.966 – – –
ARCNN [43] – – – – – – – – – – – – – – –
FastARCNN [86] – – – – – – – – – – – – – – –
TNRD [48] – – – – – – – – – – – – – – –
DnCNN [44] 38.293 37.623 0.967 37.350 35.811 0.960 37.091 36.408 0.942 38.839 38.184 0.969 37.767 37.245 0.970
MWCNN [59] – – – – – – – – – – – – – – –
DMCNN [57] – – – – – – – – – – – – – – –
G-CAR 38.861 38.384 0.974 37.793 37.372 0.969 37.681 36.998 0.955 39.325 39.039 0.976 39.178 38.521 0.980
10
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Fig. 9. Visual comparison of various deblocking methods applied on image barbara from the Classic5 dataset compressed with QF equals 20. The corresponding PSNR-B and SSIM
values are presented at the bottom of each restored image.
Fig. 10. Visualization of three webpage images [(a),(c),(e)] and their corresponding deblocking results [(b),(d),(f)] obtained from the G-CAR framework.
Table 4
Quantitative results of the proposed G-CAR framework vs. competing method tested
on the SD-IVL database [91] measured in terms of three objective quality assessment
measures averaged over images.

PSNR PSNR-B SSIM

JPEG 38.129 35.220 0.949
DnCNN 39.933 38.899 0.964
G-CAR 40.045 39.960 0.967

4. Conclusion

In this paper, we presented a framework (G-CAR) for reducing
artifacts in images that have undergone JPEG compression. The pro-
posed framework consists of two stages: (1) estimation of the JPEG
quality factor (QF); and (2) QF-specific artifact reduction performed
via a cascaded residual encoder–decoder network in the pixel, DCT,
and DWT domains. By focusing on quality-relevant regions in the QF
estimation stage, G-CAR is able to quite accurately estimate the JPEG
quality factor to within approximately ±2 QF values. This estimated QF
value then allows the use of QF-specific artifact reduction, assisted by
trained rectified networks, when necessary. As we have demonstrated,
by using multiple domains, multiple scales, and a cascaded resid-
ual encoder–decoder network architecture, the proposed framework
is able to reduce JPEG artifacts at a level that rivals/surpasses the
current state-of-the-art, while requiring no prior information about the
encoding parameters.

Despite the effectiveness of the proposed G-CAR framework, there
are a number of aspects that could benefit from future research. One
line of future work would involve exploiting new network architectures
that could more accurately perform the QF estimation and compression
11
artifact reduction, or better still, to deal with different compression-
level images without the assistance of the QF estimator. Other future
work would involving extending G-CAR to operate for videos. Although
G-CAR is effective for images, compressed videos are more widely used.
Finally, more advanced frameworks that can restore images containing
other distortion types (e.g., JPEG2000 compression, noise, and blur,
etc.) could be developed. For example, the compression ratio (CR)
of a JPEG2000 image can be first predicted by a CR estimator and
then corresponding CR-specific network models could be employed
to perform the deringing/deblurring task. Thus, our current work is
limited to JPEG image restoration, and we envision improved artifact
reduction systems that could handle multiple distortion types in future.
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